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Zgodnie z zapowiedzig oddajemy do rgk uczestnikdéw konferencji,
a takze - jak sgdzimy - szerszego grona czytelnikdw, materiaxy
konferencji "Sieci komputerowe - usiugi, protokoly, modele".
Zeszyt zawiera komunikaty wygXoszone w czasie kolejnych sesji
konferencji i zakwalifikowane przez Komitet Naukowy do druku.

Tematyka komunikatéw wykracza poza okreslony tytutem konfe-
rencji zakres. Postanowilismy bowiem stworzy¢é mozliwie szeroksg
ptaszczyzng wymiany informacji w dziedzinie, ktdra jest ostatnio
przedmiotem rosngcego zainteresowania 1 penetracji naukowej sze-
rokiego grona specjalistéw praktykdéw i naukowcéw w naszym kraju.

Majac na uwadze szybkie opublikowanie materiaxdw, teksty komu-
nikatéw zamieszczono w formie przekazanej przez Autordéw. Jedynie

w kilku przypadkach wprowadzono niewielkie poprawki techniczne,

Komitet Naukowy Konferencji
Sieci komputerowe - ustugi, protokoiy, modele






Prace Naukowe Centrum Obliczeniowego
Nr 4 Politechniki Wroctawskiej

Nr 4

Konferencje ) Nr 2

LAN,
CSMA/CD,

1986

token passing

Krzysztof ANZELEWICZ *

KIERUNKI ROZWOJU LOKALNYCH SIECI KOMPUTEROWYCH

Oméwiono krétko historie pdwstania LAN. Przedstawiono powigzania
istniejace migdzy Modelem Poxgczen Systeméw Otwartych wg ISO

a Modelem IEEE 802 LAN. Opisano podstawowe topologie sieci: Szynowg
i Petlowg oraz metody dostepu: CSMA/CD i Token passing. Podano pod-

stawowy hardware niezbgdny do wykonania porgczenia Komputer/Sieé.

1. WSTEP

Szybki rozwéj konstrukcji urzadzen komputerowych i technologii
wytwarzania uk*addéw scalonych VLSI doprowadzi} do upowszechnienia ta-
niego sprz¢tu komputerowego w instytutach naukowo-badawczych, biurach
i zak¥adach przemystowych. Przeszkodg w prawidtowym wykorzystaniu na-
gromadzonego sprz¢tu jest jego niekompatybilno$é. Uniemozliwia to wy-
mian¢ oprogramowania, dostgp do bazy danych czy wykorzystanie drogich
urzadzer zewne¢trznych typu:dyski, drukarki, plotery nalezgce do jed-
nego systemu komputerowego przez drugi system takich urzsdzer nie po-

siadajacy. Od vorowy lat siedemdziesigtych prowadzi si¢ prace nad poxg-

czeniem sprz¢tu komputerowego w Lokalng Sieé Komputerows (ang. Local

Area Network - LAN) umozliwiajacg bezposSrednig i szybkg wymiane informa-—

cji migdzy wieloma urzadzeniami zlokalizowanymi w bliskiej odlegtosci.
W 197§ roku przedstawiono Warstwowy Model Polgczen Systeméw Otwartych

wg ISC (ang. Reference Model for OSI/ISO) ,a w 1983 Komitet 802 IEEE LAN

zaproponowatr standardy dla LAN,

2. DEFINICJA LAN

Za LAN uwaza sig bezposrednig komunikacje wielu urzgdzend kompute-
rowych dzia*ajacych na ograniczonym obszarze, potgczonych wspélnym
medium fizycznym umozliwiajgcym szybks transmisje szeregowg. Obszar
dzia*ania LAN wynosi od 1 do 10 km,tzn. jeden lub kilka pobliskich
budynkéw. Predkosé transmisji od 1 do 20 Mbs. Ilo$é urzadzer kompute—
rowych majgcych bezposredni doste¢p do sieci rzedu 200 lub wigeceje.

* Politechnika Gdariska, Instytut Okretowy, Zaktad Urzadzer Okretowych
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Prawdopodobienistwo wystgpienia biedu transmisji rzedu 10'8 przy zasto-
sowaniu 32-bitowego kodu kontrolnego. Medium fizyczne to ekranowana skrg-
tka, kabel koncentryczny lub Swiatzowdd.

3, WARSTWOWY MODEL OSI/ISO A STANDARDY IEEE 802 LAN

Model OSI/ISO zaleca hierarchizacje protokoxéw komunikacyjnych,
pozwala rozdzielié funkcje¢ przetwarzania informacji od funkcji przesy-
tania informacji, umezliwia normalizacj¢ pewnych proceséw przesylania
informacji oraz pozwala wprowadzié¢ modularno$é w sprzecie i oprogramowa-
niu komnikacyjnym. Standardy IEEE 802 LAN dotyczg dwéch dolnych warstw
Modelu OSI/ISO:

- warstwy transmisji (ang. Physical Layer) zapewniajgcej fizyczne przesy-
ranie informacji w postaci strumienia bitdéw przez medium fizyczne,

- warstwy komunikacji (ang. Data Link Layer) umozliwiajace]j przesytanie
zorganizowanych blokéw informacji, tzw. ramek mie¢dzy uzytkownikami sieci.

Te dwie warstwy stanowig podstawg dla LAN, Okreslaj topologig¢, metode

dostepu oraz sposdéb podigczenia do medium fizycznego. Uwzgledniajac spe-

cyfike LAN,Komitet IEEE 802 podzielit warstwe komunikacji Modelu OSI/ISO
na dwie podwarstwy:

- poxgczen logicznych (ang. Logical Link Control - ILC),

- kontroli dost¢pu (ang. Medium Access Control - MAC).

Podwarstwa LLC, standard IEEE 802,2, jest wspdlna dla wszystkich typdw

LAN i zapewnia przesytanie ramek zgodnie z protokozem komunikacyjnym HDLC

( ang. High Level Data Link Control). Ramka tworzona jest przez dodanie

do informacji wladciwej flag na obu jej kolicach, pola adresowego, pola

sterujacego i pola kontroli bzgedéw. Ramke przedstawia rys. 1. Podwargtwa

MAC w powigzaniu z warstwg transmisji jest tym,co rézni poszczegélne typy

LAN, Zaproponowano trzy typy podwarstwy MAC:

- standard IEEE 802.3, siel szynowa ze Sledzeniem nos$nej i detekcjg inter-
ferencji (ang. Carrier Sense Multiple Access with Collision Detection -
CsSMA/CD),

- standard IEEE 802.4, sieé szynowa z przesytaniem pozwolenia (ang. Token
bus),

- standard IEEE 802.5, sieé petlowa z przesytaniem pozwolenia (ang. Token
ring).

Zalezno$ci pomiedzy Modelem OSI/ISO a standardami IEEE 802 przedstawia

rys. 2.

4. TOPOLOGIE LAN

Standardy IEEE 802 zalecajg dwie topologie: szynowg i petlowg.
W topologil szynowej medium fizyczne jest otwarte na obu kofcach,a urzg-
dzenia komputerowe sg podigczone do niego za pomocg kabli odejSciowych.



Topologia petlowa charakteryzuje si¢ tym, zZe sieé sktada si¢ z odcinkéw
medium fizycznego taczacych poszczegllne urzgdzenia miedzy sobg w caXosci
tworzac zamkniets pe¢tle. Schematycznie obie topologie przedstawia rys. 3.

Flaga A B c D Flags
A - pole adresowe
B -~ pole sterujace
C - informacja wtasciwa
D - pole kontroli bzedéw

Rys. 1. Ramka HDLC
Fig. 1. HDLC frame

Varstwa 180
Zastosoval
| softvare
6 Presentacji
5 Ses ji
Swnie
software
4 Transportowa
3 Dystrybucji
gtéwnie
“hardware
2 Komunikacji
hard\‘uro Transmisji
Rys. 2.

Podvarstwy IREE 802 LAN

Poiscserl Logicsnych
IERE 802.2

Kontroli Dost¢pu
IEEE 802.3 |IEEE 802.4 IBEE 802.5

Warstwva Transmisji

Zaleznosci pomigdzy Modelem OSI/ISO a standardami IEEE 802
Fig. 2. Relations between OSI/ISO Reference Model and IEEE 802

standards



wedius ffzycsne

ursgdsenia komputerove

.

Rys. 3. Topologie sieci: a = szynowa, b - petlowa
Fig. 3. Network topologies: a - bus, b - ring

5. METODY DOSTJPU DO SIECI

Wyrézniamy dwie metody dostgpu:
- CSMA/CD,
- przesytanie pozwolenia (ang. Token passing).

5.1. Metoda CSMA/CD

Wszyscy u#ytkownicy sieci majg niezalezZny dostep do sieci i wspdiza-
wodniczg miedzy sobg,by go uzyskaé. Przed zapoczgtkowaniem transmisji
uggtkownik nastuchuje sieé,by sprawdzié czy nikt inny nie nadaje. Jesli
sieé jest wolna,nadaje,a gdy zaje¢ta,to odczekuje przypadkowy okres czasu
i ponawia prébg transmisji. W czasie nadawania réwniez nasluchujé,by
w przypadku wykrycia kolizji natychmiast zakécié sied by odbiorca tran-
smisji odebrat to jako przerwanie transmisji. Wszyscy uzytkownicy jedno-
czeépie majg mozliwosé nasuchu sieci w sieci szynowej - standard IEEE
802.3. Zalets CSMA/CD jest szybkoéé otrzymania dostepu przy niewielkim
obcigzeniu sieci., Czas propagacji sygnalu w sieci jest jej wadg i powoduje
ograniczenie jej diugodci do 2500 m.

5+2. METODA TOKEN PASSING

Specjalna ramka 2zwana pozwoleniem jest przesyana od uzytkownika
do uzytkownika w ustalonej kolejnosci. Tylko uzytkownik otrzymijacy
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pozwolenie moze nadawaé. Uzytkownik przekazuje pozwolenie nastepcy, gdy nie
ma nic wigcej do transmisji lub gdy upiynat czas,przez jaki moze trzymad
pozwolenie, Token passing moze byé stosowane zardéwno dla sieci szynowych,
jak i petlowych. W sieci pe¢tlowej - standard IEEE 802.5 ramka jest prze-
sytana od uzytkownika do uzytkownika. Kazdy z nich jg retransmituje dalej
az do osiagnigcia adresata, ktéry ja kopiuje i przesyta dalej,tak by do-
tarta do nadawcy. Peina rotacja ramki poprzez petle xgczacg uzytkownikdw
jest czescig skradowg tej metody dostepu. Dla sieci szynowej -~ standard
802.4, ramka jest przesytana w tzw. petli logicznej wynikajgcej z adreséw
poszczegbélnych uzytkownikdéw. Kazdy z nich musi znaé adres swojego poprze-
dnika i nastepcy w petli logicznej. W sieciach z dostepem Token passing
Yatwiej jest okres$lié czas dostgpu poszczegdlnych uzytkownikdéw do sieci
niz w CSMA/CD, stad czg¢sto uzywane sg w przemysSle. Token bus staje sieg

standardem dla zak¥addéw przemystowych i nosi nazwe angielskg Manufacturing
Axtomation Protocol - MAP.

6. PODSTAWOWY HARDWARE LAN

Hardware umozliwiajgcy tworzenie sieci opiera si¢ na trzech podsta-
wowych interfejsowych ukiadach scalonych:
- kontrolerze tworzgcym przesyiane ramki i sterujgcym transmisjg,
- koderze/dekoderze przetwarzajacym przesytang informacj¢ stosujac

réznicowy kod Manchester,

- nadajniku/odbiorniku bezposSrednio wspdipracujacym z medium fizycznym.
Rysunek 4 przedstawia schematycznie sposéb poxaczenia elementdéw, 2 tabela
producentéw,typy ukradéw i standardy dla jakich sg przeznaczone.

Nedium fisyosne Ssyna komputerowa
"1 SN
Nadajnik L Koder
ajn
s Kontroler <?4>
Odbiomik Dekoder

Rys. 4. Podxgczenie komgutera do, sieci
Fig. 4. Computer connection to the network
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Tabela

Producent Standard Kontroler Kod/Dek Nad /Odb
Advanced

Mioio Dev. IEEE 802.3 Am7990 Am7991 Am7995
Intel IEEE 802.3 182586 182588 -
Mostek IEEE 802.3 MK68590 MK3891 -

gnt gl IEEE 802.3 P8390 DP8391 p8392
Seeq Tech. IEEE 802.3 8001/8003 8023 -
LITERATURA

1. Clark D.D., Pogran K.T., Reed D.P.: An introduction to Local Area

2.
3.
4.
5.
6.
T
8.

Networks, Proc., IEEE, Vol, 66, No. 11, Nov. 1978

Data Processing - Open Systems Interconnection - Basic Reference Model,
Computer Networks, Vol. 5, No., 2, April 1981

IEEE Project 802 - Local Area Network Standards, Draft E IEEE Standard
802.,5, IEEE, New York, Aug. 1984

Metcalfe R.M., Boggs D,R.: Ethernet: Distributed Packet Switching for
Local Computer Networks, Commun. ACM, Vol. 19, No. 7, July 1976

Molley M.K.: Collision Resolution on the CSMA/CD Bus, Computer Net-
works, Vol. 9, No. 3, March 1985

Saltzer J.H., Pogran K.T., Clark D.D.: Why a ring, Computer Networks,
Vol. 7, No. 4, Allg. 1983

The Ethernet - A Local Area Network, Version 2.0, DEC, Intel, Xerox,
Nov. 1982

Zimmerman H,: OSI Reference Model - the Isomodel of Architecture for
Open Systems Interconnection, IEEE Trans. Commun., Vol. COM-28, No. 4,
April 1980

TRENDS IN LOCAL AREA NETWORKS

The paper contains short history of Local Area Networks. Connections
between Reference Model for Open Systems Interconnection/Internatio-
nal Standard Organization and standards 802 of Institute of Electrical
and Electronics Engineers Committee have been presented. Two basic
network topologies: bus and ring as well as two access methods: Token
passing and CSMA/CD have been described. Hardware needed for the com-
puter/network connection has been suggested in the paper.

HANIPABJIEHUE PA3BUTUSA MECTHHIX CETEH BBIYHMCIIMTEJIBHBIX MALWKWH

B craThe mnpencTraBisieHa KpaTkas ucTtopus LAN. Bria o6cyxneHa CBA3b, cyme-
cTBywmasa Mexny ciioeBod momesibio OSI/ISO u ctanmapTamMu IEEE 802 LAN.
OnucaHB OBe OCHOBHHEIE TOMNOJIOIMH CEeTH: WHHHAsg KU MeTyieBas, a TaKxe nOBa
MeTroma pocTymna: CSMA/CD u Token passing. [logad hardware HeoO6XOOUMHIN
OJI BHIIOJIHEHHS COEOUWHEeHHUs BHYUCJIUTEsIbHAs MauwuHa/CeTh.
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ANALIZA ZNORMALIZOWANE®O OPOZNIENIA
PRZESYZANIA INFORMACJI POPRZEZ PODSIEC KOMUNIKACYJN4

W pracy przedstawiono model trasy w podsieci umozliwiajgcy wyznacze-
nie czasu przesytania informacji pomiedzy wezXem Zrédrowym (WZ) i we-
z¥em docelowym (WD) dla metody komutacji wiadomosci oraz metody komu-
tacji pakietdw. W tym ostatnim przypadku uwzgledniono przesyanie pa-
kietéw wzdiuz trasy z zastosowaniem niekomutowanego i komutowanego
kanatu wirtualnego. Dla rozwazanej podsieci przeprowadzono analize
opéznienia dazgc do otrzymania wynikdéw w postaci znormalizowanej,
przy czym jako kryterium normalizacji przyjeto czas przesyXania in-
formacji w seansie *gcznosci bezposredniej. Otrzymane zaleznodci zi-
lustrowano przyk*adem obliczeniowym.

1. WSTEP I ZAZLOZENIA

Do podstawowych wXasdciwodci metody komutacji informacji nalezy bufo-
rowanie w pamieciach wezzdéw informacji przesyZanych poprzez podsieé komu=-
nikacyjng, co umozliwia sprawne wykorzystanie zasobdéw podsieci, a w szcze-
gélnosci wspélne uzytkowanie kanaxdéw miedzywegzXowych. Stad, jako decydu=-
jacg o opéZnieniu wprowadzanym przez podsieé skxadowg czasu przesyzania
informacji przyjmuje sie¢ czas przebywania wiadomosci ludb pakietéw w bufo-
rach i nadajnikach {3,4,5]. Przyjmiemy wiec, Ze pojedynczy wezeX jest re-
prezentowany przez otwarta sieé systeméw masowe] obsiugi, przy czym kazdy
z wystepujgcych systemdéw reprezentuje kolejkg wiadomosci lub pakietdéw za-
pamietanych w buforach oraz zwigzane z nim stanowisko obstugi w postaci
nadajnika (rys. 1). Kazdy z tych systeméw obsiugi bedziemy dalej nazywali
zespotem BN (bufor - nadajnik).

Dokonujgc oceny opézZnienia przesyzania informacji zalezy nam na tym,
by z jednej strony przyjety model mozliwie wiernie odzwierciedlat jej
rzeczywiste wasciwosdci, a z drugiej, by prowadzit do konstruktywnych wy-
nikéw w mozliwie prostej i zwartej postaci. Dla tak rozumianej oceny
przyjmiemy nastepujgce zatozenia:

1. Podgie¢ komunikacy jna skada sie¢ z niezawodnych i nie wnoszacych za-
k¥éceri kana¥éw tworzgcych zbidr K; kazdemu z elementéw nalezgcych do

* Akademia Techniczno-Rolnicza w Bydgoszczy, Wydzial Telekomunikacji i ‘Elektrotechniki
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. ! B BN ici
ma E—— ! 2 Wyjscia do
Infomr o NIE_ Tor[s = [} I kanatéw
wprowadzane s L— i )
do wez{a bt miedzywezlowych

T N e,
Wyjécie z podsieci 1 l | ' T
gt |

Rys. 1. Uproszczony model we¢zia podsieci z komutacjg informacji

DT - dystrybutor tras, N - nadajnik kana%*owy, B = bufor,
BN4,4BNy,...,BN7 2zespoly bufor-nadajnik

Fig. 1. Simplified Model of a Store-and=-Forward Node

3
4.

DT - route distribution, N - transmitter, B - bufor, BN - bufor-
~transmitter unit
zbioru K przypiszemy wzajemnie jednoznacznie liczbg naturalng i = 1,
25000y K|
Strumien informacji zewngtrznych (wprowadzanych do podsieci) opisany
jest modelem Poissona-wyktadniczym (P-W); poszczegdlne strumienie
skradowe sg wzajemnie statystycznie niezalezne; zewnetrzne obcigzenie
podsieci charakteryzuje érednie natezenie y strumienia tych informa-
cji.
Spexnione jest zatozenie o niezaleznosci Kleinrocka [3].
Pojemnosé pamigci buforowych w weztach jest wystarczajgca dla zapew-
nienia pomijalnie maXych strat wprowadzanych do nich informacji, a mo-
delem zesporu BN jest system masowej obstugi M/G/1/oco.

2. ANALIZA OPOZNIENIA PRZESYERANIA INFORMACJI Z ZASTOSOWANIEM METODY
KOMUTACJI WIADOMOSCI

Uwzgledniajgc.wasciwosci podsieci z komutacja wiadomoséei [1,2,5]

przy jmiemy nastepujgce zazozenia dotyczace realizacji tej metody komuta-

cj

£

kazda informacja wtasciwa wprowadzona do podsieci zawiera Srednio NA
sygnatdéw elementarnych; w W2 zostaje do niej doXgczonych Ng sygnaxdw
elementarnych reprezentujgcych informacje sterujgco-kontrolng (nagid-
wek); utworzona w ten sposéb wiadomos$¢é stanowi niepodzielny blok in-
formacji, liczgcy sérednio ﬁw = ﬁA"NB sygnatdéw elementarnych,

w podsieci przesytane sg dodatkowo bloki informacji pomocniczych o sta-
Yej dXugosci Ng sygnaréw elementarnych; bloki te reprezentujg potwier-
dzenie poprawnego odbioru (ACK),
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- bloki ACK posiadaja w zespotach BN wzgledny priorytet obslugi1/ w sto=-
sunku do wiadomosci, ktére sg obstugiwane zgodnie z kolejnoscig zgo-
szen.

Dgzac do otrzymania wynikéw o charakt-rze ilosSciowym, poszukiwaé bedzie-

my dla danego zespoiu BN ; znormalizowanego czasu obstugi wiadomosci

w funkcji wspéXczynnika efektywnego wykorzystania kaiatu

%= ATa (1)
gdzie T
g i

T,, =

AL T Tj (2]

jest czasem trwania seansu %gcznosci bezposredniej poprzez kanat o prze-
pustowosei C ; (odpowiada on czasowi przebywania informacji wkasciwej
w nadajniku). Ponadto wprowadzimy nastepujgce wspdXczynniki:

N
ﬁB=Tfi - charakteryzujgcy wzgledng drugosé nag¥dwka
A
ﬁ(:=%% - charakteryzujacy wzgledna d*ugos¢é bloku ACK

8 wi =%’;—:i_- charakteryzujacy wzgledne natezenie strumienia blokéw
1

ACK. Jest on réwny stosunkowi natezenia Awi strumienia blokéw ACK do
natezenia Awi strumienia wiadomo$ci wprowadzanych do zespoXu BN j§ .
Uwzgledniajgc wyniki uzyskane dla systemu M/G/1/o0 [3] i dokonujgc nie-
zbednych przeksztaXcen otrzymujemy w rezultacie wzdér umozliwiajgcy wyzna-
czenie $fredniego czasu przebywania wiadomosci w zespole BNj

gdzie

2
_ \Z! Z*Jwiﬂg’/bB(ﬁB +« 27 (3&}
Tw = 1+Pp 3 T-3i(1+pp+28yipc) * ¥ (1+pg*Swibc 1dwifc

jest znormalizowanym czas>m przebywania wiadomosdci w tym zespole.
Srednie opéénien%e podsieci jes?ldane zaleZnoéci&l[S]
K K

Tt T MaiTws B ) ATt ) 9T (4)

1=1 . =1 |=]
W przypadku pods&eci zrownowaZohej?/ mozna wykazac [3,5], ze
Tkw = L TaATw (5)
lub po normalizacji polegajgcej na podzieleniu obu stron (6) przez TA
Tkw = LTy (6)

gdzie T oznacza $rednig d¥ugo$é trasy w podsieci.

1/ tzn. bez przerywania obs¥ugi aktualnie nadawanej wiadomosdci

Jest to podsieé komunikacyjna, w ktérej wspStczynniki wykorzystania
kanaxdw sg jednakowe
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3, ANALIZA OPOZNIENIA PRZESYZANIA INFORMACJI Z ZASTOSOWANIEM METODY
KOMUTACJI PAKIETCW

Przesytanie pakietéw poprzez podsieé komunikacyjng moze by¢ zrealizo-
wane za pomocg protokou kanaiu wirtualnego badZz tez protokoiu zwanego da-
tagramem [2]. Zalecenie CCITT oznaczone przez X.25 i stosowane w wigkszo-
dci sieci preferuje wyzej zorganizowany protoko* kanatu wirtualnego. Czas
trwania po%gczenia wirtualnego moze byé ograniczony do przedziaXu czasu
niezqunego dla przestania wszystkich wchodzgcych w gre pakietdw (kanak
wirtualny komutowany - KVK) albo ustalony w sposéb sztywny (kana? wirtu-
alny niekomutowany - KVN). W celu zrealizowania w modelowanej podsieci
metody komutacji pakietéw przyjmiemy nastepujgce zarozenia:

- kazdy przesytany w podsieci pakiet liczy co najwyzej Ngp sygnazdéw ele-
mentarnych, przenoszgcych catos$é lub czesdé informacji wkasciwej oraz
Ng sygnatéw elementarnych reprezentujgcych informacjg sterujgco-kontro-
1ng; pakiet stanowi niepodzielny blok informacji przesyranych jako ca=-
20é¢ do WD,

- informacja wtasciwa, ktéra ma by¢é przestana do WD i liczgca wigcej niz
Ngn syenaiéw elementarnych jest przekazywana za posrednictwem pewnej
liczby pakietdéw @ wartosci Srednie] ﬁH; w przeciwnym wypadku informacja
jest przesyZana za pomocg pojedynczego pakietu ,

--dinformacja wasciwa zostaje wyprowadzona z podsieci bezzw}ocznie po ode-
braniu wszystkich pakietéw zawierajgcych jej segmenty,

- w podsieci przesy?ane sg pakiety pomocnicze o stazej dXugosci Ny sygna-
26w elementarnych (zgdanie zestawienia potaczenia wirtualnego, potwier-
dzenie zestawienia po%gczenia wirtualnego, zgdanie rozigczenia poXgcze-
nia wirtualnego oraz potwierdzenie poprawnego odbioru (ACK))posiadajqce
w zespotach BN wzgledny priorytet nadawania w stosunku do pakietdw
przenoszgcych informacje wadciwg.

Bedziemy przyJjmowali, 2e czas depakietyzacji zalezy od iiczby pakie=-
téw przenoszgcych dang informacje wxasciwg oraz od liczby pakietdéw inter-
ferujgcych i okreslony jest zaleznoscig

Ty =T, Tp (7)
gdzie
T = Tal g - )1+ Fp)(a+ps) (72)

Przez Py = f%ﬂﬂ bgdziemy oznaczali wspdéiczynnik charakteryzujgcy wzgledng

dtugoséé pakié;u, przy czym q = é:'= 1 - expl-Apl. Srednig liczbe pakie-

téw interferujgcych pomiedzy dwa sgsiednie pakiety podstawowe mozna apro-
ksymowaé zaleznoscig

— _pl1-pLy
Ho "7 % (8)
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gdzie ¢ jest usrednionym wspéiczynnikiem wykorzystania kanaXéw.
Uwzgledniajgc przyjete zaXozenia otrzymujemy dla zespoiu BNy wzdér
umozliwiajgcy wyznaczenie czasu przebywania w nim pojedynczego pakietu

Tpi =Ty T py 1 (9)
gdzie 7 s /3 14/580ﬁp0‘2—6(6 P|ﬂ’é-2/bp’/b;) \
o + B+ y
F 1- 9 [1+ 5 (28pipc *Bp)]* 97 [1+ G Gmipc +pp)] T Spife (92)

WspéXczynnik 6Pi charakteryzuje wzgledne natezenie strumienia pakietéw
pomocniczych przybierajgc wartosé &pj = 1 dla protokoru KVN oraz

épi = 1+ 3q dla protoko*u KVK, co pozwala na wyznaczenie wartosci sred-
niej czasu rezerwacji kanatu wirtualnego w postaci

Tpy =2 LT, T (10
PV A v
przy czym 3 2 1 2
v oo ZPC PR T (Bc* e = 2Pp)
v =Pt 1
1_‘9"(?{ . 3)/5(: (10a)

Ostatecznie, $rednie znormalizowane opdinienie przesyania informacji
za pomocg metody komutacji pakietdéw bedziemy wyznaczali ze wzoru

Ton® LTR* (p (11)
dla protokoxu KVN oraz ze wzoru
Teg= L (Tp+2Ty) *+ Tp (12)

dla protokoiu KVK.

=
I

18 ¢ dr r
T, ¢ 1@r 1 : ) ; b
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Rys. 2. Zalezno$¢ znormalizowanego opéznienia przesytania informacji
od wspdkczynnika efektywnego wykorzystania kana¥éw (I - komu-
tacja wiadomosci, II - komutacja pakietéw - KVN, III - Xkomu-
tacja pakietdéw - KVK)

Fig., 2, Normalized Delay Vs. Useful Utilization (I = Messag Switching,
IT - Packet Switching PVC, III - Packet Switching - SVC)
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44 PRZYKZAD OBLICZENIOWY

W celu zilustrowania podanych zaleznosci (6), (11)i(12) wyznaczono na
drodze numerycznej charakterystyki znormalizowanego opdzZnienia podsieci
Tews Ten i T}K w funkcji wspdtczynnika efektywnego wykorzystania kana¥éw
podsieci V¥ (rys. 2) przyjmujac érednig diugoéé trasy L=3. Krzywe a,b,c,
d,e reprezentujg odpowiednio wspéxczynnik By = 0,1; 0,05; 0,01; 0,005;
0,001; dla komutacji pakietdéw przyjeto wartoéé Ngp = 1024 bity.
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NORMALIZZD INFORMATION DELAY ANALYSIS IN COMMUNICATION SUBNETWORK

In the paper the path model of the message and packet transmission
delay time between the source-destination node pair in the subnetwork is
presented. In the case of packet switching the permanent and switching
virtual circuit is considered. The delay analysis is carried out for the
information transmitted along the path. The information delay in the
direct connection (without nodal delays) is taken as the criterion of
normalisation, The considerations are illustrated with the calculations.
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B paGoTe mnpencrasifgeTcsa Moneslb MHPOpMATHUYECKOI'o MYTH B NOLOCEeTH OJdA
onpenesieHUsT BpeMeHH Iepepadyud HHOOpMaALHUU MexOy Y3JIOM HCTOYHHUKA H KOHEeUYHHM
Y3JIOM OJs MeToda KOMMyTallUM COOOmeHHH U MeToda KOMMyTaluHU nakeToB. s
PACCMOTPEHHON nonceTu OBl cresiaH aHalu3 HOPMaJIM30BaHHOI'O ONO3OaHUA, INIpHU-—
4YéM KpHUTEepHeM HOpMaju3alluu fABJIAeTCSA BpeMs 6eCnpoMexyTOdYHOV mepenadyd HH-—
dopmauuri. B pa6oTe NMPUBOOATCH IIPHUMEPH COOTBETCTBYIOMUX pacqéTOB.
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ARCHITEKTURA I USLUGI LOKALNEJ SIECI KOMPUTEROWEJ NETEX

W pracy przedstawiono architekture i usiugi lokalnej sieci kompute-
rowej NETEX zaprojektowanej i budowanej w Instytucie Sterowania

i Techniki Systeméw Politechniki Wroctawskiej. Sieé ta przeznaczona
jest do wspomagania dydaktyki, badan naukowych i projektowania
inzynierskiego w zakresie automatyki i systemdéw informatycznych.

1. WPROWADZENIE

Pod pojeciem architektury lokalnej sieci komputerowe] (LSK) rozumiane
sg zwykle: struktura (topologia) sieci, metody dostepu do medium tran-
smisyJjnego (sterowanie) i wykorzystywane medium transmisyjne. Trzy wymie-
nione elementy architektury sg podstawg klasyfikacji lokalnych sieci
komputerowych [6]. Fizycznie, LSK moze mieé postaé magistrali, petli,
gwiazdy lub drzewa,z tym, Ze najczesSciej spotykane to sieci magistralowe
i petlowe. Dostep kazdej stacji sieci do medium transmisyjnego odbywa
sie zgodnie z wspélnym dla wszystkich protokotem dostgpu. Sposréd wielu
opracowanych i wykorzystywanych w praktyce metod dostegpu, ogdlnie dzie-
lonych na metody rozproszone i scentralizowane [h], najczesciej wykorzy-
stywane to metoda losowa (CSMA/CD ang. Carrier Sense Multiple Access
with Collision Detection) i metoda przekazywania znacznika (ang. token
passing). Wprawdzie metody te sg niezalezne od topologii sieci, niemniej
jednak metoda CSMA/CD znalazla szerokie zastosowanie w sieciach magistra-
lowych (ktére zwykle pracujg w trybie rozgloszeniowym),podczas gdy
metoda przekazywania znacznika wykorzystywana jest tak w sieciach petlo-
wych (ang. ring token),jak i magistralowych (ang. bus token). Jako me=-
dium transmisyjne LSK wykorzystywane sg gidwnie skretki, kable koncen-
tryczne (z modulacjg w pasmie podstawowym i pasmie szerokim )oraz sSwia-
tiowody. Szerokie wykorzystanie tych ostatnich ograniczone jest brakiem
powszechnie dostgpnej technologii dolgczania stacji. Ze wzglegdu na para-
metry techniczne i eksploatacyjne, kable koncentryczne wykorzystywane
sg gidéwnie w sieciach magistralowych,natomiast skretka w sieciach pgtlo-
wych [4].

* Politechnika Wroctawska, Instytut Sterowania i Techniki Systeméw
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Struktura sieci, metoda dostgpu i medium transmisyjne wplywajg na jakosdé
ustug dostarczanych przez LSK, stad tez powinny by¢ dobrane na podstawie
analizy przewidywanego ruchu w przysziej LSK [5].

Mimo réznych zastosowan, pewne typy ustug w LSK sg charakterystyczne
dla wszystkich., Sg to przede wszystkim: transfer zbiordw, transfer zadaiqd,
wirtualny terminal, teleks typu terminal-terminal (indywidualny i grupo-
wy) oraz poczta elektroniczna z buforowaniem wiadomosci. Dla istniejacych
i budowanych LSK charakterystyczne Jjest to, Ze znalazly one zastosowanie
tam, gdzie na stosunkowo niewielkiej przestrzeni potrzebny jest tani,
szybki i niezawodny dostep do zasobdw, zwiekszajgcy efektywnosé ich wy-
korzystania i komfort pracy uzytkownika.

2. ARCHITEKTURA LOKALNEJ SIECI KOMPUTEROWEJ NETEX.

Lokalna sieé komputerowa NETEX jest siecig magistralowg z metodg do-
stepu CSMA/CD realizowang w oparciu o Standard IEEE 802.[4] . Jako me-
dium transmisyjne wykorzystywany jest kabel koncentryczny z modulacjg
w pasmie podstawowym. Szybkos$é transmisjie bitowo-szeregowej- 1 Mb/s.

O wyborze takiego rozwigzania zdecydowaly: prostota konstrukcji, wysoka
niezawodnos$é, wykorzystywanie nieaktywnego medium transmisyjnego, opa-
nowana i dostgpna technologia dostepu do medium (zlqcza penetrujqce)
oraz istnienie dopracowanego, miedzynarodowego standardu.

Realizacje sieci NETEX podzielono na dwa etapy. Sieé pilotowg, realizo-
wana pod katem wykorzystania mikrokomputerdw, ma stuzyé zebraniu doswiad-
czen i danych pomiarowych w zakresie wybranych funkcji komunikacyjnych
i usiug rozproszonego przetwarzania. Drugi etap realizacji obejmuje
budowe sieci rozszerzonej, poprzez dotgczenie do sieci pilotoweJ nowych
urzadzen, w tym minikomputerdéw i dyskéw twardych wraz z usltugami doste-
pnymi z wykorzystaniem tych urzagdzen,

Podstawowym komponentem sprzetowym umozliwiajgcym wigczenie stacji

(ogélnego przeznaczenia lub wyspecjalizowanych) jest sterownik LSK w
wykonaniu uniwersalnym lub specjalizowanym. Sterownik w maksymalnym sto-
pniu odcigza od realizacji funkcJji transmisji danych stacje.
Charakteryzuje go: realizacja funkcji komunikacyjnych wg protokotu P02,
przekazywanie danych do i ze stacji poprzez standardowy interfejs, mozli-
wosé zmiany parametrdw i pracy krokowej, rozbudowana sygnalizacja opty-
czna i rozbudowany system pomiardow zdarzern na poziomie sterownika.
W sterowniku implementowane sg dwie najnizsze warstwy sterowania: war-
stwa tizyczna i warstwa lgcza logicznego, okreslajgca metodg dostepu do
medium transmisyjnego. Sterownik zrealizowano w wersji mikroprocesoro-
wej [3]{

Stacjami ogdlnego przeznaczenia sg mikrokomputery speiniajgce roleg
komputera obliczeniowego w sieci. Stacje wyspecjalizowane realizujlg
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dedykowane funkcje dostarczajgc usiug zorientowanych na okreslone zasto-
sowanie, W sieci pilotowej stacjami bedg trzy identyczne mikrokomputery
IMP-85, Jeden z mikrokomputerdw emulowaé bedzie monitor niezalezny
EX 7950 systemu R-32/R-34, W ramach konfiguracji rozszerzonej dolgczone
beda mikrokomputery CS-80, stacja CAMAC zawierajgca kasety cyfrowe i
analogowe, minikomputer SM-4, stacja dyskéw twardych oparta na mikrokompu-
terze wyspecjalizowanym w zakresie funkcji zarzgdzania bazg danych, mi-
krokomputery 16-bitowe kompatybilne z IBM PC/XT i mikrokomputerowa sta-
cja wydrukéw.

W sieci przyjeto dla wszystkich stacji jednakowy sposdéb komunikacji
procesow uzytkowych bazujgcy na mechanizmach zbliZonych do propozycji
znanych z Jjezykdw programowania wysokiego poziomu,

3. USLUGI SIECI NETEX.

UsXugi Swiadczone uzytkownikowi przez LSK odnoszg sig do usiug ofero-
wanych w ramach modelu OSI w tzw. warstwie aplikacji. Procesy uzytkowe
realizujg wymagane przez zastosowanie przetwarzanie informacji uzytkowej
dostarczanej przez uzytkownikdéw lub tez przechowywanej w systemie. Kiedy
zastosowanie wymaga rozproszonego przetwarzania informacji, wdwczas
kazdy z elementdéw "rozproszonego" zastosowania wymaga osobnych, biegngcych
w fizycznym rozproszeniu, kooperujgcych ze sobg proceséw uzytkowych.

Ustugi LSK NETEX dzielg sie na dwie grupy:

- podstawowe ustugi komunikacyjne ogdlnego zastosowania, i

- specjalistyczne ustugi dotyczgce operacji na zasobach sieci speinia-
Jacych potrzeby okreslonych zastosowar [1].

Kazdy z proceséw uzytkowych moze korzystaé z obu grup usiug, ktére trak-

towane sg jednolicie zardéwno jezeli chodzi o sktadnig wywolania ustug,

Jak i sposéb ich realizacji.

W ramach pierwszej grupy warstwa aplikacyjna oferuje szereg usitug situ-

zgcych nawigzaniu potgczenia migdzy procesami uzytkowymi, prowadzeniu

dialogu, zawieszaniu, wznawianiu i zakorczeniu dialogu miedzy procesami

i ustalaniu pilnoséci przekazywanych danych., Usiugi te sg przeniesieniem

identycznych ustug warstwy sesji, gdzie prowadzone jest zarzagdzanie

polgczeniem miedzy procesami.

W ramach drugiej grupy sieé Swiadczy ustugi w zakresie:

- systemu transmisji komunikatdéw obejmujgcego poczte elektroniczng,
informowanie o statusie sieci i podsystem wspomagania uzytkownika
sieci,

- systemu transmisji zbiordw,

- sterowanie i zbieranie danych w systemie CAMAC,

- przetwarzanie danych z wykorzystaniem wspélnej dedykowanej bazy danych
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typu back-end oraz rozproszonej bazy danych,

- specjalizowanego przetwarzania danych eksperymentalnych w systemie
EXPES-NET,

- manipuloﬁania procesami,

- minitorowania i diagnostyki sieci,

- drukowania tekstu na wysokowydajnej drukarce, i

- emulacji stacji m.c. R=32/R=34,

4, ZASTOSOWANIA LOKALNEJ SIECI KOMPUTEROWEJ NETEX

Projektowanie lokalnej sieci komputerowej NETEX zostato poprzedzone
analizg potrzeb uzytkownika i Srodowiska,w ktérym sie¢ bedzie implemen-
towana [1; 2]. Rezultatem analizy wymagan (warunkéw, ktére muszg bydé
speinione niezaleznie od kosztéw) i oczekiwan (warunki, ktére mogg byé
spelnione) byto okres$lenie cech jakosciowych i ilosciowych systemu kom-
puterowego (sieci) dla potrzeb dydaktyki, badarn naukowych i projekto-
wania inzynierskiego w zakresie automatyki i informatyki. V
'Gldwnym celem budowy sieci komputerowej jest wspomaganie dydaktyki i
badan naukowych, tak aby uzyskac mozliwos¢é prowadzenia nowoczesnego,
problemowo zorientowanego ksztatcenia studentdéw, dostosowanego do ist-
niejgcych potrzeb, a jednoczesnie mozliwego przy obecnym stanie technik
komputerowych i telekomunikacyjnych.

Nauczanie w zakresie automatyki i informatyki, uwarunkowane Jjest po-
siadaniem nastgpujgcych mozliwos$ci zbierania, pamigtania, przekazywania
i przetwarzania informacji: :

- zbieranie danych z proceséw rzeczywistych lub/i symulacyjnych,

- konwersja danych (analogowa/cyfrowa 1 cyfrowo/analogowa),

- transmisja danych ze Zrddia (miejsca jed powstawania) 1ub hiejsca
przechowywania do ujscia (miejsca przetwarzania lub przechowywania),

- rozproszone‘lokalne lub/i rozproszone hierarchicznie przetwarzanie
danych (w tym, w czasie rzeczywistym) zgodnie z ustalonymi procedurami,

- przechowywanie danych i programéw,

- dostep do przechowywanych danych i programéw (1okalny i zdalny), i

- rozproszona symulacja.

Na podstawie przedétawionych wymagan sg obecnie opracowywane éwiczenia

dydaktyczne z zakresu identyfikacji, eksperymentowania, rozpoznawania,

teleinformatyki oraz projektowania i eksploatacji systemdéw informaty-

cznych w oparciu o ustugi pilotowej LSK, Dla opracowywanych tematdw

przewidziano procedureg;wg ktdrej mozliwe jest wykorzystanie innowacyj-

nodci d¢wiczgcego.

Podobnego zakresu ustuzg wymaga stosowanie sieci w badaniach naukowych,

a réznice,na jakie nalezy zwrdclé uwage, to wigksza kreacyjna rola te-
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matdéw badawczych w stosunku do zasobdéw sieci. Z kolei projektowanie

inzynierskie, polegajace na poszukiwaniu rozwigzan wedlug znanych i

sprawdzonych algorytméw w ramach ograniczen okreslanych przez obowig-

zujgce normy i standardy, tworzy szczegdlne wymagania (zwlaszcza ilo=-
éciowe) dotyczgce przechowywania i przetwarzania informacji. Co wiecej,
charakterystyczne dla projektowania wielokrotne, sekwencyjne przetwarza-
nie danych wejsciowych i danych posrednich w Scis$le okreslonej kolej-
nosci, wedtug ustalonych procedur, prowadzi do szczegdélnych wymagan na
system zarzadzajgcy realizacjg zadania.

Specyfika zastosowania sieci NETEX powoduje, Zze moze by¢é ona tak
przedmiotem, jak i podmiotem badan i nauczania. Z tego powodu muszg
istnieé mozliwo$ci realizacji ztozonych zadan, jak rdéwniez mozliwosci ba=-
dania sieci Jjako takiej. To ostatnie wymaganie moze by¢ speinione poprzez
zatozenie modularnosci systemu i mozliwosci dostepu do rdznych poziomdéw
jego organizacji logicznej.

Przeznaczenie sieci powoduje, ze sie¢ musi by¢ otwarta na nowe techniki

komputerowe i nowe tendencje w korzystaniu z istniejgcych (m.in. perso-

nalizacja). Ze wzgledu na burzliwy rozwd] technik komputerowych oraz ich

zastosowari, wymagania jakosciowe mogg ulegaé zmianie, poszerzajgc sig o

nowe wymagania, a w zwigzku z tym, sieé musi oferowac zbidr uniwersal-

nych ustug, na bazie ktdérych bedg organizowane usiugi specjalne.

Z wyzej wymienionych wzgleddéw. przyjeto rozwigzanie sieci,dla ktdérej
charakterystyczne s3:

- modularno$é, umozliwiajgca rozbudowg sieci poprzez dolgczanie nowych
komponentdw sprzetowych (w tym wykorzystanie personalnych $rodkéw in-
formatyki),

- organizowanie ustug specjalistycznych (systemowych) w oparciu o uni-
wersalny zbidr ustug podstawowych (elastycznoéé uslug),

- mozliwoS¢ tgczenia sieci z innymi sieciami lokalnymi i globalnymi
(zgodnosé ze standardami),

- heterogeniczno$¢ wyposazenia sprzegtowego, i

- rozbudowany system monitorowania i diagnostyki (architektura dostoso-
wana do uzytkownika i badacza).

5. ZAKONCZENIE

Przedstawiono architekture, usitugi i przewidywane zastosowaania lo-
kalnej sieci komputerowej NETEX. Jakkolwiek omdéwione zastosowania obej-

mujg najistotniejsze dla dziatalnosci szkoly wyzszej obszary zaintere-
soward, nie mozna wykluczaé innych zastosowarn, zwktaso--a tych, ktére
moga by¢ interesujgce z dydaktycznego i badawczezo 1 widzenia,

Szczegdtowo, na ile to mozliwe w ramach tego opracowania, przedyskutowa-
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no zagadnienia zwigzane z analizg wymagan uzytkownikéw, ktdre autorzy
uwazajg za bardzo istotne przy projektowaniu i budowie systeméw informa-
tycznych, w tym lokalnych sieci komputerowych,
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ARCHITECTURE AND SERVICES IN THE NETEX LOCAL AREA NETWORK

In the paper the architecture, services and applibation of the
NETEX bus-type local area network with CSMA/CD access method is briefly
presented. Based on requirements analysis, the development of the
network and its application in four areas of interest for university
community, namely education, research, engineering design and local
networking development are described.

APXUTEKTYPA W YCIYTU JOKATBHOA TEIEMHOOPMALMOHHOA CETM NETEX

[lpencTaBNeHa ApXUTEKTypa R yCAYTH JOKANBHO# TeneAHOpMAMOHHOR ce-
TR NETEX SalpOeKTRpoBaHHO# @ cTpoeHHO# Ha Kajenpe yIpaBleHHA M CHCTEMO-
PeXHRKA BpOIIaBCKOTO IONATEXHHYECKOI'O MHOTATYyTA., OT4 CETh ABIAETCA Ma-
TECTPAIBHOR CeTED, B KOTOpO/ NMpAMEHAETCA Ipolenypa BepOATHOCTHOTO IO-
OTyIAZO KOHNEeHTPHUECKOr'0 KaHaja o0mero monb3oBaHAsd. CeTh HpeNHA3HAYEHA
IVIA OONNEeDXPBAHAA NHNAKTRKA, HAYYHHX ACCJAENOBAHM# M HPOEKTHMPOBAHMA B 00—
JIaCTH ABTOMATHKM R MHPOPMATAKA .
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LOKALNA SIEC KOMPUTEROWA H A D E S

W komunikacie opisane zostaly prace nad budowa prototypowej lokalnej
sieci komputerowej HADES prowadzone w Centralnym Osrodku Informatyki
Gornictwa dla potrzeb resortu gérnictwa i energetyki. Lokalna siec
komputerowa bgdzie siuzyla do szybkiej wymiany danych miedzy kompu=
terami produkcji réznych firm znajdujacymi sie w COIG. Dla jej fizy=-
cznej realizacji wybrano konfiguracj¢ pierscieniowg, a architektura
logiczna zostaia oparta na modelu systemdw otwartych.

1. WSTEP

VW resorcie gdérnictwa i energetyki sa prowadzone prace nad budowa lo-
kalnych sieci komputerowych majacych zapewni¢ wymiang danych miedzy kom-
puterami réznych typdéw i mocy obliczeniowej znajdujacymi sie¢ na niewiel-
kim obszarze geograficznym (do okoo 3-5km). W duzych os$rodkach oblicze-
niowych resortu beda to najczgsciej komputery serii ODRA i RIAD. Na po-
ziomie przedsigbiorstw beda to mini~ i mikrokomputery réznych typéw. Do-
datkowo siec lokalna bedzie mogia byc podiaczona do zdalnej sieci kompu-
terowej.

Lokalna siec¢ komputerowa HADES budowana w Centralnym Oérodku Infor-
matyki Gérnictwa bedzie stanowita model dla sieci lokalnych, ktére po-
wstanga w innych osrodkach obliczeniowych resortu.

2, KONFIGURACJA FIZYCZNA

Na podstawie analizy wiasnosci rdéznych typow konfiguracji lokalnych
sieci komputerowych i metod sterowania transmisja danych przeprowadzonej
w (1] przyjeto dla sieci HADES konfiguracje pierscieniowa z wykorzysta=-
niem tokenu - znacznika dla potrzeb sterowania transmisja danych (ang.
token ring). Rys.l przedstawia elementy skiadowe sieci pierscieniowej.
Sa to:

* Centralny OSrodek Informatyki Gérnictwa, Katowice
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- komputery réznej klasy i przeznaczenia,

- wezly realizujgce szybka (rzedu M bit/sek) transmisje danych w postaci
cyfrowej,

- lacza szybkiej transmisji danych.

Dwa ostatnie elementy sktadowe sieci tworza lokalng podsiec komunikacyj-
ng. Podsiec¢ ta jest realizowana przy wspéipracy z Instytutem Automatyki
Systemdéw Energetycznych (Wroclaw) i jej zasady funkcjonowania sa przed-

stawione w [2].
O — wezebt

— komputer

Rys. 1. Konfiguracja sieci HADES,
Fig. 1. HADES local network configuration,

3. ARCHITEKTURA LOGICZNA

3.1 Okreslenie modelu i protokozdw

Architektura logiczna sieci HADES (rys.2) jest oparta na siedmiowar-

stwowym modelu systeméw otwartych 0SI (ang. Open Systems Interconnec-
tion) [33,

WOvstNB:

aplikacy
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6 prezentacji
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ses)l
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3 siect i
me 20 e @9 o0 G e o W =5 - o N R I
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medium
komputer A wezek wezek komputer B

Rys. 2, Model architektury logicznej sieci HADES,
Fig. 2. Model of HADES network logical archite&ture,
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Pierwszy etap realizacji sieci HADES zaklada utworzenie podsieci ko~
munikacyjnej oraz oprogramowania w komputerach odpowiedzialnego za prze-
sytanie danych. W tym celu okreslono postac warstw 1-4 modelu OSI dla
sieci HADES. Zakiada sig, ze do czasu opracowania powszechnie przyjetych
i dobrze zbadanych standardéw dla warstw 5-7 ich funkcje przejmie opro=-
gramowanie uzytkowe. Natomiast funkcje nizszych warstw 1-4 bedzie reali-
zowal sprzet i standardowe oprogramowanie komunikacyjne. Przy opracowy-
waniu tych warstw skorzystano ze standarddw zalecanych przez organizacje
ISO i CCITT. Programy uzytkowe przy uzyciu punktéw dostepu do usiug
transportowych beda mogty zadac transferu danych do innego programu u-
zytkowego sieci. Kazdy taki punkt bedzie jednoznacznie adresowalny w ca-
tej sieci.

Dla potrzeb funkcjonowania warstwy transportowej skorzystano z pro=-
tokoiu ISO N861 klasy 2 umozliwiajacego miedzy innymi:

- ustanawianie, wykorzystanie dla transferu danych oraz roziaczanie po-
taczen transportowych,

- wykrywanie zagubienia komunikatéw damych,

- potwierdzanie poprawnego odbioru komunikatéw danych,

~ sterowanie przepiywem komunikatéw danych,

- saegmentacje¢ i blokowanie komunikatdéw wymienianych z warstwa sesji,

~ multipleksowanie wielu polaczer transportowych na bazie jednego poia~
czenia nizszej warstwy.

Wprowadzenie funkcji miltipleksowania jest zwigzane z przyjeciem zaloze-
nia, ze w sieci HADES warstwa 3 nie bedzie wystgpowaia. Polgczenia tran-
sportowe miedzy tymi samymi komputerami sieci lokalnej beda multiplekso=-
wane na jedno poiaczenie warstwy 2.

Protoké: klasy 2 nie przewiduje mozliwosci reaktywacji potaczenia trans-
portowego. Rezygnacja z tej funkcji jest mozliwa dzigki temu, ze w sieci
HADES warstwy nizsze od transportowej charakteryzowac sig beda akcepto-
walna resztkowg stopa biedéw i sygnalizowanych awarii.

W sieci HADES nie ma potrzeby tworzenia protokoiu warstwy 3, ponie=-
waz nie istnieje problem wyboru trasy miedzy komunikujacymi sie¢ kompute-
rami. Komunikaty warstwy 4 begda bezposrednio umieszczane w komunikatach
warstwy 2.

Warstwa 2 sieci HADES zostala podzielona na dwie podwarstwy:

- gérna -2a (ang. Logical Link Level =~ LLC) stuzacy do sterowania prze-
ptywem danych migdzy parami komputerow,

- dolna -2b (ang. Medium Access Control - MAC) sterujaca transmisjqa mig-
dzy sasiednimi elementami sieci, tzn. migdzy komputerem a wezlem oraz

miedzy para wegzidw.
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W podwarstwie gérnej potaczenia logiczne miedzy parami komputerow beda
funkcjonowa¢ zgodnie z protokotem X25 LAPB [4]. W sieci HADES przy two-
rzeniu ramek zrezygnowano z pola flagi i pola zabezpieczenia kodowego,
poniewaz pola te sa tworzone na poziomie podwarstwy dolnej.

W podwarstwie dolnej komputer bedzie wysylail do wezta komunikaty danych,
natomiast odbieral od niego komunikaty danych oraz komunikaty kontrolne.
Komunikaty danych beda zawieraly adresy wezidédw nadawcy i adresata, pole
danych (ramka protokotu X25 LAPB) oraz pole zabezpieczenia kodowego o-
bejmujacego wszystkie pola komunikatu (rys.3).

Adres docelowy | Adves avod towy | Dane Zabezpieuenie kodone

*— {bajt ——= +——1 bajt —= max 252 bo:‘yt\j «—— 2 bajty ————

Rys, 3. Struktura komunikatu danych.
Fig. 3. Data message structure,

Komunikaty kontrolne begda informowaly o wystapieniu sytuacji nieprawi=-
diowych powstatych przy transmisji komunikatow danych w podsieci komuni-
kacyjnej .
Sposéb transmisji danych miedzy weziami zwiazany jest z przyjeta metoda
sterowania oparta o wykorzystanie tokenu i jest szerzej opisany w [21.
Przy implementacji warstwy fizycznej zaiozono, ze od strony komputera
wezel bgdzie symulowaC jego standardowe urzadzenie peryferyjne. Vi zwia-
zku z tym charakterystyki mechaniczne i elektryczne potaczenia musza byc
zgodne ze standardowym interfejsem komputera. Szczegélowy opis realiza-
cji warstwy fizycznej w sieci HADES jest przedstawiony w L[21.

3.2 Realizacja programowa

Przedstawiony w punkcie 3.1 model architektury logicznej sieci zo-
stat zrealizowany na komputerach RIAD 32 i ODRA 1305.
Programy uzytkowe komunikuja sig z oprogramowaniem warstw 4 i 2 (rys.4)
za posrednictwem zestawu standardowych makroinstrukcji (zapewniajacych
usiugi transportowe) oraz mechanizmdéw miedzyprogramowego przekazywania
danych (kanaiéw WMC w komputerze ODRA i makroinstrukcji POST w wersji
migdzystrefowej w komputerze RIAD).



27

= o
program

: uzytkowy b- ’ : o

i - opwgmmopu-‘ | symulacia

i ' vnie narstw ! ; wagdzen

| : 42 . 1 pevyferynych

: program — | : J

| udutkony | |

l......_--___..__._....J S

Kowmputey weaek

Rys. 4, Powigzanie programéw uzytkowych z weziem podsieci
komunikacy jne J.

Fig. 4, Connection of utility programs with communication
subnetwork node,

Wymiana danych miedzy oprogramowaniem warstw 4 i 2 a wezlem podsieci
odbywa sig¢ niezaleznie w obu kierunkach na zasadzie obsiugi standardo-
wych urzadzen peryferyjnych. W przypadku komputera ODRA jego wezeil symu-
luje dwa unipleksery (po jednym dla kazdego kierunku). Wezel komputera
RIAD symuluje dla kierunku wejscia sterownik monitordéw lokalnych, nato-
miast dla kierunku wyjscia urzadzenie typu unit record.

Oprogramowanie warstw 4 i 2 posiada budowg modularna odpowiadajaca
podziatowi architektury logicznej na warstwy. Na etapie kompilacji opro-
gramowania okresla sig¢ maksymalna liczbe programéw uzytkowych oraz licz-
be komputerdw, z kférymi moze ono wspOipracowac. Kazdy program uzytkowy
posiada mozliwo$¢ korzystania jednoczesénie z kilku poiaczen transporto-
wych.

Planowane zastosowanie mikroprocesoréw w weztach sieci HADES umozli=-
wi przeniesienie do nich czegsci oprogramowania warstw 4 i 2.

4, LITERATURA
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HADES LOGAL COMPUTER NETWORK

The paper presents a prototype heterogeneous local computer network
designed for the needs of the Mining and Power Industries basing on the
model of Open Systems Interconnection and ring topology. Software imple-
mentations of the model on RIAD and ODRA computers are also presented,

JIOKAJIbHASI BHYMCIIMTEJIBHAS CETb HADES

B cTaThe NpencTaBJjieHa MPOTOTHUIHAsA JIOKaJllbHAasg CeThb, IOCTPOEHHas MJIA IO-
TPeBGHOCTEel TOPHOH M 3HEPreTHYEeCKOM MPOMBIJIEHHOCTH C NPUMEHEHHEeM MOIeJH
OTKPHTHX CHCTEM H KOJIbLEBOW TOIMOJIOTHH. ONHCHBaeTCs NporpaMMHOe ofecrneue-—
HHMEe MPOTOKOJIOB Momenu Ha 3BM EC 1032 u ODRA.
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DOBOR CZASU ODCZEKIWANIA PRZY RETRANSMISJACH
W SIECIACH TELEINFORMATYCZNYCH Z KOMUTACJA PAKIETGW

W pracy zostax przedstawiony model mechanizmu odczekiwania, pokazany
zostat wpiyw wielkosSci czasu odczekiwania na podstawowe charakterysty-
ki jakosciowe sieci. Wyznaczona zostaka zalezZnosé wspéXczynnika efe=
ktywnosci grupowego przesytania potwierdzen od liczby kumulowanyeh po-
twierdzen dla réznych czasdéw odczekiwania oraz okreslony zostat spo=-
séb -adaptacyjnego doboru wielkosci czasu odczekiwania zapewniajgecy wy-
soks jakosé pracy sieci w zaleznosci od jej obcigzenia,

1. WPROWADZENIE

W sieciach teleinformatycznych z komutacjg pakietéw nalezy przeciw=
dziaXaé zaréwno przecigzeniom, jak tez utratom pakietéw. Z tego wzgledu
stosuje sie rdézne metody potwierdzania odbioru pakietéw przez wezet doce=-
lowy. Pakiety przesyane z wegza zrédtowego do wezta docelowego mogg byé
odrzucane przez posrednie wezty na trasie wskutek zapeXnienia ich bufordéw
lub w wyniku bxedéw wnoszonych przez kanatry i w efekcie mogg nie dotrzed
do wez¥a docelowego. Aby zabezpieczyé sig przed ich catkowity utrats,we-
zex zrédowy przechowuje kopie kazdego wystanego pakietu i jezeli w usta-
lonym czasie zwanym czasem odczekiwania nie nadejdzie do niego potwierdze=-
nie jego odbioru przez wegzex docelowy, wowczas wezet zrddiowy automatycze
nie dokonuje retransmisji tego pakietu. Potwierdzenia odbioru pakietéw mo=-
ga byé przesyXane do wezia Zrédtowego indywidualnie badZz teZ grupowo w na-
gtéwkach pakietdéw informacyjnych lub za pomocg specjalnych pakietéw proto-
kolarnych.

Z mechanizmem odczekiwania zwigzany jest dobdr wielko$ci czasu odcze=-
kiwania oraz okreélenie liczby retransmisji na pakiet., Zagadnienie doboru
wielkosci czasu odczekiwania jest wazne,gdyz wywiera ona istotny wpiyw na
charakterystyki jakosciowe sieci. Zbyt duza wielkosdé czasu odczekiwania
niekorzystnie wpiywa na Srednie opéZnienie w sieci, z drugiej strony zbyt
mata jego wielkosé nie jest pozadana z punktu widzenia Sredniego nateze-
nia strumienia przesytanego. Podobnie na charakterystyki jakodciowe wpty-
wa liczba retransmisji na pakiet.

* Akademia Techniczno-Rolnicza w Bydgoszczy, Wydziat Telekomunikacji i Elektrotechniki
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Natomiast z mechanizmem grupowego potwierdzania odbioru pakietdéw wig-
2e sie¢ limitowanie liczby kumulowanych potwierdzen oraz ograniczanie cza-
su ich kumulowania (czasu odczekiwania). Oba te parametry wpiywajs na sre-
dnie opéZnienie w sieci i stad wazny Jjest ich dobdér w zaleznosci od zmie-
niajgcego sig obcigzenia sieci,

Statyczne modele mechanizmu odczekiwania, w ktérych nie ma mozliwosci
dostosowania sie do stanu sieci, analizowane sg w pracach ﬁ,2,4,6], nato=-
niast modele dynamiczne (adaptacyjne) opisane w [3,6,7]. Ogélne wkasnosci
przenoszenia potwierdzer w nagidéwkach pakietéw informacyjnych podane sz w
pracy [5], a mechanizmy grupowego potwierdzania odbioru pakietéw badane
sa w [61.

2., MECHANIZM ODCZEKIWANIA

2.1, Miara efektywnaodci mechanizmu odczekiwania

Przy badaniu efektywnosci dziaXania mechanizmu ~dczekiwania mozna po=-
s¥uzyé sig funkcjg mocy zdefiniowang jako [6]:
vV = Sr/SI‘O (1)
Tr/TrO
S.. - Srednie natezenie strumienia przesyXanego przy zastosowaniu mechani-
zmu odczekiwania,
Sro- Srednie natezenie strumienia przesyZanego bez stosowania mechanizmu
odczekiwania,
T, - Srednie opéznienie w petli (suma opéznier pakietu i jego potwierdze-
nia) przy zastosowaniu mechanizmu odczekiwania,
Tro- Srednie opézZnienie w pgtli bez stosowania mechanizmu odczekiwania.
Na podstawie przebiegu funkcji mocy mozna okreslié optymalne parametry
mechanizmu odczekiwania, w szczegdlnosci wielkos$é czasu odczekiwania.

2.2+ Model mechanizmu odczekiwania

W punkcie tym zostanie przedstawiony model mechanizmu odczekiwania
stanowigcy fragment modelu reguty przeciwdziatania przeciqéeniom,ESJ.
Przyjete zostaly nastepujgce zatrozenia:

1. ZgXoszenia s wprowadzane do sieci, gdy w weZle znajdujs sie zezwole-
nia.

2. Prawdopodobierstwo, ze wiadomos§é zostanie stracona w i-tym segmencie
trasy wynosi Psi‘

3, Jedli potwierdzenie odbioru wiadomos$ci nie nadejdzie w czasie odczeki=-
wania TO od chwili jej nadania, wezet Zrdéd¥owy Jjg retransmituje.

4, Wezexz zrédtowy zaprzestaje retransmisji wiadomosci po otrzymaniu pier-

wszego jej potwierdzenia.
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5. Potwierdzenie traktowane jest jak zwykia wiadomoéé,z tg rdznicy, ze
nie wykorzystuje zezwolenia.

6. Kazda retransmisja wiadomos$ci zuzywa jedno zezwolenie; w przypadku je=-
go braku mozna dokonaé jej '"ma kredyt".

7. WezeX docelowy potwierdza tylko poprawnie odebrane wiadomosdci i przyj-
muje tylko pierwszg poprawng kopie wiadomosci.

8. Dla uproszczenia przyjeto, Ze opdZnienie w petli nigdy nie przekroczy
3T, jesli wiadomo$é nie zostanie stracona,

9. Dla uproszczenia zaXozono, ze dla kazdego kanaXu logicznego suma nate-
zend strumienia zgtoszen i strumienia retransmisji jest zawsze wigksza
od natgzenia generowania zezwoled S ..

Przy powyzszych zaXozeniach mozna przeprowadzié analize mechanizmu od-
czekiwania. Najpierw nalezy wyznaczyé $rednia liczbe transmisji wiadomos-
ci Ni. Niech Pi oznacza prawdopodobienstwo, ze potwierdzenie nadejdzie w
przedziale Bi-1)TO,iT6] przy warunku, 2ze nie wystgpita strata, i=1,2,3.
Na mocy zaXozenia 8 mamy:

Py + By + Py =1 )

Ponadto niech Pre bedzie prawdopodobiernstwem wystgpienia retransmisji, a
PS - prawdopodobiedstwem straty wiadomos$ci, przy czym

p=1=- M1 (1-2, (3)

i€I(r)
gdzie I(r) jest zbiorem segmentéw trasy w petli dla kanak*u logicznego r,
oraz B, = B & PS(1 - Pﬂ (4)

gdzie X =1 = X

To 2.SKLADNIK

tn-3 tn-2

|
(n-3) (n-
TRANSM. TRANSM.

3.SKLADNIK
4. SKLADNIK

Rys. 1. Wykres czasowy do wyznaczania P(N1 = n)
Fig. 1. The event time diagram for ]?(N1 = n)

Na podstawie rys. 1 mozemy napisad

a4 on-i o4 -2 -2 plt
Py =xn] = 227" B, 4 P° ?, 2, + PO PSP3Pre+P:3PPP

8 3 re

(5
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Stad Srednia liczba retransmisji

o0
Bil= 2 o2y - n| (6)
Z kolei $rednie-natgzenie strumienia przesyXanego w kanale logicznym r
S
SI' = -—r-g (7)
N
1

W podobny sposéb na podstawie wykresu czasowego z rys. 1 mozna wyznaczyé
drednie opéznienie Tr' Pozwoli to wyznaczyé funkcje mocy V ze wzoru (1).
Przebieg jej jest pokazany na rys. 2.

¥ > R =10°

Y A } } + + ' "
1 2 3 4 5 6 7 To!Tro
Rys. 2. Przebieg funkcji mocy w zaleznosci od To/TrO

Fig. 2. Power versus TO/Tro
Krzywa optymalna jest narysowana linis przerywang., Na jej podstawie moz-
na dobieraé wielkosé czasu odczekiwania To.

3, MECHANIZM POTWIERDZANIA ODBIORU PAKIETGW

3e1. Miara efektywnosci mechanizmu potwierdzania

Jako miare efektywnosci mechanizmu potwierdzania mozna przyjgé wspéi=
czynnik przenoszenia potwierdzen w nagidéwkach pakietdw informacyjnych [5]

G(L) = g (8)
H - liczba potwierdzen, ktére sa przenoszone w nagidwkach,

J - liczba wszystkich wygenerowanych potwierdzen,
L - maksymalna liczba kumulowanych potwierdzen.

3e2¢ Model mechanizmu potwierdzania

Aby zapobiec zbyt duzemu opdZnieniu potwierdzen,zazwyczaj nak*adane
jest ograniczenie L na liczbe kumulowanych potwierdzern oraz ograniczenie
Ta na czas ich kumulowania. Jezeli jedno z tych ograniczern zostanie prze-
kroczone przed nadejSciem pakietu przesytanego w kierunku zwrotnym, wéw-
czas wygenerowany zostanie specjalny pakiet protokolarny, ktéry przenie-
sie wszystkie potwierdzenia znajdujgce sie w buforze potwierdzen wezza
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docelowego. ZaXozymy, Ze przesytane w obu kierunkach pomiedzy parg wezZdw
strumienie wiadomos$ci sg stumieniami poissonowskimi o nateZeniach odpowie-
dnio Se dla kierunku wprost i Sy dla kierunku zwrotnego.

W pracy buforu potwierdzend w wegzle docelowym mozna wyréznié kolejne
cykle zXozone z okreséw zapeiniania i oprézniania. Wystepujg przy tym
trzy typy okresdéw zapeiniania buforu przedstawione na rys. 3.

OKRES ZAPELNIANIA

CZAS

g I cen GRUPOWE WYPR.
Z POWODU NADEJSCIA
1.POTW. K POTW. WIADOMOSCI ZWROTNEJ

OKRES ZAPELNIANIA CZAS

b ¥ GRUPOWE WYPR.
Z POWODU PRZEKROCZENIA
LPOTW. OGRANICZENIA 1

OKRES ZAPEELNIANIA

CZAS
¢ Ta GRUPOWE WYPR.
Z POWODU PRZEKROCZENIA

1.POTW,|
K POTW. OGRANICZENIA T

Rys. 3. Trzy typy okresdw zapeXniania
Fig. 3. Three types of filling periods

W wyniku analizy mozna wyznaczyé [6] prawdopodobierstwa wystgpienia
poszczegdélnych typéw okresdéw zapetniania. W celu wyznaczenia wspéXczynni-
ka G(L) nalezy rozwazyé duzg liczbe N okreséw zaperniania. Po ebliczeniu
liczby okreséw poszczegélnego typu oraz carkowitej liczby potwierdzen
przenoszonych w nagtdéwkach i przenoszonych za pomocg specjalnych pakietdéw
protokolarnych mozemy wyznaczy¢ wspéXczynnik przenoszenia potwierdzen

I-2
N }'_:_O (k1) (1 - ¢) 8¢ 1.(0,,)

G (L) =
I-2 , I-2 (o(Ta)K —olT
K o
N k+1) (3- 1..(0,T N & e 8
0 (- 8) sl 30m) + wZwag S
I~1 ()
+NL8 I ,(01)
gdzie Se i(d\ﬂ_‘)j -{T
=, =S, +5., I, (0,P) =1~ 2 a
Sy Y £ * Sy Ig(0,2,) |

Przyk¥adowe przebiegi G (L) pokazane sz na rys. 4. Mozna z nich wyznaczyé
zalecane wartosci parametréw L oraz Ta
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« WNIOSKI
8 G(L)

Analiza nawet prostych mechanizméw odcze- 09t
kiwania i potwierdzania odbioru jest zXozona, [
Przedstawione wyniki majg charakter jakogcio- |
wy. Z praktycznego punktu widzenia jistnieje 05+
pilna potrzeba opracowania heurystycznych i
adaptacyjnych metod doboru parametréw obu ro-

0,7+

a3t
zwazanych mechanizméw, najlepiej w oparciu o1
o $rednie opéznienie w sieci. Wyniki ilos- =1 et -
ciowe mozna uzyskaé w drodze badarn symula- Rys. 4. Wspses P

cyjnych. Oba zagadnienia wymagaja dalszych noszenia potwierdzen
pogXebionych badar. Fig. 4. Piggybacking level
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SIZING THE RETRANSMISSION TIME-OUT INTERVAL IN PACKET
SWITCHING NETWORKS

The model of the time-out mechanism is presented. The influence of
the time=-out interval on the basic qualitative characteristics of the
network is shown., The dependence of the piggybacking level on the number
of accumulated acknowledgements for different acknowledgement waiting
times is determined. The method of the adaptive time-out interval sizing
giving high network performance is defined.

MOIBOP VHTEPRAIA TAUM-AYTA [IPY PETPAHCMUACCUAX
B BUUUCJMTEIBHHX CETAX C KOMMYTAIMEZ MAKETOS

[pencrarreHA MOIENb MeXaHu3Ma TallM-ayTa 7 [OKS2aHO BJMAHAE WUHTEDPBA-
Ja tallv-ayTa Ha OCHOBHHE KAUeCTBEHHHE XADarTeprHCTHIM CeTH. OTpemeseHa
3aBUCHMOCTS KOsHummerTa sHheRTUBHOCTIN T, (II0S0/ HEPeNsun TONTBEDXIeHN
OT YHCJa EAKOIUIEHHHX NOLTBEPRIEHUR A pA3HHX KHTEpBaJoB TafiM-ayra. O-
OpeleléH MeTOZ alanTallMOHHOCC Iomdopa 3HadeHull MHTepBasa TaftM-ayTa B 33-
BUCHUMOCTU OT HATDPY3KU CeTH ofecmeruBadiull BHCOXKOe KAYECTBO €& ¢yH=Iuo-
HUpPOBAHNA,
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OPIS FUNKCJONAINY PODSIECI
KOMUNIKACYJNEJ IOKALNEJ SIECI
KOMPUTEROWES H A D E S

Lokalna Sieé Komputerowa HADES jest systemem pilotowym realizowanym
wspélnie przez COIG Katowice i IASE WrocZaw dla potrzeb odrodka COIG,
a w perspektywie dla potrzeb resortu gérnictwa i energetyki. GXéwnym
zadaniem lokalnej sieci komputerowe]j jest zintegrowanie systemowe
zasobéw informatycznych, w tym giéwnie komputerdéw rozproszonych na
niewielkim obszarze geograficznym (odlegXo$ci do kilku kilometréw).
Podsieé komunikacyjna sieci obejmuje ogéx sprzetu umozliwiajgcego
fizyczng i logiczng komunikacje mig¢dzy rozproszonymi komputerami lub
urzgdzeniami komputerowymi.

1. Konstrukec ja podsieci komunikacyjnej powstaza w IASE we Wroczawiu,
gdzie réwniez zrealizowano jej wersje prototypowg umozliwiajgcg komuni-
kacje migdzy komputerami typu RIAD R-32, ODRA 1305 oraz ICL 1900.

W COIG Katowice opracowano koncepcje architektury logicznej systemu oraz
zrealizowano oprogramowanie komunikacyjne dla komputerdéw sieci.

Opis architektury logicznej sieci zawiera komunikat opracowany przez ze-
spé%z autoréw M, Bulandra, M., Kwiatkowski i W. Maj (pracownikéw
COIG Katowice) pt. OPIS ILOKAINEJ SIECI KOMPUTEROWEJ H A D E S,

Podsieé komunikacyjna Lokalnej Sieci Komputerowej HADES jest systemem
zapewniajgcym szybks komunikacje fizyczng i logiczng migdzy komputerami
i charakteryzujgcym sie duzg przepustowo$cig transmisji w sieci.

Podsiedé komunikacy jna zorganizowana jest w postaci systemu wezXdéw i Zgcza
transmisyjnego o konfiguracji pierScieniowej. Ilustruje to rys. 2.

Wybdr konfiguracji pier$cieniowej wynikat z przyjetego zaXozenia zape-

wnienia efektywnego wykorzystania kanatu transmisyjnego oraz duzej prze-

¥ Instytut Automatyki Systeméw Energetycznych, Wroctaw
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pustowosci przy obcigzeniach zmieniajgcych sie w szerokim zakresie.
Wybér ten byt réwniez podyktowany przez wzglgd na metody sterowania
podsiecig komunikacyjng, ktére sg proste i jednoznaczne, a takze mozli-
woscig tworzenia znacznie d}uzszych Igezy transmisyjnych przy danej
liczbie wez2éw niz przy innych konfiguracjach.

Wezly sg urzgdzeniami umozliwiajgcymi wigczenie komputerdéw do sieci

i realizujgcymi funkcje komunikacyjne w podsieci.

Kazdy z wegzidéw widziany od strony komputera symuluje jego urzgdzenie
we/wy i realizuje konwersje interfejsu specyficznego dla danego typu
komputera do postaci zunifikowanej w cazej podsieci.

Komunikac ja mi¢dzy wezZami odbywa sie¢ na zasadzie szybkiej synchroni-
cznej, szeregowej transmisji cyfrowej za poSrednictwem staXego *scza
przewodowego.

Modulac ja transmisji ma charakter kodowo-impulsowy i odbywa si¢ w kodzie
Manchester z prgdko$cig 1,25 Mbd.

Logicznie,komunikacja migdzy wezXami zorganizowana jest wedlug ustalone-
go protokoXu liniowego o charakterze zblizonym do procedury X25.LAP.B,.
Procedury sterowania transmisjg fizyczng w podsieci obejmujg migdzy
innymi:

sterowanie dostgpem do Zgcza transmisyjnego zgodnie z reguisg
"token - passing",
- synchronizacjg blokows transmisji,
- fazowanie pracy weziéw,
- kontrole bXeddédw transmisji i ich korekcje¢ na bazie retransmisji,
- generowanie i przekazywanie komunikatéw kontrolnych do komputera
o stanie komunikujgcych sie weziéw,
- autodiagnostyke poprzez formowanie zamknietej petli nadawczo-odbior-
czej,
- funkecje utrzymywania ciggioéci pracy podsieci.
Jeden z wegzxéw podsieci wyznaczony jest jako tzw. monitor. Zadaniem je-
go Jjest inicjowanie pracy podsieci, kontrola czasowa przebiegu transmi-
sji, podtrzymywanie pracy systemu w przypadku wykrycia nieprawidZowego
przerwania transmisji lub przebiegdw jaXowych oraz eliminowanie nadmia-
rowych fransmisji.
Transmisja danych zorganizowana jest w postaci ramek o nastepujgeym

formactie:
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token | adres adres pole informacyjne | sekwen- token
zajety | docelowy | ZrédZowy | 1 sterujgce ;gstrolna wolny
FCS

Rys. 1o Format ramki transmisyjne}j

Fig. 1. The size of transmission frame

Przyjeto zmienng dlugosé pola informacyjnego ramki, przy czym msksymal-
na diugoéé ramki jest ustalona dla sieci i wynosi ona 256 znakéw oémio-
bitowych.

Kazdy z weziéw ma przyporzgdkowyny odrebny adres, ktéry jednoznacznie
identyfikuje wezeX w sieci. Adres zrédXowy /nadawczy/ przesyany jest
zawsze po adresie docelowym.

Token zajety lub wolny peini tu role oznacznika poezgtku ludb korca ram-
ki i jednoczeénie znaku sterujgcego dostepem do kanatu transmisyjnego.
Token zajety rézni sie od wolnego na jednym bicie. Pole informacy jne
stanowi ramke protokozu X25.LAP.B i jest formowane i wysyXane przez pro-
gram komunikacyjny komputera., Pewne uproszczenie ramki X25,ILAP.B wynika
ze specyfiki lokalne] sieci komputerowej.

W zwigzku z tym, ze transmisja danych przeznaczonych dla réznych kompu-
teréw jest realizowana tym samym kanaXem logicznym,adresy komputerdw
poszczegbélnych wezidéw sg wpisywane do pola ADRES ramek X25,LAP.B.

Pole FCS zawiera 16-bitowg sekwencj¢ kontrolng stosowang dla celéw kon-
troli beddéw transmisji. Sekwencja ta generowana jest programowo w kom-
puterze wezXa nadawczego i przesyana bezpodrednio za polem informa-
cyjnym., W komputerze wezia odbiorczego na podstawie odebranej ramki
¥gcznie z ciggiem FCS generuje sig okre$long wg metody CRC sekwenc je
bigdu wskazujgcg na poprawnosé odebranej ramki. W przypadku wystgpienia
big¢du wysyia sie zgdanie retransmisji ramki do komputera nadawczego.
Niezaleznie od tego typu kontroli biZgdéw realizuje sig¢ odpowiednie pro-
cedury detekcji i korekcji bieddw za pomocg ukadéw weziéw W1 w podsie-
ci, Sterowanie dostepem do kanaiu transmisyjnego jest zdecentralizowane
i odbywa si¢ wediug metody "token - passing" zalecanej przez ISO dla
sieci lokalnej o konfiguracji bierécieniowej.
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Praca podsieci komunikacyjnej odbywa sig wedXug okre$lonych cykli,

ktére wyznaczone sg przez prawidiowo zakodczony obieg ramki w pierscie-
niowym igczu transmisyjnym.

Wezystkie wgzly zawierajs bufory pamigciowe utrzymujgce w gotowoéci
ockreélone porcje danych do wysZania lub przygotowane do przyjecia ich

z gcza.

Po uruchomieniu systemu wyznaczony wgzei monitor gemeruje wolny token,
ktéry porusza si¢ W Igczu az natrafi na wgzei majgecy przygotowang do wy-
sXania ramke. Wgzex ten zamienia wolny token na zajety i bezpodrednio za
nim wprowadza do 1gcza smeregowo cigg ramki, Po wysianiu ramki oczekuje
na zwrotny odbidér cazej ramki, po czym, w przypadku odbioru poprawnej
remki wysiane] przez siebie nadaje wolny token, ktéry porusza sig¢ w dal-
szym ciggu w Zgczu.

Kontrola zwrotnie odebranej ramki odbywa sie na zasadzie bezpoéredniego
poréwnywania informacji nadanej z odebrang.

Wykrycie bZg¢du w odbiorze zwrotnym swojej ramki powoduje zrealizowanie
retransmisji, Wykrycie bzgdu w czasie pierwsze] retransmisji powoduje
zrealizowanie drugiej retransmisji. Przyjeto realizacj¢ maksymalnie
dwéch retransmisji. W czasie transferu ramki w Zgczu pozostaie wgziy sg
w stanie tzw. powtarzania. Oznacza to, ze kazdy 2z nich przepuszcza prze-
£yXans ramke bez wpiywu na przebieg transmisji, badajgc jednoczesnie za-
wartosé pola adresowego. Wykrycie wZasnego adresu powoduje natychmiast
kopiowanie przechodzgcej ramki do bufora odbiorczego, pod warunkiem, ze
jest on wolny.

Jezeli bufor jest zajety, modyfikowany jest odpowiedni bit stanu w polu
ramki. Podobnie  rozpoznanie adresu przez docelowy wg¢zei jest rdéwniez
sygnalizowane na okre$lonym bicie stanu,

Identyfikac ja stanu bufora oraz faktu rozpoznania adresu przez dany wg-
zeZ siuzy informowaniu nadawcy o stanie adresata.

Brak jakichkolwiek zmian na wydzielonych bitach stanu oznacza zupeiny
brak reakcji ze strony wezia adresata i moze byé interpretowany jako
nieaktywnoséé wezla spowodowana na przykiad wyigczeniem zasilania lub
inng awarig komputera wezZa.

W przypadku zajetoSci bufora adresata wezex nadawczy realizuje retransmi-

sje na takiej zasadzie, jak w przypadku wystgpienia b¢ddw.
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WezeX nadawczy po zakonczeniu cyklu ramki, tj. po wykryciu poprawnoéci
przesyZanej ramki lub po drugiej retransmisji nadaje wolny token, po
czym przechodzi w stan powtarzania. Wezez monitor wykonuje pewne doda-
tkowe funkcje specjalne, ktdre majg na celu przede wszystkim utrzymanie
ciggtoéci pracy podsieci komunikacyjnej i jej dostepnodci dla uzytkowni-
kéw. Podstawowg funkcjg monitora jest utrzymywanie aktywnodci podsieci
w przypadku ujawnienia stanu jaXowego W kanale transmisyjnym. Stan jazo-
wy wystepuje wéwczas, gdy w Zgczu zaging* token wolny, przez co zaden

z wezidw nie moze uzyskaé dostepu do kanatu. Kazdy wezez w podsieci jest
potencjalnie przygotowany do przyjecia roli monitora w przypadku awarii

aktualnego monitora.

/\ cyjna
/,’ )

/z, )
s Stacjans
/ siecl

LEGENDA ok
I -modut /sterujacy :“:‘1 )
W1 -wezet sieci lokclnej\:‘;\
B-moduTcentrolny wezka
KI - kontroler interfejsu danego

koq}utera lub terminala

A- repetyt\or liniowy

N; ’
\ /
. dyskowa Y
K P ,
\ L —— \ : 4
\ Stacja - \, Stacja 7
<sieci - \sieci .7
N . . 0 4
N 4 N rd
N 4

v
Rys. 2. Konfiguracja lokalnej sieci komputerowej HADES
Fig. 2. The configuration of local area network HADES
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The description of the communication subnetwork
of Local Area Network HADES

The peper contains a general description of commun:’ ~~tion subnet-
work functionality of the Local Area Network HADES.

The main function of a local area network is integration of many
computers and computer devices in local area in one system,

The communication subnetwork comprises the communication devices
called nodes and the transmission link. The hardware design and
realization of the communication subnetwork has been performed in
IASE Wroczaw, The configuration of the subnetwork of HADES is the
ring type. At the lowest level the communication link comprises

a closed ring of cable and the active reapeters. The data transmis-
sion in the communication link is synchromous and serial with speed
1,25 Mbit/sec. The link access control is decentralized and is per-
forming according to the "token passing" rule. The commnication
protocol in the subnetwork assures the data transmission transpa-
rency, low error rate and reliable operation of the communication
subnetwork., The protocal comprises error detection and correction
with the retransmission mechanism.

ONUCAHUE KOMMYHUKALMOHHON MNOIACETH
MECTHOH KOMIIBIOTEPHOH CETH XAJIEC

CraThss COOEPXUT obumee ONUCaHHE KOMMYHHKALMOHHOW IOMACETH MEeCTHOH KOMIIbIo—
TepHON ceTu Xagec. I'laBHOM O6GS3aHHOCTBH MECTHOH KOMIIBNTEPHOM CeTH SAB-—
NAeTCA CcheylaTh BO3MOXHEMH KOMMYHHMKAaUHWH MexXIy MHOI'MMH KOMIIBKTEpaMH HIIH
KOMIBKTEPHEMH yCTpoHcTBaMM. KOMMyHHKauMOHHas MNOLCeThb COCTOHMT HU3 Y3JIOB
M _TPaHCMHUCCHOHHOMN unenu. KoHPuUrypauus KOMMYHHKALMOHHON IIOOCETH SABJIAEeTCH
KonbuoM. TpaHCMHCCHOHHAS Lienb COCTOHUT H3 PUIIHUTEPOB, CBA3AHHHX 3JIEKTPH-
3JIEKTPHYECKHM IIPOBOOOM B Qopme. KoJjblLa. YNpaBJIeHHEe HNOCTYIIOM K TpPaHCMHC-
CHOHHON LIeNH HCIOJIHAETCHA MO MeTony "TokeH naccuHr". KoMMyHHKAalLMOHHHMN
MPOTOKOJI NMOLCEeTH O6ecneunBaeT OTYETIMBOCTH HHPOPMAlLMHM, Majoe KoJudec-—
TBO OWHMGOK M 30PeKkTuBHOEe PYHKUHUOHMPOBAHHE CeTH. IIPOTOKOJI OXBaTHBaeT
npouenyph OeTeKTHPOBaHUA M KOPPEKLUHH OWHOOK.
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PROTOKOL PAKIETOWY W MIEDZYUCZELNIANEJ SIECI
KOMPUTEROWEJ MSK

W pracy opisano implementacje protokoXu pakietowego X.25/3 w wezle
Miedzyuczelnianej Sieci Komputerowej MSK, Scharakteryzowano przy-
jete zatozenia, podano rozwigzania niektdérych probleméw projekto=-
wych oraz przedstawiono wyniki pomiaréw istotnych charakterystyk
wezta,tj. przepustowosci wezta i opdznienia tranzytowego pakietu.

WSTEP

Protokét pakietowy dla Miedzyuczelnianej Sieci Komputerowej (MSK)
zostat zaimplementowany w oparciu o [1]. Zawarta w tym dokumencie spe-
cyfikacja protokotu pakietowego wymaga dodatkowych uscisled, by mogia
stanowié podstawe implementacji. Usciélenia dotyczg okreslenia:

- struktury pola adresowego w pakietach CALL REQUEST/INCOMING CALL,

~ zachowania DTE i DCE w warunkach braku odpowiedzi 'partnera na zgda-
nie/wskazanie kasowania poxgczenia lub restartu Zgcza,

- czaséw i liczby retransmisji.

Odrepnym problemem, ktéry stanowi Zrddio rdéznic w implementacjach pro-

tokoiu X.25/3, jest wybdr zbioru i formatu pakietdéw akceptowanych

przez DTE i DCE, ze zbioru uznanego za kanoniczny, a takze zdefiniowa-

nie zbioru realizowanych udogodnief.

Na rdznice i jakodé implementacji wptywa rdéwniez sposdb rozwigza=-
nia nastepujgcych problemdw projektowych:

- kryteria i algorytm doboru tras w podsieci komunikacyjne]j,

- zasada transmisji pakietéw w poXgczeniach miedzyweztowych,

- kryteria i technika sterowania przepiywem na styku DTE/DCE i w po-
Xgczeniach miedzyweztowych,

- gospodarka buforami w wezls,

- zasady komunikacji protokoiu pakiqtowego z poziomem protokozu linio-
wego 1 maskowania bXeddéw wystepujgcych na poziomie liniowym.

* Politechnika Wroclawska, Centrum Obliczeniowe
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Artykul prezentuje przyjete w sieci MSK rozwigzania [2] dla wyzej
wymienionych probleméw. Dodatkowo zawiera rdéwniez ocene dokonanej im-
plementacji protokozu pakietowego,tzn. podaje zmisrzone, rzeczywiste,
podstawowe z punktu widzenia uzytkownika sieci, charakterystyki wezia,
tj. opdénienie tranzytowe pakietu i przepustowo$é wezta w funkcji in-
tensywnosci ruchu pakietéw w weile.

ZALOZENIA IMPLEMENTACYJNE

Wymagane u$cislenia protokotu pakietowego X.25/3 spowodowaly przy-
Jjecie nastgpujgcych zaXozed realizacyjnych:
- maksymalna dXugosé adresu DTE jest ograniczona do 8 pSxoktetdw, ad-
res ma budowe hierarchiczng, podang na rys. 1.

bity
oktety 87654321
1 [ nr wezza
} (max. 6 cyfr w kodzie BCD)
X
4 J nr DTE pod*aczonego do DTE
(max. 2 cyfry w kodzie BCD)

Rys. 1. Struktura adresu DTE
Fig. 1. The DTE address structure

- przyjete czasy retransmisji i liczbg powtdrzed zawiera tab. 1.

Tab, 1. Limity czasowe i limity retransmisji

DCE DTE
stan wielkoéé limi- | liczba re- stan wielkosé 1i- liczba
tu czasowego transmis jij mitu czasowego | retran,
r3 60 s 10 r2 180 s 10
p3 180 s 1 p2 200 s 1
d3 60 s 6 d2 180 s 6
p7 60 s 6 pb 180 s 6

- DCE ustawia kana% logiczny w stan "gotowy", gdy nie ma reakcji DTE,
a zosta wyczerpany limit retransmisji pakietu RESET/CLEAR INDICA-
TION w potgczeniu odpowiednio typu PVC/SVC,

- DCE nie doprowadza nigdy do procedury restartu acza; restart taki
jest przeprowadzany tylko na zgdanie DTE.

W sieci MSK,DCE generuje i oczekuje od DTE pakistdw, ktdrych rodzaj i
strukturg zawierajg odpowiednio tab., 2 i tab. 3. Z udogodnied opisywa-
nych w rekomendacji CCITT, w obecnej wersji oprogramowania wezta, zre-
alizowano tylko negocjacje rozmiardw okien nadawania/odbioru; negocjo-
wanie typu potwierdzed ma charakter formalny, poniewaz nie jest inter-
pratowane przez DCE - potwierdzenia sa zawsze "end-to-end".



Tab, 2. Formaty

pakietdw generowanych przez DCE
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typ nag=- | dtu- | adres adres[dlu- utat-f pole | pole | dane
pakietu ¥owekf gosé | od- |[na- | gosé |wie- | przy-{ diag-
adre-{ bior-jdaw~ | utat-| nia czy- | nos-
séw f{cy cy wiend ny tyki
INCOMING CALL { » w w(4) fw(4) §O 0 - - 0(16)
CALL CONNECTED w 0 w(4) fw(4) jO 0 - = =
DCE DATA w - - - = - - - 0(128
DCE_INTERRUET | w - - - - - - - w(1)
DCE RR/RNR W - - - - - - - -
DCE RESTART/
/CLEAR/ w - - - - - - - ~
/RESET/
/INTERR.CONF,
DCE RESTART/
/CLEAR/ w - - - - - w w -
/RESET INDIC.
Tab. 3., Formaty pakietdw akceptowane przez DCE
typ nag- [ dzu- | adre adreJidku- utat- pole | pole | dane
pakietu *éwekj gosc¢ | od- | nada-| gos$é | wie~ | przy- diag-
adre- bior< wcy | uzat- nia czy=- | nos-
0w cy (DTE | wied ny tyki
(DTE | cal-
cal- | ling
led) .
CALL REQUEST |w W w(4) Jo(4) ] 0O 0 - - 0(16)
CALL_ACCEPTED | w 0 o(a)fo(a)jo 0 - = =
DTE DATA w - = - = - - - 0(128)
DTE INTERRUPT | w - - - - = - - w(1)
DTE _RR/RNR w - - - - - - - =
DTE RESTART/
CLEAR/ " _ _ - - _ _ _ _
RESET/
INTERR.CONF.
RESTART/
CLEAR/ w - - - - - w 0 -
RESET REQUEST
Oznaczenia do tab. 2 1 tab. 3
nagléwek: GFI, LOGN, LCN, PTI
- czgsé obllgatorygna, ..
w(x) - jak w, nie dluzsza niz 'x oktetdw
0 - czes$é opcjonalna,
0(x) - jak O, nie d¥uzsza niz ‘x “oktetdw

nie wystepuae.

Sposdb rozwigzania sygnalizowanych probleméw projektowych przeds-

tawiono ponizej.

- Procedura marszrutyzacji zostaia zrealizowana przy pojedynczym kry-



44

terium istnienia fizycznie sprawnego %gcza w kierunku odbiorcy. Po-
niewa? topologia catej sieci jest znana (i dla MSK bardzo prosta),

w momencie generacji oprogramowania, procedura marszrutyzacji nalezy
wiec do klasy stakych drdég z poigczeniami alternatywnymi.

Protokd* migedzywezowy zbudowano w oparciu o zasade utrzymywania po-
tgczenia logicznego na staiej drodze fizycznej. Identyfikacja drogi
przeplywu wymaga rozszerzenia pakietu o nagidwek adresowy, ktdry
tgcznie z pakietem tworzy tzw. semidatagram [4]. Droga przepiywu dla
danego poxgczenia logicznego jest ustalana w momencie przesyiania
semidatagramu z pakietem CALL REQUEST.

Poniewaz w istniejgcej wersji protokozu zaimplementowano tylko pot-
wierdzenie "end-to-end", nie byZo potrzeby budowania wewngtrzsiecio-
wego (tj. DCE-DCE) protoko}u oraz ustalania zasad sterowania prze-
piywem. W rezultacie przepiyw do sieci jest kontrolowany tylko na
styku DTE/DCE i jest ograniczony przez potwierdzenia DTE-odbiornika
przesytane do sieci.

Gospodarka buforami w wegZle zostaa zorganizowana w oparciu o model
znany [5] jako strukturalna pula bufordw z minimalng alokacjg. Gos-
podarka ta jest prowadzona przede wszystkim na poziomie protokozu li-
niowego. Caty ruch pakietdéw w weZle jest podzielony na klasy ruchu,
ktdrych liczba jest réwna liczbie linii wej$ciowych. Naptywajgce
ramki (takze z pakietami) sg akumulowane w buforach cyklicznych o
pojemnos$ci 512 bajtéw (alokacja minimalna). Bufory sg obstugiwane
cyklicznie i wspStzawodniczg o bufory z puli wolnych buforéw. W puli
wolnych bufordéw zdefiniowano dwie granice. Csiggniecie dolnej grani-
cy wolnych bufordéw np powoduje generowanie ramek RNR i wstrzymywa-
nie naptywu danych do wezta. Osiggnigcie gérnej granicy wolnych bu-
fordw na powoduje generowanie ramek RR i ponowny napiyw ramek do
wezta., Zaletg tego modelu jest jego prostota. Model jest tez wystar-
czajgcy dla jednakowe] szybkosci transmisji 1linii dochodzgcych do
wezXa, co obowigzuje dla obecnej realizacji sieci MSK.

Poziom protoko*u liniowego maskuje wszystkie stany chwilowego zablo-
kowania transmisji pakietéw. W przypadku trwazego stanu awarii ig-
cza z poziomu protokoxu liniowego jeet wywozywana procedura kasowa-
nia/zerowania wszystkich potgczed odpowiednio SVC/PVC, istniejgcych
w danym weZle i wykorzystujgcych uszkodzone tgcze na swojej drodze.
Informacja do uzytkownika tego potgczenia jest przesyiana w polach
przyczyny i diagnostyki odpowiednich pakietdw.

OCENA IMPLEMENTACJI

Istnieje wiele kryteridw, a tym samym wiele miar oceny pracy sieci

komputerowej i/lub jej komponentdw. Do najbardziej rozpowszechnionych
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miar oceny jako$ci pojedynczego wezta nalezg charakterystyki:

-~ przepustowosci [absolutnej, znormalizowanej],

- opdZnienia tranzytowego pakietu [absolutnego, znormalizowanego],
~ mocy.

Dla wyznaczenia tych charakterystyk w caziym przedziale intensywnosci
ruchu na liniach do/z wezta konstruuje sig¢ zwykle specjalne narzedzia
pomiarowe i opracowuje metodologig¢ pomiaru [3].

Wezek sieci MSK zostax poddany takim pomiarom w konfiguracji przed-

stawionej na rys. 2. Otrzymane charakterystyki dla ruchu modelujgcego
przesytanie zbioréw i prace interakcyjng przedstawiono na rys. 3,4,5.

[pakis] ) —— “transfer zbioru”
| B l — — “interakcyjny "
20
C=2.4kbl/s 18
16
p %
A S12
3
38
&6
N4
0 02 04 06 08 10
dceigzenie linii
Rys. 2. Konfiguracja pomiarowa Rys. 3. Przepustowo$¢ wezia w
A,B,C,D - hosty funkcji intensywnoéci
Fig. 2. The measurements con- ruchu )\
figuration Fig. 3. The node thr#ughput
A,B,C,D - hosts V8. A
(s] “transfer zbioru” —— "transter zbioru”
104 — — “interakcyjny” ifd == " interak cyjny *
08 08 1
0.6 g 064
£
0.2 02
A, A ) : ) A
0 02 04t 06 08 10 0 02 04 06 0B 10 o

obcigzenie linii

obcigzenie linii

Rys. 4. OpdZnienie tranzytowe
pakietu w funkcji inten-
sywnosci ruchu A

Fig., 4. The transit packet delay
V8. A

Rys. 5. Charakterystyka mocy
weza

Fig. 5. The node power charac-
teristic vs. A
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Zmierzona przepustowosdé wezda wraz z odnoéng charakterystykg opdZnie=-
nie tranzytowego pozwala stwierdzié, ze wezel sieci MSK nalegy do
pierwsze] generacji tego typu produktdéw., W chwili obecnej, w sieciach
komputerowych w Swiecie wchodzg do eksploatacji wezty o przepustowosd-
ciach absolutnych wigkszych od 10 tys. pakietdw/s (przy pakietach o
poréwnywalnej dtugosci). Wezly te sa nazywane weziami 3 generacji.

W wefle MSK interesujgce dane podaje charakterystyka mocy. Jest ona
funkcjg oslggejacg maksimum, a wiec istnieje optymalny, z punktu widze-
nia uzytkownika, zakres pracy wezia ( A£0.8),

ZARONCZENIE

W opracowaniu scharakteryzowano zrealizowang w sieci MSK wersje
protokozu pakietowego., W wersji tej DCE realizuje usitugi nieco szersze
ni% podstawowe. Wydaje sig, Ze modernizacja oprogramowania we¢zta i roz-
szerzenie wersji protokou zardwno w DTE jak i DCE bedzie nieuchronne,
¥ pierwszym etapie modernizacja winna obejmowac:

- realizacje dynamicznego mechanizmu sterowania typem potwierdzen
(przgez bit D),

- realizacje udogodnienia nesgocjowania klasy przepustowosci w zakrada-
nym potgczeniu logicznym,

- realizacje udogodnienia negocjowania dtugosci pakietdéw danych przeay-
Yanych przez styk DTE/DCE.

Skorelowana z modernizacjg oprogramowania, modernizacja elementdw har-

dware ‘owych wezta i jego otoczenia (adaptery liniowe i linie %gcznosci)

powinna przyniedé w rezultacie polepszenie charakterystyk uzytkowych

wezta, a w wartoSciach wskaZnikéw ilosciowych przesungé nowy wezel do

produktdéw 2 generacji.
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THE PACKET LEVEL PROTOCOL IN THE MSK COMPUTER NETWORK

The implementation of the X.25/3 packet protocol level in the
University Computer Network (MSK) is presented in the paper. The
solution of the main project problems connected with the node opera-
tion is briefly described. Additionally the results of the measure-
ments of the node main characteristics i.e. the throughput and the
packet transition delay in the function of the lines load are given,

[AKETHzA TIPOTOKON B WMEXIYBY30BCKOA CETU BHYZCIUTENBHHX
MAIIVH
B crarnpe IpencTaBIAeTCA peann3aduio IPOTOKONa IaKeTHOI'0 ypOBHA X.25/3
E yaie iMexsy30Bckoil CeTn BwdnciauTelHHX MamnH MSK .ONMCHBaETCSA TaKxe
DPE3YAbTATH WU3MEPEHN OCHOBHHX XapaKTEpACTHK y3/la CeTH MSK,KOTOpHE
IeJainT BO3MOXHOL KAueCTBEHHYW OLEHKY y3ia.
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KCLEJKOWY MODEL STACJI TRANSFERU ZBIORCOW
W WARUNKACH WYSTEPOWANIA USZKODZEK

W pracy przedstawiono kolejkowy model Stacji Trensferu Zbiordéw sieci
komputerowej, w_ktérym uwzgledniono wystepowanie uszkodzeri nie powo-
dujgcych zerwania potgczenia pomiedzy komputerami. Rozwigzanie modelu
pozwolito na wyznaczenie wspétczynnikéw charakteryzujgcych dzialanie
Stacji podczes trensmisji zbioru tekich jek:wykorzystanie Stacji,
straty wynikte z uszkodzer i wysylenia rekordéw kontrolnych (zraczni-
kéw) oraz dobranie czestodci wysyienia znecznikéw meksymalizujgcej
wykorzystenie Stacji. Ctrzymene wyniki oméwiono i zilustrowano wykre-
semi.

1. VEFROWADZENIE

Jedng z ustug dostarczanych przez sieé komputerowg uzytkownikom Jjest
transmisje zbioru denych. Wystgpienie uszkodzenia w czasie przesylania
zbioru powoduje, ze nalezy powtdrzyé trensmisje pewnej czes$ci tego zbioru
danych. W sieci komputerowej powtdérne transmisje mogg byé realizowane
przez rézne warstwy sieci [}], w zaleznodci od powstalych skutkdéw uszko-
dzenia. Na poziomie transmisji zbioru danych uszkodzenia sieci mozna po-
dzielié ne uszkodzenia przerywejgce potgczenie pomiedzy komputeresmi bgdZy
rieprzerywsejgce tego polgczenia. W pierwszym przypadku, w celu wznowienia
trensmisji konieczne Jjest powtdérne newigzenie polgczenie oraz wynegocjo-
wenie werunkéw retransmisji. W drugim wysterczy uzgodnié numer rekordu,
od ktérego bedzie kontyruowane dalsza transmisje zbioru. Uzgodnienie te-
kie jest mozliwe w przypedku, gdy co pewng, ustalong liczbe rekorddéw wy-
sytany jest specjelny rekord - tzw. znacznik. Odebranie znacznike jest
potwierdzene. Wéwczes, po uszkodzeniu wznowienie transmisji rekorddéw nas-
tepuje od ostetniego potwierdzonego znacznika.

W precy przedstawiono kolejkowy model dziastenia Stacji Transferu Zbio-
réw STz Eﬂ dla Miedzyuczelni%nej Sieci Komputerowe] D]. Rozwigzenie mo-
delu pozwolilo na wyzneczenie wspétczynnika wykorzystania Stacji Trensfe-
ru Zbioréw oraz optymelnej czestoéci wysyltania znacznikdéw, przy ktérej

* Politechnika Wroctawska, Centrum QObliczeniowe
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wspdtczynnik wyxorzystenia Jjest maksymelny. Otrzymene wyniki zilustroweno
wykresami orez przedyskutowsno ich wykorzystanie w uruchemienej Stecji
Trensferu Zbiordw.

2. MODEL STACJI TRANSTERU ZRBIOROW

Model dzialenia Stacji Transferu “biordw prowsedzgcej pojedyrczg tran-
smisje¢ w warunkach wystiypowania uszkodzeri sieci nie roztgczajgcych potg-

czenie przedstewsiono ne rysunku 1.

2 n
ZBIOR REKORDOW « o

1 sl . —
DO TRANSMISJI fun) v

3

Rys. 1. Locdel dzialerie StecJi Trensteru Zbiordw
Fig. 1. The Tile Trensfer Station model

Proces «ysylenie rekordu zbioru w siel me rozxied wyktadriczy o inten-
sywnoéciph. Po n wysianych rekordach denych wysylany Jjest znacznik. Czes
wystenia znacznika ma rozklad wyktadriczy o wertosci $redniej éb' W czasie
trwenie transmisji zbioru mogg wystgpié uszkodzénia, w wynikxu ktdérych pow-
térnie nalezy przestal rekordy poczgwszy od ostetniego znacznika. Zalozo-

‘no, ze uszkodzeria mogg rdéwriez wystgpid w czesie powterzenie treremis i

A
(@]
¢
N
()]

rekordéw, co pow~odujec Xoniecznos¢ kolejnych postdérex. Strumier usz
me rozkled wyk¥edniczy o irtensywrosci ). Dodatkowo zeklsde sig, Zc infor

rchmirstows

Z rysunku 1 wideé, Ze pod
réw mozc realizowel Jjedng z t
- wysyternie kolejnych rekordéw denych - trensmisje pler.otna (1):
- wysytenie zrecznike (2);
- powterzenie wysytenie rekorddw denych po wystgpieniu uszkodzerie -
trensmisje wtdrne (3).
Realizecja powyzszych funkcji moze ci¢ wzejemrie przeplatel, zatem w celu
okredlenia kolejrio reslizowenej operecji wprowadzoro pojgcie stenu Ctacji
Trensferu Zbioréw. Sten STZ & dowolrej chwili jest okreglony przez pere
(j,i), sdzie 1 jest liczbg rekorddw przeslerych od ostetrniego zreacznike,
i=0,1,...,n, & J jest liczbg rekordd., ktére nalezy przestel powtdrrie po

wystgpieniu uszkodzenie, j=1,2,...,n. Jdeieli j=3,%t0 oznecze,ze pro.cdzors



51

jest pierwotne transmisje zbioru. Graf przejs$¢ pomiedzy stanami w modelu

Stecji Transferu Zbiordw przedstawsiono ne rysunku 2.
Y

Rys. 2. Graf przejsé pomigdzy stanemi w modelu Stac,ji Transferu

Zbiordw
Tig. 2. Stete-trensition creph of the File Trarsfer Station model

3. FCDSTA.OWE WYNIKI

Czrieczmy przez Y(j,i) prawdopodobieristwo zdarzenia, ze STZ zngjduje
sig¢ w stenie ( j,i). Rozwigzujgc uktad rdéwner rézniczkowych opisujgcych mo-
del Stecji Transieru Zbiordw zgodnie z przedstavionym ne rysunku 2 grafem
stendw i przejéé¢ pomiedzy nimi otrzymeno ncotgpujgce rozwigzanie stecjo-

“‘. @s N i=3,d = 0 » o

k(l-d‘): ié:—:?f%gjg) dle i = 0,1,...,n, j&i (1)
3= _

cdzie: (ﬂd) = JA° dle j = 0,1,...,n0,

J i-1-g
\.n-(i—‘;',;j) =5/w(,w+5) dla i = 1,2,...,50, j&i.

riarr.e [3
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Prawdopodobieristwo wystgpienia zdarzenia, Ze prowedzona Jjest pierwotna

trensmisja zbioru denych, tzn. gdy STZ znejduje sig¢ w stenech (D i) wyno-
si:

oL ( 1>-i .
"y +/AL-1 + gr dla i = 0,1,...,n=-1

R S peien O
r*dz1ec§‘ ‘ /'L

Majgc okreéqgne prewvdopodobieristwa (2) mozne obliczyé wspbélczynnik

korzystenia StacjiTransferu Zbiordéw, okreéleny jeko prawdopodobieristwo
pierwotnej trensmisji rekordu

= . .« n-1 1>—i
W é‘l—’(@,l) ——-no"+/u_%'(1+a..

Q
Po wprowedzeniu oznaczeria k = ,Ai otrzymeno:

w- St (E)). «)

Przy ustelonym parametrze 6~repreaentugacym wlasnosci Stacji, zelez-
noéé miedzy wspélczynnikiem wykorzystenis W (ﬁ

5y -

W a czestoscig powtarza-

nia znecznikdéw przedstawiono na rysunku 3.

") 8,523

T~
X

i Mot () Nt (6] el ) s

Rys. 3. Wykres zalezno$ci wspdélczynnika wykorzystenia Stacji od czgsto-
$ci wysylenia znecznikdw

Fig. 3. The File Transter Station utilization coefficient diairem

Z pbwyzszego wykresu wynike,

7e dla ustelonego 8§ istnieje optymelne
czestodé wysytenis znacznikdw n

opt mexsymelizujgca wykorzystenie czesu
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precy Stecji Trensferu Zbioréw dla prowadzenia trensmisji pierwotnej zbio-
ru denych. Jednoczednie ot minimelizuje straty czasu zwigzane z wystepo-
weniem swerii w sieci komputerowej.

4. UWAGI KCrCCWE

7 ertykule zaprezentowesno model Stacji Transferu Zbioréw, ktéry umo-
2liwie przeprowadzenie oceny jej funkcjonowsnia w przypadku wystgpienia
uszkodzeri nie powodujgcych przerwania polgczenia pomiedzy komputereami.

Z enelizy modelu wynika, Ze dla kazdej prowadzonej transmisji zbioru mozna
wyznaczyé optymalng czestoéé n wysylania znacznikéw przy ktérej wykorzysta-
nie czesu pracy Stacji jest mak§ymalne.‘}ggiiwogéiwyggaczeé%é ﬁ;pt poprzé;
znajomogé parametréw K’i/Lcharakteryzujacych odpowiednio tgcze, po kté-
rym prowadzone jest transmisja oraz rozmiar rekorddéw zbioru, pozwela na
zastgpienie dotychczasowego, intuicyjnego sposobu okreglania wartoéci n
metodg snalityczng.
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THE FILE TRANSFER STATION QUEUING MODEL UNDER FAULTS OCCURANCE

In the paper, the File Transfer Station queuing model of a computer
network with faults which do not breake interconnection betwéen computers,
is presented. Basing on the solution of the proposed model one can com-
pute' some coefficients characterazing trensmission of a file by the Sta-
tion. These coefficients are the utilization of the Stetion, the waste
time for retransmission of failed records and sending marks. The optimal
frequency of sending marks is also computed. Obtasined solution of the mo-

del is examplified.
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OUEPEIHASI MOIEJIb CTAHIWM NEPEIAYM OANJIOB
B YCJIOBUSIX HAJIMYUSI TIOBPEXIEHHU

B cTaThe npencraByieHa oudyepepnHasa Momens CTaHUMHU llepenmauu daiyios (CH@)
OJIA BHYUCIIUTEJILHOHM CeTH, B KOTOPOH YyUYTEHO BHCTYINaHHe IOBpPeXOeHHN, He Ipu-
YUHAKMUXCA K NpeKpauweHUKWw CBA3H MexOy BHUHCJIMTEJIbBHHMH CHCTEeMaMH. PeulenHue
MOIeny¥ IJaeT BO3MOXHOCTBb OCYMECTBHTb KO3()PHLUHMEHTH, XapakKkTepHusywumHe nepena-
4y ¢annos (Taxue Kak: ucrionbs3oBaHue CII®, noTepu u3-3a cH6OEB CeTU H T.n.),
a TakKxe BHYHCJIEHUS YacCTOTH Iepelayd MapkKepoB, MakKCHManusupywmen Koadpdu-

LHEeHTH ucrnonb3oBaHusa CId.
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Adam GRZECH ¥

MODEL KOLEJKOWY STACJI LOKALNEJ SIECI KOMPUTEROWEJ
O STRUKTURZE MAGISTRALOWEJ Z DOSTEPEM SWOBODNYM

W pracy przedstawiono model kolejkowy stacji lokalnej sieci kompute-
rowe]j o strukturze magistralowej z dostepem swobodnym. Podstawg mode-
lu kolejkowego Jjest wyrdznienie w oprogramowaniu stacji trzech
roznych poziomdéw funkcjonalnych: poziomu procesow uzytkowych, poziomu
sterowania systemem komunikacji i poziomu sieci komunikacji, Kazdy

z wymienionych poziomow modelowany jest jako system M/M/1 ze stra-
tegig obsiugi - FIFO. Przedstawiany model bedzie wykorzystany do
badan 1 dydaktyki w zakresie lokalnych sieci komputerowych.

1. WSTEP

Wykorzystywanie modeli analitycznych i symulacyjnych do badania
systeméw transmisji danych ma uzasadnienie poznawcze i ekonomiczne.
Umozliwia poznahie 1 badanie wzajemnych ilosciowych i jakosciowych zale-
znosci pomiedzy procesami zachodzgcymi w systemie, stanowigc jednocze-
$nie podstawe do poszukiwania rozwigzan optymalnych. Znaczenie tego typu
badand wzrosto z chwilg upowszechnienia sieci komputerowych wykorzystu-
Jjacych techniki komutacji pakietdw, a spowodowane zostato koniecznoscig
doktadnego poznania wpiywu z}toZonych mechanizmdéw sterowania przepiywem
na jakosé pracy sieci komputerowe] [h,é}.

Analiza dziatania sieci komputerowych (globalnych i lokalnych) wyma-
ga istnienia odpowiednich narzedzi pozwalajacych na opis i pordwnywanie
istniejacych lub projektowanych rozwigzan sieciowych. Podstawg do pro-
wadzenia oceny rozwigzari sg modele analityczne lub/i symulacyjne. Modele
aralityczne z reguly wykorzystywane sg do opisu ograniczonych fragmentdw
sieci lub pojedynczych mechanizméw stosowanych w sieci ( np. ' mechanizméw
sterowania przeplywem, mechanizméw przydziaitu pamiegci, itd). Znajdujg
takze zastosowanie do tadar wybranych, globalnych charakterystyk sieci.
Do modelowania bardziej zlozonych procesdéw i struktur sieciowych, do
opisu ktérych metody aralityczne sg mniej przydatne, wykorzystywane sa
modele symulacy.ine., . pewnych uzasadnionych przypadkach wykorzystywane
53 modele hybrydowe, tzn. analityczno=-symulacyjne [8] .

* Politechnika Wroc:}a;«rsxa.: f[nsEt};.utw ér‘c;rowax{ira i Techniki Systeméw
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2, STACJE LOKALNEJ SIECI KOMPUTEROWEJ

Lokalna sieé komputerowa jest systemem rozproszonego przetwarzania
danych, sktadajgcym sig z szeregu autonomicznych, komunikujgcych sig
miedzy sobg stacji ogdélnego przeznaczenia lub/i specjalizowanych. Przez
stacje ogélnego przeznaczenia rozumiemy komputer speilniajgcy rolg kompu-
tera- obliczeniowego i peiniacego funkcje sterujace dla realizowanych w
stacji proceséw uzytkowych i ustugowych. Integralng czegscig stacji sieci
jest interfejs magistrali. Oprogramowanie stacji umozliwia komunikacjeg
miedzy procesami biegngcymi w tej samej lub réznych stacjach sieci.

W pierwszym przypadku wzajemna komunikacja proceséw zachodzi z pomi-
nigciem sieci komunikacji danych. Funkcje speiniane przez oprogramowanie
stacji pozwalajg na wyréznienie w nim trzech pozioméw funkcjonalnych:
poziomu proceséw uzytkowych, poziomu sterowania systemem komunikacji

i poziomu sieci komunikacyjnej [3]. Wymienione trzy poziomy funkcjonalne
sg $ciéle zwigzane z funkcjami przewidzianymi dla warstw modelu odniesie-
nia ISO/0SI i Standartu IEEE 802 [10] (Rys. 1). Sciste powigzanie z mo-
delem odniesienia ISO/0SI, bez implementacji pelnegu zakresu propono-
wanych tam funkcji, uzasadnione jest wzgledami technicznymi i funkcjo-
nalnymi [71. Kazdy z wymienionych pozioméw zapewnia okreslong obsiuge
przekazywanych w sieci lokalnej wiadomosci.

procesy uzytkowe

poziom
proceséw PallpP cove P aplikacji
uzytkowych .
konwersja protokoiu ..
prezentacji protokoly
i formatu danych wyzZszego
adresacja i identyfikacja sesii rzedu
zgdanych procesdéw J
poziom obstuga procesdéw
:t:gg;g:la zdalnych i lokalnych transportowa ' sterowania
Y . ustugi transportowe tgczem
komunikacji g . | 12
i miedzysieciowe sieci | logicznym
PROGRAM STEROWANIA |
SYSTEMEM KOMUNIKACJI

_____ — T Il sterowania

/| dostepem
Lﬁinterfejs magistrali sterowania
poziom T Taczem do medium
sieci - -
komunikacji 2_medium transmisyjne § fizyczna fizyczna
lodel ISO/0SI ;eandard

Rys. 1. Poziomy funkcjonalne oprogramowania stacji sieci
Fig. 1. Functional layers of the network’s station operation system
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Na poziomie sterowania systemem komunikacji wiadomosci generowane przez
procesy uzytkowe sg przygotowywane do transmisji w sieci komunikacji.
Przygotowanie to obejmuje miedzy innymi konwersje, identyfikacje, adre=
sowanie, segmentacje itd [1,5]. Podobnie na poziomie tym obstugiwane

sg informacje odbierane z systemu komunikacji i przeznaczone dla procesdw
uzytkowych. Zadaniem poziomu sieci komunikacyjnej Jjest niezawodne prze-
stanie informacji przygotowanych na poziomie wyzszym i poprawne odebra-
nie informacji adresowanych do danej stacji.

3. MODEL KOLEJKOWY STACJI SIECI LOKALNEJ

Model stacji lokalnej sieci komputerowej zawiera trzy stacje obsiugi:
Jjedng dla poziomu proceséw uzytkowych, jedng dla poziomu sterowania sy-
stemem komunikacji i jedng dla poziomu sieci komunikacJji (Rys.2). Kazda
ze stacji obstugi obsiuguje strumienie informacji wewngtrznej(generowane
przez dany poziom ) i informacji zewnetrznej ( generowane przez poziomy
sgsiednie danego poziomu).

: poziom :
gggégTéw sterowania gi:égm
=)
” mem . .
uzytkowych igiﬁgiiacji komunikacji

(1-p51-23) 1

Rys. 2. Model kolejkowy stacji

Fig. 2. Queueing model of the station
Zaktadamy, ze stacje obsitugi obstugujg napiywajace zgloszenia wediug
strategi FCFS oraz Ze sa one modelowane jako stacje M/M/1 [2]. Zaktadamy
ponadto, Ze zgloszenia napiywajgce do kolejek,w ktérych oczekujg na ob-
stuge, s3 traktowane jednakowo, niezaleznie od 2rédta tego zgloszenia.
W przypadku rozbudowania proponowanego modelu mozna uwzglednié, na przy-
ktad, priorytety zgloszen pochodzacych z pozioméw wyzszych (nadawanie)
lub nizszych (odbidr).
Dla przyjetego modelu w stanie ustalonym uzyte oznaczenia (Bys. 2) maja
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nastepujgce znaczenie:
}p - intensywno$é naptywu zgloszen od proceséw uzytkowych,

M

intensywnos$é naptywu zgtoszen wytwarzanych na poziomie sterowania

systemem komunikacji { przez procesy ustugowe ),

Xs - intensywnos$é napiywu zgloszeid wytwarzanych na poziomie sieci komu-

nikacyjnej (przez procesy usiugowe ),

1= intensywnosé sumarycznego strumienia zgtoszed (suma strumienia zgto-

szehh od proceséw uzytkowych i strumienia zgtoszen pochodzgcych z
poziomu sterowania systemem komunikacji),

lz - intensywnos$é sumarycznego strumienia zgloszen pochodzgcych z pozio-
mu proceséw uzytkowych, z poziomu sieci komunikacyjnej i zgtoszen
generowanych przez procesy ustugowe na poziomie sterowania systemem
komunikacji,

23 - intensywnos3¢ strumienia zgloszed,na ktéry sktadajg sie: strumien
zgtoszeri generowanych przez procesy ustugowe na poziomie sieci ko-
munikacyjnej i strumien zgtoszen odbieranych z sieci transmisji,

A - intensywnos$é strumienia zgloszen odbieranych z innych stacji sieci.

Czes$é strumienia zgtoszen opuszczajgcego pierwszg stacje obsiugi - p12Y1

Jjest przekazywana do stacji obstugi poziomu sterowania systemem komuni-

kacji, podczas gdy pozostata czesé - (1 - p12)x"1 zostaje przekazana

do procesdw uzytkowych.

Strumien zgtoszen wychodzgcych z drugiej stacji obstugi dzielony jest na

strumienie przekazywane do stacji obstugujgcej poziom proceséw uzytko-

wnika - Poq Yz , do stacji obstugujgcej poziom sieci komunikacyjnej

- p23 f2 oraz do procesdow ustugowych na poziomie sterowania systemem

komunikacji - (1 - Poq - p23) Yoo

Ze strumienia rB wydzielane sg trzy strumienie: pierwszy - p32 YE »

przekazywany Jjest do stacji obsiugi poziomu sterowania systemem komunika-

cji, drugi - p333'3 , do poziomu sieci komunikacyjnej a trzeci - (1 -
p32 - p33)¥3 , do kanatu transmisyjnego.

Wydzielenie strumieni informacji w strumieniach generowanych przez stacje

obstugi pozwala na analize tych zachowad stacji,ktére w danym momencie

sg interesujgce. Mozliwe inne podziaity powodujg zmiang w interpretacji

i analizie.,

Przez Pqr Po i p3 oznaczono intensywnosc¢ obstugi zgloszeid przez stacje

na kolejnych poziomach.

4, ZALEZNOSCI POMIEDZY WIZLKOSCIAMI W{STEPUJACYMI W MODZELU,

W stanie ustalonym, przy zalozeniu niezaleznosci poszeczegdinych stru-
mieni wystepujgcych w modelu oraz braku odrzucen w kolejkach do stacj:i
obstugi (kolejki 0 nieograniczonej pojemnosci ), zaleznosci pomiedzy
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poszczegdlnymi strumieniami sprowadzajg sig¢ do réwnan réwnowagi,tzn,
réwnosci sum wejs$é i wyj$é oraz ich interpretacji. Dla przykiadu, rdéw-
nania réwnowagi dla stacji obsiugi na poziomie sieci komunikacji majag
nastepujgcg postad:

Pos¥p +Ag = (1= p3y - P33) Y5

A o=pspys ¢ Pzt
Oznacza to, ze wszystkie pakiety (wiadomoéci) wytworzone na poziomie sie-
ci komunikacji oraz pakiety wytworzone na poziomie sterowania systemem
komunikacji, a przeznaczone de¢ transmisji, zostajg wysyiane do innych
stacji. Drugie réwnanie oznacza, Zze wszystkie pakiety odebrane z innych
stacji za posrednictwem kanaiu transmisyjnego sg pakietami uzytkowymi -
(p32) lub roboczymi - (p33), przekazywanymi odpowiednio do poziomdéw ste-
rowania systemem komunikacji i sieci komunikacji.
Podobne réwnania rdéwnowagi mogg by¢ zapisane dla pozostalych dwéch pozio-
méw. Jak mozna sig zorientowal z przytoczonego wyzej przyktadu istotne
dla modelu i.jego interpretacji sa prawdopodobieristwa,z jakimi dzielone
sg strumienie wyjsSciowe stacji obstugi. I tak np. stosunek =- (p32 + p33)
/(1 - p32 - p33), moze by¢ interpretowany jako stosunek strumieni wej-
S§ciowego do wyjsSciowego stacji i odzwierciedla typ stacji, ktdérg na tej
podstawie mozna zaliczy¢ do jednej z trzech kategorii: przewaga nadawa-
nia nad odbiorem, rdéwnowaga, przewaga odbioru nad nadawaniem, Podobnie,
stosunek - (p32/p33), odzwierciedla udzial pakietdw uzytkowych w stru-
mieniu odbieranym z kanatu transmisyjnego. Ilustracjg tego ostatniego
Jjest rézny udziat informacji sterujgcych dla trans¢isji w trybie poxg-
czeniowym i bezpotgczeniowym wg Standartu IEEE 802 [10]. Dane do modelu
(intensywnoéci, prawdopodobieﬁstﬁa, czasy obstugi) mogg pochodzié z po-
miaréw rzeczywistych stacji lub mogg by¢ zadawane. Odpowiada to réznymry
scenariuszom korzystania z modeli w ogdle, a przedstawianego w szcze-
gbélnosci [6].

Rezultaty badan modelowych, po to, aby mogiy byc¢ podstawg analizy i
pordéwnan dla réznych parametrdéw modelu i strumieni informacji, muszg byd
uwzglednione w syntetycznych miarach oceniajgcych dziatanie stacji.

W dostepnej literaturze mozna spotkaé wiele rdéznych miar jakosc! dziata-
nia stacji, takich Jjak: udziat informacji roboczych w catym strumieniu
informacji transmitowanej, opdZnienie transmis ;! wnoszone przez stacje,
przepustowosé stacji, moc, itd. [2,6].

Istotnym problemem w modelowaniu pracy stacji :ieci lokalnej jest modelo-
wanie strumienia wejsciowego do stacji (X),ktﬁry zalezy od liczby stacji
korzystajacych z tego samego kanatu transmisyjnego i ruchu generowanego
przez te stacje oraz modelowanie dostepu do med.um transmisyjnego.
Przyjecie metody CSMA/CD jako metody dostepu powoduje, Zze istotne jest
uwzglednienie globalnej liczby stacji sieci i generowanego przez nie
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5. ZAKORCZENIE

Przedstawiony w zarysie model kolejkowy stacji lokalnej sieci kompu?
terowej o strukturze magistralowej z dostgpem swobodnym jest wykorzysty-
wany do opracowania modelu symulacyjnego. Bedzie wykorzystywany do badani
stacji lokalnej sieci komputerowej NETEX. Modularnos$é przygotowywanego
oprogramowania pozwoli na wprowadzenie zmian i uzupeinien w miare uwzgle-
dniania réznych od przedstawionych, modyfikacji modelu.
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QUEUEING MODEL OF STATION IN BUS~-TYPE COMPUTER LOCAL
AREA NETWORK WITH PROBABILISTIC ACCEST METHOD

In the paper, a queueing model of bus-type computer local area network?’s
station is briefly introduced. The queueing model is based on the idea,
that in the station’s software three different layers are distinquished,
namely: users processes layer, communication system control’s layer and
communication network’s layer. All of them are modelled as a M/M/1
service station with FIFO service discipline., The proposed model has
been designed to be used in research and education,

PEIHAA MOIEJD CTAHIMA MATMCTPATEHOA JOKANEHOA TEIEMHOOPMALIVOHHOA CETH
0t e C BEPOATHOCTHHM IOCTYIIOM

[IpencTaBaeHa O4YepemHAd MOIENb MAruCTpanbHO! JOKAIBHO! TeserHpOpMa—
AOHHOA CeTHM, B KOTOPO# IpMMEHAETCA Opolelypa BePOATHOCTHOI'O LOCTyNa
K KaHaJy CBS3M OCWLEro IONb30BAHMA. OTa MOIENb paspacoTaHa Ha OCHOBE BH—
IeJeHus B [POTDAMMHOM OGECHeYeHHMA CTAHUUM TPEX DPASINYHHX (YHKIMOHAIBHHX
POBHE#: IpPONECCOB HOTPECMTessA, yIpaBlIeHAA cacTevﬁ? CBA3SH KM CETH CBA3RA.
Kaxnuﬁ A3 3THX ypoBHe#t MomenmpoBaH kak cucrema M/M/I, paGorawmas B pe-
RAMe OCCIyXUBAHHA FCFS,
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ZASADY WSPOLPRACY SYNCHRONICZNYCH
URZADZEN KONCOWYCH TRANSMISJI DANYCH "SERII V* %
KRAJOWA SYNCHRONICZNA K(OMUTOWANA SIECIA
TELEINFORMATYCZNA SYNK(M

Krajowa sieé teleinformatyozna SYNKOM vprojektowsna jest pod ka-

tem obsitugi terminali z interfejsem X.21.CCITT. Poniewa% w chwili

Jej uruchomienia eksploatowana bedzie jeszcze duzs liczbe termina-
1i ze stykiem modemowym S2, résnvm od stvku X.21, powstal problem

dotgczenia ich do sieci SYNKOM. Problem ten rozwiazano w ten spo-

86b, %e pomiedzy terminsl ze stvkiem S2, o urzsdzenie zskodczenio-
we sieci SYNKOM wstawione bedzie urzadzenie podredniczace, pelnig-
ce funkoje¢ adapters procedur svgnalizacvjnvch.

1. UWAGI WSTEPNE

W ostatnich latach, w Zaklasdzie Teleinformatyki Instvtutu iaczno-
dci w Warszawie 1 w kooperujacvch z nim jednostkach gospodsrczvech o-
pracowano koncepcje ogédlng i projekt rozwoju krajowej synchronicznej
komutowanej sieci teleinformatycznej SYNKOM [3]. Wediug koncepeji
tej, sieé "SYNKOM" przewidziana jest gidéwnie dla obstugi terminali
synchronicznych kategorii 246 wg. Zal. x,z.ccwa[4] nowego typu, tzn,
wyposazonych w interfejs znormalizowany Zal.X.21 CCITT [4]. Jest oczy-
wistym, Ze w chwili jej uruchomienia eksploatowana bedzie jeszcze duZa
liczba dupleksowych terminali synchronicznych starego typu, tzn, ter-
minali wyposaZonych w styk modemowy S2 i tym samym przystosowanych do
wespéipracy z siecig telefoniczna w trybie pracy recznego 1lub sutoma-
tycznego nawigzywania polaczenia. PoniewasaZ w czasie eksploatacji sieci
teleinformatycznej nieekonomicznym byloby dalsze korzystanie tej klasy
terminali 2z ustug sieci telefonicznej przvjeto, Ze terminale te beds
réwniez obslugiwane przez sieé SYNKOM w sposéb opisany w niniejszym
komunikacie. Ze zrozumiatych wzgled4w, poruszony problem dyskutowany
jest tu w sposéb dosyé ogélny. Szozegdlowe informacje na ten temat mo-
tna znalesé w pracach [1,2].

* Instytut Zacznosci, Warszawa
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2. OGOLNE ZASADY OBSELUGI TERMINALI SERII V W SIECI SYNKOM .

Abonenci teledacyjni posiadajacy terminale rozwazanej klasy, w celu
dostepu do sieci SYNKOM 1 gwarantowanego przez nia zbioru udogodnief,
zmuszeni beds zaopatrzy¢d sie w dodatkowe urzsdzenie podredniczace.
Wetawiane ono bedzie pomiedzy termingl & standardowe zakoriczenie przy-
Igéza abonenckiego sieci SYNKOM , tzw.DCET; zob, rys.i. Urzqdzenie to-
nazywane wzywakiem teledacyjnym (skr.Wr-X.21)- pelnié bedzie funkocje
ukadu dopasowujgcego parametry elektryczne obwodéw wymisny stykdw S2 i
X.21 (w fazie wymiany dényoh), a takZe - reslizowad bedzie dwukierunko-
wg konwersje procedur sygnalizacyjnych stykéw S2 1 X.21 w fazie sygna-
lizacji, w sposéb zgodny z Zaleceniem X,21-bis CCITT ([41.

'gIZ‘YK MODEMOWY  STYK X2

V o H |
t r4 .
RMI - Loy WTX 2 fe—B | JUET
NRL I - - L——————

| ' SIEC "SYNKOM'

Rvs.41. Strukturas techniczna Xaczs abonenckiego.
Fig.i. Technicel structure of subscriber line.

Dls przvjetej strukturv acza abonenckiego sieé SYNKOM widzi
terminal modemowy jako DTE ze stykiem X.21. Terminal "serii V" sieé te-
leinformatyczna widzi z kolei jako sieé telefoniczna, z ktéra moze vnra-
cowaé wedlug wariantu:

- recznego nawiazywsnia polaczenia w systemie wvwolania adresowego,

lub bezposdredniego oraz
- automatycznego nawigzywania polaczenia w systemie wywolmnia adresowe-

go 1lub bezpodredniego.

Dla wariantu pracy recznej funkcje telefonu- w warunkach wspéipracy

z siecig SYNKOM - spelnia klawiatura sterujaca 1 monitor wzvwska tele-
dacyjnego [1,2] . Na styku S2 wvkorzystywane sg tylko przewody serii
100, takie jak: 102~ ziemia sygnalowa, 103- dane nadawane, 104- dane
odbierane, 105~ Zadanie nadawania, 106- gotowo$§é dla nadawania, 107-
zotowoéé modemu, 108/2- gotowo$é DTE, 109- poziom fali nodnej, 114 i
115- nadawcza i odbiorcza sksla czssu, 125- wskaZnik wvwolania, 141-
2adanie petli testowej oraz 142- wskaznik testu.

W trybie nracy ze sterowaniem automatycznym ovnrécz nrzewoddw serii
100 na styku S2 wvkorzvstuje sie przewodvy serii 200. Z nunktu widzenie
terminala uklad wzvwaka WT-X.21 i DCET zachowuje sie¢ tak, jak zestaw
zlo%zony z modemu i autowsvwaka, ktédrv wspslnracuje z siecia telefonicz-
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ng. Ne styku S2 realizuje sie proces sygnalizacji zgodny z Zal. V.25.
ccirr [s].

3. WYBRANE ASPEKTY KONWERSJI SYGNALIZACJI.

Ze wzgledu ns ograniczons pojemnos$é komunikatu, w niniejszym pun-
kcie omawia sie jedynie proces konwersji sygnalisacji dle przypsdku
nawigzywania i roztsczania polsczenia na 2Zadanie terminala serii V.
Proces ten - zaréwno dls recznego, jak i automatycznego zestawiania
polaczenia - zilustrowany jest w sposdb poglgdowy ne rys.2.

Punktem wyjdciowym procesu jest stan gotowodei stvku S2 i styku
X,24. Jedli w tym stanie na obwodzie 202 (Zannle pot&ozonia) wystani
zmiana stanu z NIE na TAK, to zdarzenie to na styku X.29 przetiumaczo-
ne zostenie na stan "Zadsnie wvwolania od DTE". W odpowiedzi sied SYN-
KOM przesvis sygnal potwierdzenie wywolmnis, tzn. ns przewodzie R
przesylane sg znski "4+" slfabetu Nr.5.CCITT, przv stanie NIE obwodu I.
Sygnal ten w obwodzie 203 (linia znjeta\ stvku S2 wywoiuje zmisne ste-
nu z NIE na TAK i inicjuje proceé kompletacji numeru wywolywanego abo-
nenta. Po odebraniu znaku "EON" (koniec sygnaldw wybiorania), odpowi e~
dnio uformowana sekwencja sygnaldw wvbiersnia - w postaci zwartego
ciggu znakéw alfabetu Nr.5.CCITT o strukturze ciggu zgodnej ze stan-
dardem X.21 CCITT- przesvisna jest do sieci SYNKOM po przewodzie T sty-
ku X.21. Po wyslaniu sekwencji wybierczej, na styku X.21 nastepuje ciag
stanéw Kkorczacy sie stanem "gotowodci do wymiany danych", Jedli ten
ostatni jest poprzedzony stanem "polaczenie w trakclie zestawiania", to
wywoluje on zmiane w obwodzie "107" ze stanu NIE ns TAK. Stan "gotowo-
dci do wymiany danych® powoduje przejdcie w obwodach 106 i 109 ze sta-
nu NIE do TAK. Jedli m"polaczenie w trakcie zestawiania" zostanie pomi-
niete, to kolejnodé zdarzeri w obwodach: 107, 106 1 109 zostanie zacho-
wana, a opfznienie miedzy przejéciami wymuszane jest przez urzadzenie
poédredniczace. Kreacje stanu TAK w obwodach: 106, 107 i 109 }aczy lo-
gicznie obwody wymiany danvch styku S2 z obwodami T i R stvku X.21.
Dane z obwodu 103 kierowsne sa ne obwédd T, zaé deane z obwodu R wprows-
dzane sa na obwéd 104,

Zmiana stanu z TAK na NIE w obwodzie 108, jedli wvstapi w czasie
fazv wymiany danych, interpretowsna jest na stvku X.21 jako %adenie
roztaczenia polaczenia nrzez terminal, Zmiana ta wywoluje sekwencje
standw podana na rvs.2., i koriczv sie zazwvczaj stanem gotowosdei stvkdw
S2 i X.21.

W spos4b nodobnv do onisanego nrzebiega nroces konwersji svgnali-
zacjl w przvoadku terminala ze sterowaniem recznvm. Ri%Znica polegas na
tvm tylko, %Ze zardwno formowania, jak i inicjecji procesu sygnalizacji
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Oznaczenia:

1 -_— - gtan O lub NIE obwod4w stvkowvch,
- stan 1 lub TAK obwoddw stvkowvch,

Sm/ - svgnatv danvch nadawanvch/odbieranveh.

- znaki sekwencji wvbierczej na obwodach stvku S2.
5 ] znak potwierdzenis wywolania oraz znak "SYN".
!Eﬂ] znak korica svgnealdw.wvbieranis ns obwodach stvku S2.

7@, - zneki progresji wywolanis orpz sekwencji wvbierczej.
8 - symbolizuje stan, ktdrv moze nie wystapid.

Rys.2. Relacje miedzv stanami stvk4w: S2 i X.21 w fazie zZestewiania
i rozlaczenia polaczenia oraz w fazie wvmiany danych.

Fig.2. Relation between states of S2 and X.21 interfaces in: call
establishment phase, clearing phase and data transfer phase,
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na stykd X.21 dokonuje si¢ recznie za podrednictwem klawiatury steru-
jacej; przy czym najpierw nastepuje formowanie sekwencji wvbierczej, a
péZniej inicjacja zestawiania polaczenis. Oprécz tego svgnaly progresji
wywotania i identyfikmcji linii wyprowadzane sg na monitor urzsdzenia
poéredniczacego.

4, UWAGI KONCOWE

Urzadzenie podredniczgce, ktédre realizuje wyiej oméwiongq adaptacje
stykéw S2 i X.21, opracowano w Zakladzie Teleinformstyki Instytutu Ig-
cznodci i przekazsno do produkecji w biezgcym roku, Zrealizowane jest
ono na bazie uP., Intel 8035 1 jako takie oprécz funkcji podstawowej,
po zmianie oprogramowania, moze realizowaé funkcje symulatoras styku
X.21 zaréwno od strony sieci, jak 1 od strony DTE.
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4. Dokument CCITT, Ksiega %24tts tom VIII, Zmlecenis X.21, X.21-bis

5., Dokument CCITT, Ksiega zielona tom VIII, Zalecenie V,25,

A PRINCIPLES OF INTERWORKING BETWEEN V-SERIES
SYNCHRONUS DATA TERMINAL EQUIPMENT AND THE NATIONAL SYNCHRO-
NOS SWITCHING DATA NETWORK - SYNCOM .

A general principles of interworking between V-Series data termi-
nal equipment and the Polish Synchronous Switching Data Network, cal-
led SYNKOM, are described. The ecuipment, which make possible this in-
terworking, is shortly characterized. This enuipment has been made in
Telecommunication Institute in Warsaw, and it’s prowided for produe-
tion and exploitation in SYNKOM network.
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NPUHIUIE OBCJIYXMBAHHUSI YCTPOHUCTB
KOHEYHOI'O OBOPYIOBAHUSI IAHHEIX CO CTHIKOM C2 B HAPOIHOH
CUHXPOHHOHW CETH MNEPEIAYM IAHHHX C KOMMYTAILMEN KAHAJIOB

B pa6oTe OHUJIM oOnpefesieHn ofuwyde MNPHHUHUIH O6CIJYXUBaHUA KOHEUYHOI'o 060-
pPyOoBaHUsA OaHHHX CO CTHKOM C2 B Ionbcko# CuHxpoHHON CeTu llepemauu JjaHHHX
c KommyTauuenn KananoB - "SYNKOM". IlpencraBiieHa KpaTkasa xXapaKTepUCTHKa yC-—
TPOHUCTBa, KOTOpOe pnejylaeT BO3MOXHHM IIOOKJINYEHHE 3THX YCTPONUCTB Mepenaudu
OaHHHX K ceTd "SYNKOM". BTO yCTpPOHCTBO crejlaHO B UHCTHTyTe cBA3M B Bapuma-
Be. OHO NpenyCMOTPEHO OJs MPOH3BOAOCTBA U 3KCIJIyaTallUd B CeTH CBA3M "SYN-
KOM" .
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ZASTOS OWANIE SYSTEMDW SYGNALIZACJI NR 7 CCITT
W SYNCHRONICZNEJ SIECI TELEDACYJNEJ Z KOMUTACJA KANALMW
"SYNKOM".,

Przedstawiono zalozenia projektowe dot, sposobu implementacji syste-
mu sygnalizacji nr 7 CCITT w synchronicznej sieci teledacyjnej SYN=-
KOM. Opisano ogélne cechy eksploatacyjne systemu,

W projektowanej powszechnej synchronicznej sieci teledacyjnej z ko-
mutacjg kanatéw "SYNKOM" przewiduje sie zastosowanie systemu sygnaliza-
cji komutacyjnej nr 7 opartego o zalecenia CCITT Q.701 do Q.706 oraz
Q.T41 (X.Gi). Z przyjetych wymagarn na sieé wynika, Ze ww sygnalizacja
komutacyjna bedzie realizowana w polaczeniach miedzycentralowych oraz w
zmodyfikowanej wersji w polaczeniach koncentratoréw abonenckich z naj-

blizsza centralg komutacyjng.

i. Zalozenia projektowe

W sieci SYNKOM przyjmuje sig¢, Ze docelowo polgczenia w relacjach
centrala-centrala i koncentrator-centrala bedg budowane z wykorzysta-
niem traktéw telefonii cyfrowej typu PCM 30/32 o przepltywnosci zhior-
czej 2048 kbit/s. W takich polgczeniach zaklada sig¢ wykorzystywanie do
celéw sygnalizacji komutacyjnej wydzielonych szczelin kanatowych nr 16
w ramce PCM o przeplywnodci 64 kbit/s. W pierwszym etapie realizaecji
sieci przewiduje sie¢ budowe lgczy transmisyjnych w wymienionych'relac-
jach, z wykorzystaniem kanaléw grupy pierwotnej B, istniejgcych telefo-
nicznych systeméw noénych, Kanaly te o szerokos$ci pasma 60-108 kHz u-
mozliwiaja przesyltanie sygnaléw transmisji danych z szybkogciami do
72 kbit/s prezy zastosowaniu modeméw wg zalecenia V.36 CCITT.

Przewiduje sie¢, ze dla potrzeb budowy wydzielonego kanatu sygnali-
zacji komutacyjnej oraz tworzenia polaczer w relacjach miedzycentralo-
wych i miedzy koncentratorami a centralami w cyfrowych kanaltach pierwot-
nogrupowych wyposazonych w modemy V,36, bedg wykorzystywane multiplek-

* Instytut Zgcznofeci, Zakiad Teleinformatyki, Warszawa
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sery liniowe sterowane mikroprocesorami - nazwane transplekserami TPX.
Zadaniem transpleksera jest konwersja szybkodci transmisji 2048 kbit/s
na wejsciach i wyjdciach centrali do szybkodci 64 lub 72 kbit/s na wej-
doiach 1 wyjéciach cyfrowego kanalu pierwotnogrupowego (modemu V,36),
oraz dynamiczne (zalezne od aktualnie realizowanego ruchu) przekodowa-
nie ramek zwielokrotnienia PCM w ramki zwielokrotnienia w gczu centra-
la-cantrala lub koncentrator-centrala.

2, Zasada tworzenia polgczer transmisji danych,

W laczach miedzycentralowych i od koncentratora do centrali, wypo-
sazonych w transpleksery TPX, polgczenia transmisji danych tworzone sg
przez przydzielanie okredlonej liczby kanaléw podstawowych, kazdego o
przeptywnodci 600 bit/s, stosownie do szybkodci transmisji w danym po-
tgaczeniu, Np. dla polaczenia o szybkodci 2400 bit/s w transplekserze
przydziela sie¢ 4 kanaty podstawowe, dla polgczenia 4800 bit/s przydziela
sie¢ 8 kanaléw podstawowych, itd, Mozliwe jest jednoczesne tworzenie po=-
1gczen o réznych szybkodciach transmisji, jednakze w taki sposéb, aby
sumaryczna przeplywnosé makeymalnej deopuszezalnej w danej strukturze
ramki wynosita 66 kbit/s dla igczy 72 k bit/s 1 58,8 kbit/s dla lgczy
64 k bit/s., liczba jednoczesnych polgczen ograniczona jest takze liczbg
30 kanaléw transmisji danych wynikajgcg ze struktury ramki PCM na wej-
dciach centrali komutacyjnej.

3. Sposéb wykorzystania systemu sygnalizacji nr 7.

W sieci SYNKOM, w rezultacie zastosowania transplekserdéw, system
sygnalizacji komutacyjnej musi byé rozszerzony o wiadomo$ci, kody i pro-
cedury wynikajace z zasady tworzenia polaczeri transmisji danych w g~
czach transplekserowych. Rozszerzenie to powinno byé zgodne z ogélnymi
zasadami systemu sygnalizacji nr 7 okreélonymi w zaleceniach CCITT. Je-
dnoczednie w projektowanym systemie sygnalizacyjnym nalezy uwzglednié
fakt ograniczenia przepltywnoéci kanatu sygnalizacyjnego do 3 kbit/s (o~
graniczenie to jest dostosowane do przewidywanej wielkosci ruchu w sie=-
¢l SYNKOM w poczgtkowym okresie jej budowy).

W systemie sygnalizacji sieci SYNKOM przyjeto zaloZenie, Ze trans-
pleksery TPX nie bedgq generowad zadnych wiadomo$ci sygnalizacyjnych, a
pozostang wylgcznie punktem transferu sygnalizacji. ZaloZenie to doty-
czy réwniez funkcji zarzadzania siecig sygnalizacyjng realizowanych po-
za transplekserem. W rezultacie transplekser bedzie jedynie wykorzysty-
wal wiadomosci sygnalizacyjne dotyczace przydziatu kanaldw podstawowych
w ramce zwielokrotnienia 64 1lub 72 kbit/s pochodzgce od najblizszej
centrali komutacyjnej.

Zgodnie z zaleceniami CCITT system sygnalizacji nr 7 dzieli sie na
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¢zedé transferu wiadomodcl (MTP) i ozeéé uiytkownikéw, - w przypadku
sieci SYNKOM uzytkownikéw transmisji danych (DUP). W ramach czedei dot,
transferu wiadomogci wyréznia si¢ nastepujgce poziomy funkcjonalne: po-
ziom fizyczny lgcza sygnalizacyjnego, poziom logiczny lgcza sygnaliza-
cyjnego, poziom sieci sygnalizacyjnej. Czedé uzytkownika DUP stanowi 4
poziom funkcjonalny systemu.

3.1, Poziom fizyozny lacza sygnalizacyjnego (poziom 1)

Poziom ten obejmuje fizyczne, elektryeczne i funkcjonalne charakte-
rystyki goza oraz sposéb dostepu do niego (Zal.Q.702). W sieci SYNKM
poziom ten bedzie realizowany poprzez dostep do szczeliny 16 traktu cy-
frowego PCM o przeplywnodci 64 kbit/s. Wymagania na styk zgodnie z
q.703, q.732 1 q.734,

3.2. Poziom logiczny lgcza sygnalizacyjnego (poziom 2)

Poziom 2 (zal.Q,703) okreéla funkcje i procedury dot, przekazywania
wiadomoéci sygnalizacyjnych przez pojedyncze %gcze sygnalizacyjne. Fun-
kcje poziomu 2 razem z charakterystykami poziomu i okredlajg kompletne
tgcze sygnalizacyjne, Wiadomosci sygnalizacyjne przekazywane przez wyz-
sze poziomy sg przekazywane przez lgcze sygnalizacyjne w znormalizowa-
nych formatmch (jednostkach sygnalizacyjnych) o zmiennej diugodeci, Jed-
nostki sygnalizacyjne zawierajg, oprécz wig$ciwej informacji sygnaliza-
cyjnej, informacje sterujgce przekazywaniem, Informacje te siuzg do re-
alizacji nast, funkcji:

- wyznaczanie poczgtku i korica jedn, sygnal, (sekwencje flagowe 8 bito-
we),

- wyréwnanie diugodci jedn. sygnal,,

- wykrywanie bledéw (sprawdzanie 16-bitowego wzoru kontrolnege),

- korekcja bledéw (przez retransmisje i numeracje kolejnych jedn. syg-
nal.),

- wykrywanie niesprawnos$ci lacza (przez nadzér stopy btedéw),

- reinicjacji polgczenia,

3.3, Poziom sieci sygnalizacyjnej(poziom 3)

Poziom 3 okresla aspekty sieciowe systemu sygnalizacyjnego, tj. kie-
rowanie wiadomoéci sygnalizacyjnych i zarzgdzanie siecig sygnalizacyjng.
Kierowanie wiadomodéci odbywa sie w oparciu o informacje zawarte w ety-
kiecie identyfikujgacej poczgtkowe i docelowe punkty sygnalizacyjne, W
sieci SYNKOM punktami sygnalizacyjnymi sg odpowiednie zespoly sygnali-
zacyjne central i koncentratoréw. Nie sg nimi transpleksery TPX, ktére
pelnia role punktéw transferowych, Wiadomodci sygnalizacyjne dotyczgce
przydzialu kanatéw podstawowych stanowigce rozszerzenie systemu nr 7,
sq odbierane i przetwarzane przez sterowanie TPX przez wykorzystanie
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kodéw rezerwowych w czedcl uiytkownika (DUP), po czym bez zmiany prze-
kazywane dalej w 2gcze sygnalizacyjne do wspéipracujgcej centrali komu-
tacyjine].

3,4, Poziom uzytkownika teledacyjnego DUP

Poziom 4 DUP okreéla zalecenia Q.741 (X.61). Funkcﬁ tego poziomu
okreélajg procedury sterowania wywolaniem poigczern, realizacji i kaso=-
wania udogodnien dla ustugi teledacyjnej o komutacji Xgczy. Informacje
sygnalizacyjne zwigzane z realizacjg tego poziomu sterowania sg przeka-
zywane za pomoca sygnatéw i wskaZnikéw tworzacych wiadomosci sygnaliza-
cyjne w formatach o zmiennej dlugodci. Rozréznia sie¢ naste¢pujace rodza-
je wiadomosci sygnalizacyjnych:
- wiadomodci adresowe
- = T o akceptacji wywotania
- - o odrzucenia wywotania
- - o rozigczeniowe
- - statusu igcza
- - o identyfikacji 1linii wywolujacej
- - . rejestracji i kasowania udogodnien

4, Stan zaawansowania projektu

W roku biezgcym przewiduje sie¢ zakoriczenie projektéw studialnych u-
rzadzend wewngtrzsieciowych dla sieci SYNKOM (koncentratora, translacji,
transpleksera, wzywaka i DCE). Przewiduje sie, %e do korica lat osiem-
dziesigtych zostang opracowane i wykonane prototypy wszystkich urzadzed
tacznie z centralg komutacyjng. Uruchomienie sieci o ok. 2000 zakoriczen
abonenckich przewidziano w latach 1990-92,

IMPLEMENTATION OF SIGNALLING SYSTEM No 7 CCITT
IN THE SYNCHRONOUS DATA NETWORK WITH CIRCUIT COMMUTATION SYNKOM

Signalling System No 7 CCITT and its inplementation in the projected
data network SYNKOM has been described. Generaly technical requirements
and project of interechange equipemsnt TPX has been presented,

YHOTPEBIEHUE CUCTENMH CUTHAJIVIBAUIMA HOMEP 7 CCITT :
B CVHXPOHHOA CETH IIEPEIAYY HAHHHX C KOMMYTAL/E/] KAHAJIOB "SYNKOM"
OnncaHH ofim¥e TeXHAYeCKWe TPeCOBAHAA K CUCTEeMe CUTHAIA3AUUM HOMED
7 CCITT, NPOEKTHDPOBAHHONA I/A CETH Iepelaul IHAHHHX C KoMMyTauuei# KaHaNIoB
"SYNKOM® . peNCTABIEH MeTOXN yHoTpelneHus ycTpoiictBa PCM B MEXIYy310BHX
COeNMHEHUAX CEeTH,
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METODOLOGIA PROJEKTOWANIA SYSTEMU
POMIAROWO~DIAGNOSTYCZNO~-STERUJACEGO W SIECI KOMPUTEROWEJ

W artykule przedstawiono strukture systemu pomiarowo-~diagnostyczno=
-gterujgcego dla potrzeb podsieci komunikacyjnej sieci komputero=-
wej. Zaproponowano metodologie projektowania systemu o takiej
strukturze. Artykut powstat w wyniku doswiadczen zdobytych w trak-
cie projektowania i implementacji systemu pomiarowo~diagnostyczno=-
-gterujgcego dla Miedzyuczelnianej Sieci Komputerowej.

1. WSTEP

Celem systemu pomiarowo~diagnostyczno=-sterujgcego (SPS)w sieci
komputerowej jest zbieranie informacji o pracy sieci oraz przetwarza=-
nie ich pod kgtem potrzeb i zastosowan takich jak sterowanie siecig,
oceny efektywnosci pracy sieci oraz jej diagnostyki. Projektowanie i
wdrazanie takiego systemu powinno byé prowadzone réwnolegle z podobny-
mi czynnosciami odniesionymi do catej sieci.

i/ artykule przedstawiono metodologie projektowania systemu SPS, na
przyktadzie takiego systemu zrealizowanego dla sieci IISK.

Proponowany system znajduje sig¢ w warstwie sieciowej i kongtruowa~
ny jest metodg syntetyczng zwang wstepujgca. Struktura SPS jest pozio=
ma. Na kazdym poziomie definiuje sig zbidr funkcji. Funkcje te stano~-
wig ustugi realizowane przez pewne srodowisko programowe okreslone na
danym poziomie. Tworzg one elementarne narzedzia, ktdére kgczone na
wyzszych poziomach systemu  prowadzg do uzyskania poszukiwanych rozwig-
zan systenu.

2. STRUKTURA SYSTEMU

Niezaleznie od opisanych w nastepnych punktach metod projektowania,
najistotniejszg cechg systemu jest jego wynikowa struktura. Struktura
ta charakteryzuje si¢ wyrazZnie zaznaczonymi poziomami ustawionymi

* Politechnika Wroczawska, Centrum Obliczeniowe
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hierarchicznie wzgledem siebie. Zmniejsza to ziozonosé systemu, a takze
utatwia projektowanie, uruchamianie, testowanie i pielegnacj¢ systemu.

Mozna wyrdznié dwie podstawowe struktury powigzan miedzypoziomo-
wych (rys. 1a i 1b).

Rys. 1. Struktury powigzan miedzypoziomowych

Fig. 1. The structure of levels connections
W pierwszym przypadku (rys. 1a), kazdy poziom moze odwotywad gie tylko
do poziomu bezposrednio go poprzedzajgcego, skgad wynika jednakowa do=-
stepnosdé wszystkich moduidw danego poziomu. Druga przedstawiona struk-
tura (rys. 1b) dopuszcza odwolywanie sig moduidéw danego poziomu do
wgzystkich nizszych poziomdw.

Projektowanie systemu pomiarowo~diagnostycznego podsieci komunika-
cyjnej wymaga uwzglednienia dwdch naktadajgcych sie na siebie struktur.
Pierwsza z nich to struktura zewnetrzna SPS, ktdra wynika 2z samej stru=-
ktury sieci, z naturalnego etapu jej tworzenia i sktada sig¢ z trzech
poziomdéw. Druga struktura to moduiowa implementacja kazdego z tych
trzech poziomdw.

2.1. Struktura zewngtrzna SPS

System pomiarowo-diagnostyczny budowany jest w trzech etapach.
Pierwszy etap dotyczy konstrukcji systemu SPS w weZle. Wzajemng komuni-
kacje systemdéw weztowych stuzgcg do wymiany informacji zapewnia drugi
etap, natomiast w trzecim rozbudowuje si¢ system o mechanizmy sterujg-
ce. Te trzy etapy odpowiadaja trzem poziomom hierarchii (L1,L2,L3) w
strukturze systemu stanowigcym systemy: lokalny, rozproszony oraz
scentralizowany. Kazdy z tych poziomdéw jest zamknigtym'w gsensie funkcjo=~
nalnym,systemem.

Celem poziomu lokalnego jest stworzenie bazy danych oraz mozliwos-
ci monitorowania danych w kazdym weZle. Produktem koricowym poziomu
rozproszonego sg mechanizmy przesyiania informacji pomigdzy weziami
jakiml sg pakiety pomiarowo~-diagnostyczne. Poziom trzeci zwany scentra-
lizowanym prowadzi do ostatecznego celu projektu, jakim jest sterowanie
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gystemem podsieci z jednego wyrdznionego wezia.
Struktura SPSu wraz z powigzaniami migdzypoziomowymi przedstawiona

jest na rys. 2.

L1 Poziom lokalny

Poziom

Le rozproszony

L3 Poziom
gcentralizowany

Rys. 2. Struktura systemu SPS
Fig. 2. The structure of the SPS
Kazda z funkcji zdefiniowanych na danym poziomie jest mechanizmem
dostepnym na tym poziomie oraz z poziomu wyzszego. Taka stiruktura
hierarchii, odpowiadajgca przedstawionej na rys. 1b, daje dobra struk-
turalizacje systemu przy jédnoczesnej dostepnosci wszystkich mechaniz-

méw poziomdéw nizszych z nastepnych.

2.2. Struktura poziomu

Kazdy poziom charakteryzuje sig¢ budowg warstwowg. Wewngtrz poziomu
zachowane sg powigzania miedzywarstwowe zgodne z rys. la.

Kazda warstwa charakteryzuje sie¢ zbiorem pewnej liczby usiug re-
prezentujacych okreslone funkcje systemu. Prawidtowe zakwalifikowanie
ustugi do danej warstwy wynika ze gpogsobu definiowania ustugi i jej
wykorzystania.

W warstwie pierwszej,zwanej podstawowa,znajdowaé sie muszg te ele=
mentarne us?ugi, ktdre sg niezbedne do realizacji poziomdéw wyzszych.
Reprezentacja okreélonych usiug (funkcji) w poziomach sg moduty.

W kazdej warstwie Li wyrdéznid mozna 3 grupy moduidws
- niezalezne, tworzace zbidr {M(Li)}

- powigzane poziomo w warstwie, tworzgce zbidr {K(Li)}
- powigzane miedzy warstwami, tworzgce zbidr {W}

Elementami zbioru {M(Li)} sq moduly m;, reprezentujace niezalei-
ne od siebie funkcje, ktdére charakteryzujg sig jednakowg dostepnoscig
Zz innych warstw oraz nie majg polgczeri poziomych w warstwie Li. Przy=-
ktadem takich moduiéw z rys. 3 sa Fq,(L1), F5(L1), Fio(L2). Modut k;
nalezy do zbioru {K(Li)} wtedy, gdy modui 1, bedacy moduiem warstwy
Li zalezy od moduiu Ki, co zapisuje sie¢ jako 1i>- ki' Tak wiec oba
moduty (krli) nalezg do tej samej warstwy. Przyktadowo, elementem ki
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w warstwie pierwszej jest F12(L1), poni ewaz F12(L1) — Fﬂ(L‘l) .

Elementy w, zbioru {W} nalezg do rdéznych warstw, z tym, Ze obo-
wigzuje zaleznosé sz—wk dla j=>>1 gdzie j,l sa warstwami.BElement
F,,(11) nalesy do zbioru W} ,poniewes P, L2 & Fp, L1
Konsekwencja wyrdznienia w strukturze zbiordw 1, K 1 VW sg wskazdwki do
projektowania poszczegdlnych moduids. Przyktadowo, elementy ki powinny
byé modutami wielowejsSciowymi o wysgokiej niezawodno$ci z optymalnym
kodem gwarantujacym duza szybkosé wykonania, nawet kosziem wieksze]
zajetosci pamieci, podczas gdy takich ostrych wymagari nie stawia sig
modu¥om zbioru {I(Li)} .

3. METODOLOGIA PROJEKTOWANIA 3SPS

Strukturg warstwowg systemu mozna uzyskaé w wyniku projektowania
metodg analityczng bgdz syntetyczna. lMetoda analityczna zwana projekto~
waniem zstepujgcym lub projektowaniem przez kolejne uscislenia, polega
na -precyzyjnym okresleniu ostatecznej postaci efektu kordcowego rozwig-
zywanego problemu oraz kolejnym rozkiadaniu go na podproblemy, az do
uzyskania funkcji prostych, rozwigzywalnych na poziomie pojed podstawo~
wych. Ta przejrzystosé struktury i naturalne uwarstwienie systenu sa
najwigckszymi zaletami metody. lletoda ta jest gsterowana przez problen,
ktéry ma bydé rozwigzany. Kazdy kolejny krok projektowania stanowi kom~
pletne, coraz bardzie] uszczegdXowione rozviigzanie problenu.

lletoda syntetyczna zwana projektowaniem wste¢pujgcym w przeciwieri~
stwie do poprzedniej, sterowana jest ustuga. Projektowanie rozpoczyna
si¢ od sformuzowania werstwy pojeé podstawiowych, a nastegpnie Xgczeniu
ich w kolejnych warstwach w pojgcia coraz bardziej abstrakcyjne, aby w
wyniku osiggnaé ostateczne rozwiigzanie. lietode syntetyczng stosuje sig
w projektowaniu systemdw stanowigcych zbidr ustug, tj. wszedzie tanm
gdzie trudno jest sformutowaé jednolity problem atwy do rozwigzania
netoda analitycznge.

SPS stanowi przyktad systemu, ktdrego celem jest dostarczanie ustug
pomiarowych, diagnostycznych 1 sterujgcych dla podsieci. Dlatego tez
w projektowaniu tego systemu stosuje sic metodg syntetyczng bgds miesza-~
ng bedgca poigczeniem obu netod. U/ projektowaniu syntetycznym istotnym
problenen jest zdefiniowanie elementdw w warstwie podstawowej. Zapro-
Jextowanie tej viarstwy w duzym stopniu wpiywa na sposdb osiggniecia
produktu koncowego struktury. Na rys. 3 przedstawiono zawartodd posz-
czegdlnych viarstw lazdezo z trzech poziomdw 5P3u. Poszczegdlne funicie
oznaczono symbolani Fij(lk), gdzie 1 oznacza numer warstuy na dany:
poziomie, j =~ xolejng funkcje¢ w danej warstwie, a & - numer pozionu.
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Na poziomie lokalnym, w celu utworzenia bazy danych zdefiniowano
ustugi okreélone modutami F11(L1), F12(L1), F13(L1), F14(L1) dotyczg-
ce zbierania danych podstawowych.loga one byé sterowane zegarem bads
zdarzeniami,

0 wyprowadzaniu danych stanowig moduty F14(L1) o oo F18(L1} doty=-
czace przydziatu pamigci dla celdw buforowania wyprowadzanej infor=
macji, konwersji koddw, sterowania odpowiednimi urzgdzeniami i zapew-
niajgce konunikacje miedzy operatorem a weziem.

Poziom rozproszony realizuje komunikacje pomiedzy weztami poprzez
zbidr pakietdw pomiarowo-diagnostycznych. Warstwa podstawowa poziomu
12 zawierad musi wszystkie mechanizmy konieczne do wymiany informacji
pomiedzy weztami. Stuzg one do wysytania pakietdéw pomiarowych oraz ich
odbioru i obstugi ( moduiy F11(L2) T F16(L2ﬂ . Mechanizmy te korzys-
tajg dodatkowo z pewnych funkcji wprowadzonych na poziomie lokalnym.
Jest to przydziat pamiegci F14(L1) konieczny do utworzenia pakietu,
mechanizm zbierania zdarzen F13(L1) wykorzystywany przy tworzeniu
pakietdw generowanych przez wezet bez udziatu operatora (samoistnych)
oraz zegar F11(L1) kbnieczny do generowania pakietdw cyklicznych.
Deszyfracja komend operatorskich F16(L1) konieczna jest do tworzenia
pakietdw inicjowanych przez operatora. W wargtwie podstawowe] poziomu
L2 musi znaleZé sie ustuga umozliwiajgca przesytanie pakietdéw pomiaro-
wych migdzy wezlami podsieci F14(L2) . ilechanizmy stuzgce do odbioru
pakietdéw pomiarowych sprowadzajg sie do rozpoznawania tych pakietdw
(F15(L2)) oraz ich obsiugi {F16(L2H zgodnej z typem i rodzajem pakietu.

Mounitorowanie oraz pamigtanie danych z podsieci w kazdym z weztdw
sieci realizowane jest poprzez wykorzystanie ustug takich jak wyprowa=
dzanie danych na dysk oraz urzgdzenia zewngtrzne, ktdre zostaly zdefi~
niowane na poziomie lokalnym (moduty F22(L1) i F23(L1)).

Najwyzszy poziom SPSu dostarcza dodatkowe ustugli zwigzane ze stero~
waniem podsiecig, diagnozowaniem jej, zbieraniem statystyk jej pracy i
ich przetwarzaniem. Wszystkie te funkcje mozna uzyskaé wyrdzniajac
jeden z weztdéw w zakresie mozliwosci sterowania, co jest niemozliwe na
poziomie systemu rozproszonego. \V warstwie podstawowej poziomu scentra-
lizowanego (LB) muszg byé umieszczone funkcje tworzenia rekorddw dzien-
nika podsieci (F22(L3)) oraz tworzenia i obstugi pakietdéw sterujgcych
(F11(L3)L(F12(L3)). Warstwa podstawowa tego poziomu wielokrotnie ko~
rzysta z ustug zdefiniowanych na poziomach nizszych.
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4. ZAKONCZENIE

Wybdr syntetyczne]j metody projektowania SPS dla potrzeb podsieci
komputerowej uzasadniony jest wymaganiem elastycznego systemu dostoso-~
wanego do potrzeb i mozliwosci danej sgieci i jej uszytkownikdw. Takie
podejscie daje w wyniku strukture otwartg w sensie podatnosci na roz-
szerzenia i modyfikacje istniejgcych juz moduldw. System taki charak-
teryzuje sie zdolnoscig wyigczania na sgtate lub chwilowo pewnych
funkcji pomiarowo=diagnostycznych, doktgaczania nowych funkcji np. do-
datkowych pakietdw, punktéw zbierania danych itp. Wszelkie modyfikacje
SPS wynikajg 2z ciggtego rozwoju sieci komputerowej i to zardwno od stro-
ny sprzetowej, jak i usitugowej.
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THE DESIGNING OF THE CONTROL AND MEASUREMENT SYSTELI
IN THE COMPUTER NETWORK

In the paper the structure of the control and measurement system
for the subnetwork of the computer communication network éis presented.
The methodology for construction of such system is proposed. The paper
has been prepared as a result of the experience with the project and
its implementation of the control and measurement system for Inter-
university Computer Network MSK.

METONOJOTHA MPOEKTMPOBAHWA MIMEPUTEIEHO-ITYATHOCTUYECKH
YIIPABIAIEA CHCTEMH B BlUVCIATENBRHOA CETH

B craTee mpencTaBieHa CTPYKTypa A3MEPATENBHO-IMATHOCTUYECKA yIpaB-
aqAomet cnmcTeMH, OpHMeHAeMO#f B KOMMYHHKAIWOHHO! BHUMCAMTENBHOX CeTH.
[IpensaraeTca METONOJOTAA NPOEKTHPOBAHAA CHCTEMH G TaKo# CTPyKTypoi.
CraTel HanmAcaHa Ha 6as3e ONHTA, NPAOGPETEHHOI'O NPDU IPOEKTAPOBAHAE A AM-
ONeMEHTAIAR R3MepHUTENbHO-INATCHOCTAUECKA yIpaBidbme# CHCTEMH IIA Mexmy-
BySOBOKO# BuumcianTenbHo# CeTa.
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MODEL USLUG TRANSFERU ZBIORU
W SIECI KOMPUTEROWEJ

Zakres ustug informatycznych sieci komputerowej wyznaczony Jjest
przez sume¢ usiug Swiadczonych przez poszczegdlne systemy kompute-
rowe wchodzgce w jej sktad oraz mozliwosci rgcznego wykorzystania
ustug réznych komputerdéw. W pracy skoncentrowano sig¢ na jednej z
ustug sieciowych, a mianowicie na ustudze transferu zbiordéw i za-
dan. Podano zardéwno ogdlng koncepcje systemu transferu zbiordw i
zadan, jak i opisano przyktadowy jegzyk dostepu do tego typu usitug.
Jako baze¢ przyjeto aktualnie konstruowang sieé¢ komputerowg MSK.

1. WPROWADZENIE

Zakres usiug informatycznych sieci komputerowej wyznaczony Jjest
przez sumg ustug Swiadczonych przez poszczegdlne systemy komputerowe
wchodzgce w jej skiad oraz mozliwoéci tgcznego wykorzystania ustug réz-
nych komputerdw. Sposéb postugiwania sie pojedynczymi komputerami jest
wyznaczony indywidualnie dla kazdego typu systemu cyfrowego przez stan-
dard jego systemu operacyjnego (uzytkownik ma mozliwo$é korzystania we-
diug lokalnego standardu z zasobdéw informacyjnych pojedynczego wybranego
systemu), natomiast posiugiwanie sie grupa komputerdéw jest mozliwe dzig-
ki dodatkowym usiugom, nazywanym ustugami sieciowymi, w sklad ktdérych
wchodzg ustugi transferu zbiordw i zadan. Pozwalajg one uzytkownikowi
aktualnie pracujacemu w dowolnym wybranym przez siebie komputerze na
dokonywanie operacji na zbiorach znajdujgcych sie¢ w innych komputerach
(zakladanie i kasowanie zbiordéw), w tym przenoszenie informacji pomiedzy
komputerami oraz przesylanie zadan do wykonania do innych komputerdw z
mozliwo$cig wydania dyspozycji dotyczgcej dystrybucji wynikéw. Imple-
mentacja tych usiug jest zazwyczaj zlokalizowana w komputerach oblicze-
niowych (KO). Niniejsze opracowanie podaje przykiadows charakterystyke
prostego systemu oferujgcego powyzsze usiugi,

*  Politechnika Wroctawska, Centrum Obliczeniowe
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2. SYSTEM TRANSFERU ZBIOROW I ZADAN

System Transferu Zbioréw i Zadan (System TZZ) jest systemem transak-
cyjnym, tzn. systemem, ktéry polecenie uzytkownika przyjmuje jako zlece=-
nie, wykonywane niezaleznie od dalszej dziatalnos$ci uzytkownika. Uzytkow-
nik wykorzystujgcy ustugi Swiadczone przez System TZZ ma mozliwosé wy-
dania dwéch rodzajéw zleceri: pierwszego definiujacego transfer zbioru
i drugiego definiujgcego transfer zadania. Ustuga transferu zbiordéw po-
zwala uzytkownikowi na wydanie polecenia przeniesienia informacji stano=-
wigce]j zbidér z jednego KO do drugiego. Polecenie to wydawane jest przez
uzytkownika w jednej interakcji pomigdzy uzytkownikiem a Systemem TZZ,
Wynika stqd; 2e wszystkie szczegély dotyczgce transferu, jak identyfi-
kacja systemu docelowego, nazwa zbioru, kierunek transferu itp. muszg
byé zdefiniowane przez uzytkownika przed rozpoczeciem transferu. Po wy-
daniu polecenia uzytkownik ma mozliwos¢ uzyskania informacji o stanie
zaawansowania wykonania zlecenia lub jego odwoXania. Po zakonczeniu
realizacji zlecenia uzytkownikowi dostarczona jest wiadomosé o jego po-
my$§lnym lub niepomyélnym zakoriczeniu., Zlecenie dotyczgce transferu zbio-
ru moze dotyczyé réwniez przestania zbioru do odlegiego systemu w celu
wydrukowania jego zawarto$ci na drukarce., Usituga transferu zadad jest a-
nalogiczna do ustugi transferu zbioréw, Polega ona na zaméwieniu trans-
feru zbioru zawierajgcego opis zadania do odlegtego systemu komputerowego
i umieszczeniu zadania w kolejce zadar. Polecenie transferu zadania jest
podobne do polecenia transferu zbioru. Réznica lezy jednak nie tylko w
miejscu przeznaczenia zbioru, ale réwniez w dalszych mozliwosciach u~-
2zytkownika odnosnie manipulacji wydanym zleceniem.

Zbiory, ktére uzytkownik moze przesytaé przez sieé muszg nalezeé do
kategorii zbioréw transformowalnych przez System TZZ, Ograniczenia trans-
formacji wynikajg z cech obu biorgcych udzial w transferze systeméw kom-
puterowych (np. rézme zestawy znakéw graficznych), jak réwniez z cech
programéw TZZ, Ograniczenia transformacji mogg oznaczaé brak mozliwosci
przestania zbioru lub jego deformacje polegajaca na zamianie niektérych
znakéw na inne, pominigciu niektérych znakéw, obcigciu rekorddéw, itp.

Wewngtrzna struktura oprogramowania systemu TZZ oparta jest na pro-
tokolach transferu zbioréw oraz transferu zadath (np.: [1, 5]). Protokoty
te definiujg sposéb komunikacji pomiedzy modutami systemu zlokalizowany-
mi w poszczegélnych systemach komputerowych. Protokoly sg jgzykami doste-
pu do ustug zdalnej pamigci zbioréw i zdalnej stacji przetwarzania zadan.

3. JEZYK UZYTKOWNIKA
Komunikacja uzytkownika z Systemem TZZ jest wlgczana do Jezyka Opisu
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Zadari (JOZ) kazdego z lokalnych systeméw operacyjnych., Jest to kon-
strukcyjnie i1 uzytkowo wygodne rozwigzanie., Pozwala ono uzytkownikowi
na przekazanie dyrektyw do Systemu TZZ za pomocg (makro) komend JOZ
(np.: w systemie GEORGE-3 niezaleznie od trybu wykonania zadania -
interakcyjnie wsadowo) oraz otrzymywanie informacji od systemu TZZ
w sposdéb analogiczny od innych informacji z systemu operacyjnego. Ca=-
ta komunikacja uzytkownika z Systemem TZZ moze odbywad sig poprzez zbio-
ry: makrokomendy dopisujg lub usuwajg komunikaty ze zbiordéw komunika-
cyjnych zwanych "skrzynkami pocztowymi", a wigc nie obowigzuje ‘.adna
synchronizacja dziatan uzytkownika z dziatalnoscig Systemu TZZ. Oznacza
to, Ze makrokomendy mogg byé wydawane w dowolnym czasie, niezaleznie
od siebie i niezaleznie od wykonywanych transferdw.

Definiujgc zalecenie dla Systemu TZZ, uzytkownik dysponuje czterema
makrokomendami interpretowanymi przez System TZZ:

a) Makrokomenda TRANSFER - definiuje zlecenie przestania zbioru mig-
dzy dwoma systemami komputerowymi; stosowana jest réwniez do przestania
zbioru zawierajgcego zadanie z polecenia wykonania jego w odlegiym sys-
temie komputerowym.

b) Makrokomenda WHATORDER - definiuje zapytanie o status poprzednio
wydanego zlecenia TRANSFER (w tym réwniez status zadania wykonywanego
w odlegiym systemie).

¢) Makrokomenda MODIFYORDER - definiuje zlecenie skasowania poprze-
dnio wydanego zlecenia TRANSFER (rdéwniez zadania uruchomionego w odle-
gtym systemie),

d) Makrokomenda MAIL - definiuje zlecenie wyprowadzenia komunikatdéw
Systemu TZZ zawartych w skrzynce pocztowej uzytkownika,

Kazda makrokomenda zawiera szereg opcjonalnych pozycji, ktérych kom-
binacja stanowi treéé zlecenia. Ze szczegdlowymi formatami makrokomend
mozna zapoznaé¢ sie z dokumentdéw specyfikujgcych interfejs uzytkownika
do Systemu TZZ w danym typie systemu cyfrowego (np.: dla m.c. serii O-
dra 1300 pracujgcych pod systemem GEORGE-3 z opracowania [2]).

Pierwsza z makrokomend, makrokomenda TRANSFER umozliwia uzytkowniko-
wi przestanie zbioru do innego systemu komputerowego. Miejscem przezna-
czenia moze byé lokalna pamigé zbiordw (transfer zbioréw), zdalne u-
rzadzenie zewnetrzne - np. drukarka (transfer dokumentdéw) oraz lokalna
kolejka zlecerd systemu (transfer zadad). Dla kazdego z tych zlecen u-
zytkownik ma do dyspozycji dwa tryby jego wykonania:

a) transfer bezwarunkowy (stosowany do przesytania zbiordéw istnie-
jacych w momencie wydania zlecenia),

b) transfer oczekujacy (przed rozpoczeciem wykonywania zle:enia
sprawdzany jest warunek istnienia zbioru, fakt jego nieistnie-
nia nie powoduje odrzucenia transferu, ktdéry zostaje odlozony
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do momentu jego zatozenia, - umozliwia to zamdwienie przesiania
zbioru przed jego zatozeniem).
Drugi z trybdw pracy makrokomendy TRANSFER moze byé miedzy innymi stoso-
wany do definiowania wewngtrz wykonujacego sie¢ zadania transferu zbioru
monitorowania, tego zadanigz, ktéry jest zamykany (powstaje) dopiero po
zakoriczeniu przetwarzania zadania,

Druga z makrokomend stuzy do uzyskiwania informacji o stanie zaawan-
sowania wydanego polecenia TRANSFER badZ zadania uruchamianego w odlege-
lym systemie komputerowym. Mozliwe sg trzy opcje omawianej makrokomendys

1) umozliwiajgca otrzymanie informacji dotyczacej stanu zaawansowa-
nia wszystkich polecen wydanych przez danego uzytkownika (odpo-
wiedzi sg generowane na poziomie lokalnego wzgledem uzytkownika
Systemu TZZ, a wigc nie zostang otrzymane odpowiedzi dotyczgce
stanu zaawansowania zadarn uruchamianych w odlegiych systemach
komputerowych),

2) umozliwiajgca otrzymanie informacji dotyczacej konkretnego po-
lecenia na poziomie lokalnego Systemu TZZ (stosowana dla makroko-
mend TRANSFER wykorzystywanych do przestania zbioru),

3) umozliwiajgca otrzymanie informacji o stanie zaawansowania kon-
kretnego zlecenia (zadania uruchamianego w odleglym systemie
komputerowym) na poziomie lokalnego i odlegego Systemu TZZ.

Trzecia z makrokomend, makrokomenda MODIFYORDER stuzy do skasowania u=-
przednio wydanej makrokomendy TRANSFER, Podobnie jak w przypadku makro-
komedny WHATORDER,polecenie moze by¢ wykonywane na poziomie lokalnego
(stosowane w przypadku transferu zbioréw) badz lokalnego i odlegtego
Systemu TZZ (stosowane dla transferu zadan).

Ostatnia z makrokomend, makrokomenda MAIL, stuzy do otrzymywania
zawartosci skrzynki pocztowej uzytkownika. Generowane przez System TZZ
raporty, dotyczgce postepu w realizacji zlecenia sg w trakcie jego re=-
alizacji wyprowadzane na koncdwke interakcyjng oraz wprowadzane do
skrzynki pocztowej uzytkownika, w zwigzku z czym. nie musi on na biezg-
co $ledzié raportdéw (np.: moze wylgczyé koricéwke), poniewaz ma mozliwos$é
otrzymania ze swojej skrzynki wszystkich zgromadzonych w niej od ostat-
niego oprdéznienia raportdéw Systemu TZZ,

4, PRZYKLADOWE WYKORZYSTANIE USLUG SYSTEMU TZZ

Poczatkowo uzytkownik, ktdéry zyczy sobie wykonania obliczen w odleg-
tym systemi> komputerowym w trybie wsadowym wspéidziata z lokalnym sys-
temem operacyjnym w celu utworzenia zbioru zawicrajgcego opis zadania,
Opis ten powinien zawieraé co najmniej jedng makrokomende TRANSFER,
potrzebng do zwrotnego transferu wynikéw obliczen do systemu lokalnego
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wzgledem uzytkownika., Podobnie w celu otrzymania peinego monitorowania
z przebiegu wykonywania zadania, uzytkownik umieszcza w opisie drugs
makrokomendg TRANSFER, tym razem definiujgcg transfer oczekujacy utwo-
rzonego zbioru monitorowania jego zadania, Nastepnie wydaje makrokomen-
de TRANSFER dotyczaca przeniesienia zbioru z zadaniem do odlegiego sys—
temu. Po jej wydaniu moze kontynuowaé prace w lokalnym systemie, otrzy-
mujgc jednoczesdnie komunikaty o przebiegu realizacji wydanego polecenia
(z perspektywy ustug Systemu TZZ). W dowolnym momencie moze zapytaé o
postegp w wykonywaniu zadania wykorzystujgc makrokomendg WHATORDER., Po
wykonaniu zadania dokumenty wyjsciowe sg rozsylane do okreslonych w ma=-
krokomendach TRANSFER miejsc docelowych (np.: zdalna drukarka systemu,
w ktérym uzytkownik). Mozliwe jest rdéwniez postepowanie odmienne, cha-
rakteryzujace sig¢ tym, Ze wyslane zadanie nie zawiera zadnych makroko-
mend TRANSFER, natomiast wyniki zadania sg zapamig¢tywane w pamigci zbio-
réw odlegtego systemu, W tym przypadku uzytkownik moze w dowolnym cza-
sie (po zakorczeniu przetwarzania zadania) Sciggngé zbiory do swojego
lokalnego systemu wydajgc makrokomendg TRANSFER definiujgcg tzwe. tran-
sfer odwrotny (kierunek transferu; od systemu odlegtego do systemu lo-
kalnego),

5. PODSUMOWANIE

Uzytkownik wykorzystujgcy powyzej opisane ustugi Systemu TZZ moze
postugiwaé sie nimi w sposéb analogiczny do tradycyjnych ustug syste-
méw komputerowych, tzn. zardéwno z zadania interakcyjnego, jak i zada-
nia wsadowego. Umozliwiajg one uzytkownikowi:

a) przenoszenie zbioru miedzy réznymi KO,

b) przestanie zadania do uruchomienia w odlegtym systemie kompute-

rowym oraz otrzymanie wynikdéw z jego przetwarzania,

c) zaniechanie wykorzystania zadania w odlegiym systemie komputero-

wym,

d) zaniechanie wykonywania wydanego polecenia,

e) uzyskanie informacji o stanie zaawansowanego wykonywanej ustugi,
Realizowane przez tego rodzaju System TZZ ustugi pozwalajg na zdefinio-
wanie transferu poprzez Jjeden zapis w dowolnym jezyku programowania, co
znakomicie-utatwia ich implementacje w réznych jezykach.
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MODEL OF FILE TRANSFER SERVICE IN COMPUTER NETWORK

The range of informatics services provided by a computer network
is constituted by aggregate services of individual computers and
possibilities of using computers together. Paper deals with one

of services based on a combined use of computers - a file and job
transfer service. It gives a general concept of a system providing
the service as well as an example of a service access languages.
This is based on solutions undertaken in the MSK computer networky

MOIEND [EPEIAUV ®AAIOB 4 3AIAY B BAYMCIUTENEHOA CETH

06BEM RHPOPMATHYECKAX YCAYI' BHYHCJIHTENBHON CeTH OIpeneaseTCA COBO-
KyOHOGTEHD YCJIYyT' OPENOCTABIAEMHX OTHEeNBHEMA BHYACAATENBHEMH MAMWHAMA
R BO3MOXHOCTAME HX COBMECTHOI'0O MCIONB30BAHMA. B cTAThE paccMaTpmBa=-
eTCA ONHA B3 yCIyr', OCHOBAHHHWX HAa GOBMECTHOM HMCIIOJB30B3HHA YCIyT
PasHHX MaWMH - nepemada ¢aitnoB m 3amad. [pemraraeTca odmasd KOHOEN-
IMA CACTEMH, IperocTaBiaspme# 3Ty yeJayTy W IpUMED A3HKA IOCTyIa

K Taxoft ycrmyre. 0630p OCHOBAH HA DEMEHAAX, NPAHATHX B BHIACIATENb-
Hoft ceT” MSK.
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SOLVING THE PROBLEM OF STORE~AND-FORWARD
DEADLOCKS IN PACKET-SWITCHING COMPUTER COMMUNICATION
NETWORKS

Store-and-forward deadlock (SFD) is a situation in which there is a
group of packets that cannot move towards their destination nodes be-
cause of circular waiting for acceptance by the nodes requested to be
to be visited next. The problem is to find a rule which controls the
flow of packets through the network in such a way that ila packet lea-
ves a node only upon acceptance by the next node, iilarbitrary routing
rule is allowed, i1ii)SFDs are prevented. A new method of SFD preven=-
tion is presented which exploits the idea of circulating token: only
a packet carrying a token is allowed to seize the last free buffer in
a given node.

1. NETWORK DESCRIPTION

A packet-switching network consists of nodes connected via channels.
Each node stores packets using its buffer pool and is able to perform no-
rmal store-and-forward operations like accepting/rejecting input packets
and routing, queueing and transmitting output packets. Typical network
protocols require that packet identifiers should be attached to packets
on entering the network in order for all packets in the network to be di-
stinguishable. Thus one might say that a global classification of packets
is introduced with the constraint that no two packets in the network can
belong to the same global class. In general, for flow control and/or dead-
lock freedom purposes, some local classification is also needed i.e.,
assigning packets to local classes in each node. As for routing, assume
that there is a prespecified set of potential packet routes (i.e., sequ-

ences of consecutively visited nodes). To formalize, a packet-switching

* Politechnika Gdariska, Instytut Telekomunikacji
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network will be described as a quintuple <N, b, G, L, P) where N, G, L
and P are finite nonempty sets and b: Nsﬁj,2,...} is a function with the
following interpretation: N - set of network nodes, bn - buffer pool size
in node n (i.e., the number of buffers each of which can hold one packet)
G - set of global classes, L = LjneNLn - set of local classes (a packet
visiting node n is assigned to one of the local classes belonging to Ln),
PcN* - set of packet routes (N* is the set of all sequences the elements
of which belong to N). Let ||P|| be the maximal length of a route in P and
ReNxN be the set of pairs (am, n) such that n immediately follows m in so-
me route in P, In accordance with practical solutions applied in many e-
xisting networks we treat buffer pools in nodes as reusable resources
which satisfy the "mutual exclusion", "wait-fot" and "no-preemption" con-
ditions [2] thereby making the occurrence of a SFD possible.

A network state is of the form X = LJneNXn < GXLXR where Xn is node
n state defined as Xn = i(g, 1, n, n’)lgeG and 1€Ln and (n, n’)eR}
and (g, 1, n, n’) represents a packet, g and 1 being its global and local
class respectively, n - node currently visited, n’ - node requested to
be visited next. Thus X_is the set of packets currently visiting node n.
S, ={_Xn| IXn|{ bni and S =§.x (Xnesn for all néN§ are the sets of fea-
sible node n states and network states respectively ( |*| denotes cardina-
lity). An action causing state transition will be called packet move; by
this we mean, like in [11], either generation l(acceptance of a packet by
its source node) or passing (acceptance of a packet by the node requested
to be visited next and subsequent removal of this packet from the node
visited previously) or consumption (removal of a packet from its destina-
tion node). Let Ang;Lxsn be the accepting set in node n that is, (g, 1,
m, n) can pass iff (1, Xn)EAn. This applies to generation as well (in
which case we assume that m is an"artificial® node outside the network)
whereas consumption is always allowed.

As a result of a packet move we shall observe a network state transi-

)

tion. Let mod( Sm><Sn->me n be a function which governs

gy, 1, m, n):
network state transitions due to packet (g, 1, m, n) passing. If (xm, Xn)
were the states of nodes m and n just before passing then the resulting
network state should satisfy the following constraints: \Xé, Aé) 3

€ mod n)‘km’ Xn) and L. = Xn' for all n’#m,n. In case of ge-

g, 1, m,
neration (consumption) only source (destination) node state will be in-
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volved in the corresponding state transition.
A rule which controls packet moves and performs subsequent state
transitions, or a controller, can now be defined as a triple C =
= = € =
<L, A, mod) with A {Anl neNj and mod {mOd(g,l,m,n)
€ GXLXR§ . Note that controllers in which acceptance/rejection decisions

l(g, 1, my, n)é&

are not memoryless with respect to packet histories (cf. time stamping

mechanism [10]) or to node state (cf. variable buffer subpool sizes [5])
do not answer to the above description. Controllers in which two or more
nodes cooperate in acceptance/rejection decision making are also exclu=-

ded.

2. THE NOTICON OF SFD-FREEDOM

State X“‘€S is reachable from state X’¢S with controller C={L,A,mod)
iff there exists a finite (possibly empty) sequence of packet moves acce-
pted by A that changes state X“ into X”° according to mod. Let SE(X) de-
note the set of network states reachable from state X with respect to
controller C and X_. will denote the initial network state (e.g., XO=¢).

0
Controller C is SFD-free if

r r
xoesC(x) for all xesc(xo) (1)

The above almost explicitly relates SFD-free packet-switching networks
to active Petri nets. Note that because of the possibility of indefinite

looping, "if"™ cannot be replaced by "iff",

3. THE CIRCULATING TOKEN CONTROLLER

We allow two kinds of packets to flow within the network: user pa-
ckets and controller packets. Let Ln = {O, 1& for all neN. The idea is
to keep one free buffer in each node reserved for a local class 1 packet
(whether user or controller packet) and to allow only one such packet to
be present in the network at any instant of time. This packet will be
said to possess the token. Initially, a controller packet is generated
and zssigned to local class 1 (i.e., XO = {(go, 1y my, nO)}L A user pa-
cket requesting for generation is considered local class O packet and

assigned to local class O on generation. Let fn = bn-|Xn| be the number
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of currently free buffers in node n and X

node n assigned to local class 1. The accepting sets take the form

be the number of packets in

A = {(o,xn)|fn>1 or (£ =1 and xm>o)}v {(1,xn)lfn>o} @)

for all n€N. For the sake of flexibility of the controller we assume that
upon acceptance by a node a packet possessing the .token may transfer it
to one of the packets currently visiting this node (this is compulsory
whenever a packet possessing the token is to be consumed; if all packets
in the node are waiting for consumption, generation of a controller pa-
cket of local class 1 is needed). The (tedious) exercise of specifying
the function mod will be omitted. Basing on (1) it is easy to prove
Theorem 1. If |[[P|Kcoand the relation R in N corresponds to a strong-

ly connected graph then the circulating token controller is SFD-free.

4, COMPARISON OF SFD-FREE CONTROLLERS

Below we briefly discuss the performance of several SFD-free contro-
llers with respect to resource utilization, routing and buffer require-
ments, adaptation to changes of packet routes, complexity of implementa-
tion etc. Our comparison involves the following SFD-free controllers:
ams[8], Gt[6,7,5,9], TU (forward/backward count and forward/backward
state)[ﬁ1] whereby loop- or knot-free relations between packets are con-
structed by means of structuring buffer pools and adopting schemes like
"hop~-so-far" or "hop-to-do" or "peaks-and-valleys" etc. for local classi-
fication, b)Gl[B] which relies on division of the graph corresponding to
R into two DAGs, c)BBG[1] which prevents only direct SFDs by means of re-
serving one free buffer in each pair of adjacent nodes and using it for
exchange of packets whenever SFD is about to occur, d)GlB[b] whereby a
special reservation scheme ensures that for every cycle in R there exists
at least one free buffer in one of the nodes forming that cycle, e)Circu-
lating Token (CT), described above.

Let us begin with resource utilization. Informally, "C°’ is at least
as good as C™" if it accepts all packet moves accepted by C“[11]. One can
easily check that "at least as good" gives only a partial ordering of the
set of all conceivable controllers. Another way of comparing controllers

is to consider reachable states instead of acceptable packet moves. Given
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two controllers, C” and C”’, we choose one of them, say C, as a referen-
ce controller and ask how many network states distinguishable to C‘ can
be reached with both controllers. C~ E%(:" will read "C’” is at least as
good as C” with C as the reference controller" (C=C’ or C””). Obviously,
this relation produces a linear ordering of all conceivable controllers.
It is well known that controller TU/forward state is optimal in the sense
of "at least as good" relation within group a) controllers. The following
theorem, stated here without proof, confirms the superiority of the CT
controller to all group a) controllers.

Theorem 2. TU !% CT.

The comparison of our SFD-free controllers with respect to other per-
formance criteria is outlined below and places again the CT controller in

a favourable position.

Buffer requirements: a)bn) |Lnl for all neN, b)bn=a: in root nodes
of one of the DAGs and bn> 2 in nonroots, c)bn> 2 for nodes with reserved

buffers, d)EZhEan> number of cycles in R, e)none.

Routing requirements: a)fixed routing preferred and ”P”(lprespeci-
fied finite value, blrelatively freguent rerouting, clcycles of length >
> 2 not allowed in R, d)possibly few cycles in R, e)||P|| finite.

Complexity of state transition: alcheck up to |Ln| inequalities, b)

knowledge of DAGs needed and check along which DAG the packets are to be
directed, clcheck 1, fn and nodes requested to be visited next by all pa-
ckets in node n and special acknowledgements needed, dlknowledge of cyc-
les in R needed and a special reservation procedure to be performed, e) .
check up to 3 inequalities and relatively infrequent generation of a coni
troller packet needed.

Adaptation to changes of packet routes: alchanges must not increase

prespecified route lengths, blrearrangement of DAGs needed leading occa=-
sionally to a SFD, clnone, dlrearrangement of cycles needed leading occa-
gionally to a SFD, elgood provided that the tolken is not lost or duplica-

ted.
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ROZWIAZYWANIE PROBLEMU BLOKAD PRZESYLOWYCH
W SIECIACH TELEINFORMATYCZNYCH Z KOMUTACJ4 PAKILTOW

W referacie wprowadzono formalny opis sieci teleinforratycznej z ko-
mutacjg pakietdw przydatny do okreslenia sieci wolnej od blokad prze-
sytowych (ang. store-and-forward deadlock). Podano metod¢ przeciwdzia
tania blokadom przesyiowym opartg na krgzgcym znaczniku i dokonano
pordéwnania z metodami znanymi z literatury. Przy pordéwnaniu biano pod
uwage kilka deterministycznych wskaznikéw jakosci pracy sieci.

PELE:AZE [POLIENH TVE

na

LX CCCTOAEMG HA CETH
KETHOL KOxkYTAZMN

B paCore pmasrtca 1OBH” METON, 0CeCcTieY
COCTOAHMMA, NpY KOTODOM Ha CETA K
KETa, UNENLETD TTOT XE

HOM ¥3i7e coTi :
veTozard, a ncctel FET O
nmaxaTd ONOKOPR P :3jiaX CETHU.

YCTPOEEHUE TYNUEOEHK
ECTOH U TOARKO 7J8 Iia-
» i CcroCopBuil ONOK F TaH—
1] ,TCE e &eCHOHLhM!M A3ECCTHEMA
LANYELEMNCA T CTPYKTYpalu3arny



Prace Naukowe Centrum Obliczeniowego

Nr 4 Politechniki Wroctawskiej Nr 4
1986

Konferencje Nr 2

sieci komputerowe,

ocena efektywnosci protokoéw,
symulacja,

numeryczne sieci Petriego

Krzysztof KOSARZYCKI, Janusz RAJSKI} Maciej STROINSKI™”

PROPER - SYMULATOR NUMERYCZNYCH SIECI PETRIEGO
I JEGO ZASTOSOWANIE DO BADANIA PROTOKOZOW

W artykule opisano symulator protokoxdéw modelowanych Numerycznymi
Sieciami Petriego. Na wstepie zaprezentowano metode modelowania.

W zasadnicze] czgsci artykuiu przedstawiono budowe symulatora i jego
walidacje za pomocg funkcji sterowania przeptywem. Artykux koricza
uwagi o koszcie symulacji.

1. WSTEP

PROPER - Symulator Numerycznych Sieci Petriego zaprojektowano i
zrealizowano dla wspomagania prac zwigzanych z projektowaniem i badaniem
protoko*éw sieci komputerowych[2]. Numeryczne Sieci Petriego wybrano
jako metode modelowania protoko*déw stosujgc kryteria mocy opisowej meto-
dy i jej symulacyjnego zastosowania[4]. Podstawg konstrukcji symulatora
byta technika symulacji zdarzen dyskretnych i strategia interakcji pro-
ceséw., Symulator zaprogramowano w jezyku FORTRAN dla zestawu komputero-
wego ODRA 1305 pracujgcego pod kontrolg systemu operacyjnego GEORGE 3,

2. NUMERYCZNE SIECI PETRIEGO I JEZYK WEJSCIOWY SYMULATORA

Numeryczne Sieci Petriego (NPN) sg rozszerzeniem klasycznych Sieci
Petriego[7]. W NPN: znaczniki mogg mieé dowolng nature i warto$é; z sie-
cig skojarzona jest pamigé zapisu i odczytu; warunki gotowodci i reguly
odpalenia sg dla kazdej krawgdzi indywidualne i niezalezne; warunek go-
towosci przejécia sktada sie z warunkéw krawedzi wejsciowych i warunku
logicznego na danych z pamigci; akcja odpalenia przejécia zawiera pobra-
nie znacznikdéw z miejsc wejsciowych, wykonanie ewentualnych operacji na
pamieci oraz umieszczenie znacznikdéw w miejscach wyjsciowych. Dla mode-
lowania rzeczywistych protoko*déw sieci komputerowych wprowadzono dodat-
kowe modyfikacje NPN[ﬂ]: zwigzane z przejsciami operacje mogg byé zastg-
pione przez cigg instrukcji, okreslone miejsca w sieci mogg by¢ trakto-
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wane jak kolejki (np. znacznikéw), pewne krawedzie mogg byé etykietowa-
ne atrybutami znacznikéw.

w pracy[8] wprowadzono do NPN przejscie czasowe, ktére na czas
okreélony przez zmienng losowg T rezerwowaXo znaczniki biorgce udziat
w odpaleniu. Tak zdefiniowany czas nie jest jednak wystarczajgcy dla mo-
delowania i symulacji protokodw. W'zwiqzku Zz powyzszym przyjeto dla sy-
mulatora dwa rodzaje czaséw[S]: czas trwania przejscia (z rezerwacjg
znacznikéw we jsciowych) interpretowany jako czas realizacji operacji
skojarzonej z przejsciem i czas opdZnienia odpalenia przejscia (z dostep-
noscig znacznikéw wejsciowych dla innych przejsé w sieci). Kazdy z tych
czaséw meze byé okreslony stalrg lub zmienng losowg o rozkradach: normal-
nym, Erlanga i Poissona.

W celu wprowadzenia do symulatora opisu modelu NPN zaprojektowano
jezyk wejsciowy 1 zrealizowano jego translator. Przejscia w modelu NPN
stanowig baze opisu w jezyku wejsciowym symulatora. Miejsca i krawedzie
sg podporzgdkowane przejéciom i nie wystepujg samodzielnie w opisie,

Opis modelu przygotowany przez uzytkownika symulatora skZada sie
z trzech czesci. Pierwsza zawiera opis zmiennych skojarzonych z pamigcig
sieci, druga - opis znakowania poczgtkowego w sieci, trzecia - opis po-
¥gczer i opis ruchu znacznikéw w sieci. W opisie tym wykorzystuje sie
funkcje pomocnicze, za pomocg ktérych zapisuje sie warunki gotowosci
oraz wejsciowe i wyjsSciowe reguty odpalen. Przyk*adowy opis modelu w
jezyku wejsciowym symulatora przedstawiono w rozdziale 4,

Efektem pracy translatora jezyka wejsciowego symulatora sg: zbidr
dyskowy zawierajgcy struktury danych odzwierciedlajace topologie modelu
oraz segmenty ZrdédXowe FORTRAN-u opisujace reguty i warunki odpalania
przej$é, Zastosowanie tych oroduktdéw w nrocesie symulacji omdéwiono
w nastepnym rozdziale.

3. BUDOWA SYMULATORA

Program symulatora skitada sie ze zbioru skompilowanych procedur,
ktére po do¥gczeniu, za pomocg konsolidatora, segmentéw powstatrych w wy-
niku dzia*ania translatora jezyka wejsciowego i kompilatora FORTRAN-u
tworzg gotowy do uruchomienia program binarny symulatora konkretnego
protoko*u (lub ogdélniej sieci NPl bedgcej modelem obiektu rzeczywistego).
Idea systemu symulacji protokoxdéw nrzedstawiona jest na rys.i.

Symulator sterowany jest strukturami danych powstaXymi nz etanie
translacji jezyka wejéciowego i w czasie symulacji nie jest mozliwe
wnrowadzenie zmian w tonologii modelu. Mozliwe =g natomiast zmiany o

charakterze ruchowym, np. zmiana poZXoZenia znaccnikdw itn., realizowane
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Rys. 1. System symulacji protokozdw

Fig. 1. Protocol simulation system
za posrednictwem modufu interakcji z uzytkownikiem. Podczas pracy symu-
latora procedury Sledzgce sktadujg w zbiorze WYNIKI informacje o stanie
miejsc wskazanych przez uzytkownika, tj. liczbie i éharakterze znaczni-
kéw w nich przebywajgcych, a takze biezgcy czas symulacji i historie
przejs$é znacznikéw w modelu. Dane te wyprowadzane sg w formie graficznej
oddzielnym programem. Uzytkownik moze dopisaé wiasne programy przetwa-
rzania informacji wyjsciowych symulatora. Ze wzgledu na brak miejsca nie
podajemy bardziej szczegd¥owych algorytméw symulatora. Mozna je znalezé

w[2].

4, WALIDACJA SYMULATORA

Walidacja symulatora jest zXoZonym procesem obejmujgcym uwiarygo-
dnienie modelu i oceng poprawnosci wynikéw symulacji. Proces ten jest
realizowany przez: odniesienie wynikdéw symulacji do wynikdw pomiar6w
obiektu rzeczywistego i/iub pordwvnanie z dobrze udokumentowanymi wynika-
mi rozwigzan analitycznych[B]. W przypadku omawianego symulatora wali-
dacjé przenrowadzono przez pordwnavie z wynikami uzyskanymi przez
ﬂunshine[6] dla modelu funkcji sterowania przeprywem protoko*u transpor-
towego.

Réwnowazne unroszczone modele funkcji sterowania przeptywem: kolej-
kowy model Sunshine oraz model NPN przedstawiono na rys.2.

Stanowisko obsfugi 1 reprezentuje Zrédto pakietdéw transmitowanych szere-
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Rys. 2. Réwnowazne modele funkcji sterowania przepXywem

Fig. 2. Equivalent models of flow control function
gowo do sieci. System obstugi 2 zawiera nieskoriczong liczbe rdéwnolegiych
stanowisk obsfugi reprezentujgcych rdéwnolegig transmisje pakietdw przez
sieé, przetworzenie pakietdéw w punkcie docelowym i powrdt potwierdzenia.
Czas obstugi stanowiska 1, Tlocal’ jest réowny sredniemu czasowi trans-
misji pakietu od komputera obliczeniowego do wezta sieci. Czas obstugi

stanowiska 2, T jest réwny éredniemu czasowi przejécia "po petli”

’
pakietdéw przez 2?:6. Liczba pakietdéw, ktéra moze byé wprowadzona do sie-
ci okreélona jest przez rozmiar okna Nwin' Jedli Nwin pakietdéw znajduje
sie w sieci, to ¢réd¥o jest blokowane dla transmisji nowych pakietdw
przez mechanizm sterowania przeptywem. Stosunek srednich czasdéw obstugi

dwéch stanowisk jest réwny:

RHO = -x0cal (1)

Przyjmujgc niezalezne, o rozk¥adzie wykradniczym czasy obsiugi, mozna
obliczyé wykorzystanie przepustowosci stanowiska obs¥ugi 1 wedXug wzoru:

1

UT (N b I R . AR——

win’
—--¥i3___puol (2)
i=0 (N
W modelu NPN miejsce P1 wraz z przejsciem tr1 tworzg generator pa-
kietéw (znacznikdéw), ktéry moze byé interpretowany jako nieskonczona ko-
lejka wejSciowa stanowiska obsitugi 1. Z miejsca P1 pobierany jest jeden
znacznik do miejsca P,, ktdére wraz z przejsciem czasowym tr2 modeluje
stanowisko obs*ugi 1. Pobieranie to odbywa sie¢ sekwencyjnie, tak dZugo
dopdki w miejscuf_-”4 znajdujg sie znaczniki, ktérych ilosé odpowiada roz-
miarowi aktualnie dostepnego okna. Znacznik z miejsca P2 po czasie

T
loca
tr3 modeluje stanowiska obstugi 2. Znaczniki z miejsca P3 po czasie Tnet

1 przekazywany jest do miejsca P3, ktdére wraz z przejsciem czasowym
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powracajg do miejsca P4. Odpowiada to otrzymaniu potwierdzenia przez
2réd¥o i zwiekszeniu rozmiaru okna. Na rys.3. przedstawiono opis tego
modelu w jezyku wejsciowym symulatora dla wykXadniczych czaséw obstugi,
RHO=1 i wartosdci sSrednie] Tnet=150ms‘

DECLARATIONS FI CONTINUE TI E 154.
INITIAL-MARKING oU 1 IN 1

:PTK(1) NO 2 NS 3
TRANSITIONS FO :PTK1(2,15) EI STK1(3,15)
TR 1 TR 2 FI :6TK1(3,15)

IN 3 TI E 154. oU 1

NS 1 IN 1 NO 4

EI STK(1) NS 2 FO :PTK(4)

FI  :GTK(1) EI STK1(2,15) END

NS 4 FI :GTK1(2,15)

EI STK(4) oU 1

FI :GTK(4) NO 3

NS 2 FO :PTK1(3,15)

EI STK@(2) | TR 3

Rys. 3., Opis modelu NPN w jezyku wejsciowym symulatora
Fig. 3. Description of NPN model in simulator input language

W procesie walidacji symulatora zrealizowano szereg eksperymentéw
symulacy jnych dla oméwionego wyzej modelu, przyjmujgc pieé rdiznych war-
togeci RHO (RHO=1, 0.%, 0.1, 0,03, 0.01) i rézne rozmiary okna odpowied-
nio dla poszczegbélnych RHO (okno=(1,2,3,4); (1,2,3,5,10); (1,2,3,5,10,
20); (1,5,10,20,3%0,50); (1,5,10,20,30,50,100)). Miejsca P, i P4 podlega-
Yy $ledzeniu. Wykorzystanie czasu stanowiska obstugi 1 uzyskano z sto-
sunku czasu zajetosci miejsca P, (sumaryczny czas przebywania znacznikéw
w miejscu Pg) do ca*ego czasu eksperymentu symulacyjnego. Otrzymane wy-
niki symulacji zestawiono z wynikami uzyskanymi analitycznie w[6] na
rys.4. Uzyskano satysfakcjonujgcg zgodnosé wynikédw.
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Dla powyzszych przykzaddw oceniono takze koszty symulacji. Czas pro-
cesora dla symulacji powyzszego przykiadu zawierat si¢ od 3.17 min (dla
RHO=1, Nwin=1 i 10000 jednostek czasu syrmulacji) do 15.74 min (dl

=y 3
RHO=0.01, hwin
zajmuje 44k s¥ow pamieci.

=30 i 500 jednostek czasu symulacji). Program symula ira
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PROPER - THE SIMULATOR OF NUMERICAL PETRI NETS
AND HIS APPLICATION TO PROTOCOL INVESTIGATION

In this paper the simulator of protocols described by Numerical
Petri Nets is presented. First, the modeling method is given.

In the main part of the paper the simulator structure and
validation is disscused. Validation process is realized by means
of flow control function. Finally, some remarks on simulation
cost are given,

IIPOIEP - MMUTATOP YWACJIOBHX CETEA IETPU
¥ EIO [IPVMEHEHME B HCCIEIOBAHMA ITPOTOKOJOB

B oTaThe ONACAH MMMTATOD IPOTOKOIOB, MOLENMDOBAHHHX YMCJIOBHMA CeTA-
mn IleTpH. llpemcTaBieH METON MOLEINPOBAHAA, KOHCTDYKIAS MMATATODA

% ero IOBEDKa NPH OOMONM QYHKUAM yIpABIEHAA MOTOKAMA. B 3aKIOYeHAn
CTATHA NAHA MHPOpMANMA O CTOMMOCTH MOILENIMPOBAHHA.
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SYNCHRONTZACJA WSPOZBIEZNYCH
TRANSAKCJI W SYSTEMIE ROZPROSZONEJ BAZY DANYCH Z
WYKORZYSTANIEM BLOKAD PREDYKATGW

¥ systemach rozproszone]j bazy danych(SRBD), w ktdérych dopuszcza
si¢ mozliwosé wspéXbieznej realizacji kilku transakcji, konieczne
jest wprowadzenie modu*u synchronizacji wspdérbieznych transakeji
majgcych dostep do wspdélnych zasobdw. Zadaniem modu*u synchroniza-
cji w SRBD jest niedopuszczenie do utraty semantycznej poprawno-
g§ci danych orez do powstania zastoju. Zapewniajgc poprawna syn-
chronizacjg wspbéibieznych transakcji w SPBD meZne jednoczesnie za-
gwarantowac, Ze mozliwie najwiecej transakcji bedzie przetwarza-
nych wspébieznie i w ten sposdb znacznie poprawié skutecznosé
SRBD, Wigkszos$é dotychczas ovracowanych algorytmdw synchronizacji
nie bra%*a pod uwage mozliwodci maksymalizacji liczby transakcji
przetwarzanych rdéwnolegle., Zastosowanie techniki blokad predyka-
téw do synchronizacji pozwala zwiekszyé liczbe transakcji, ktdre
mogg by¢ wykonywane wspéZbieznie.

W systemech rozproszonej bazy danych (SRBD), w ktérych dopuszcza
sie¢ mozliwoéé wspdibieznej realizacji kilku transakcji, konieczne jest
wprowadzenie modu*u synchronizacji wspé*bieznych transakcji majgcych
dostep do wspdlnych zasobdéw, Jezeli system bedzie pozbawiony takiego
moduzu, moze dojéé do sytuacji traktowanych jeko awarie systemu, zasto-
je lub jako nievoprawne dziatanie systemu, np. zagubienie transakcji,
zagubienie zasobu, utrata semantycznej poprawnodci danych itp.. Dlate-
go te? poastawowym zadaniem moduiu synchronizacji w SRBD jest zapewnie-
nie, Ze nie wystapi utrata semantycznej povnrawnoéci denych przechowy-
wanych w rozproszonej bazie danych (RBD) oraz, #e nie dojdzie do pows-
taria zastoju w onrzynadkach krytycznych.

Jednoczesnie zapewniajgc poorawng synchronizacje wspérbieznych
transskcji w SR3BD nalezy pami¢taé, Zze wprowadzenie rozproszenia zaso-
béw sprz¢towych i progemowych charakterystyczhe dla systemdw rozpro-
szonych wie*o na celu przede wszystkim zwiekszenie stoonia wspdrbie-
znosci™ svstemu przez zavewnienie, ze mozliwie najwiece]j transakceji
jest realizowanych wsndibiesnie, W ten sposdéb mozna zwickszyé przepu-

x Stopien wspéibieznosci definiuje siq jako maksymalng liczbg transakcji przetwarza-
nych réwnolegle w systemie.
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stowosé SRBD i poprawié jego skutecznosé zwiaszcza w zakresie takiej
miary jak éredni czas odpowiedzi systemu. /iekszos$¢ dotychczas opra-
cowanych algorytméw synchronizacji dla SRBD nie uwzglednia*a mozli-

wosci meksymalizacji liczby transakcji przetwarzanych rdéwnolegle

w systemie.

Problem maksymalizacji liczby transakcji realizowanych wspéZ-
bieznie sprowadza sie do okreslenia rozmiaru jednostki blokady, tzn.
wielkosci zbioru jednostek bazy danych, ktdére czasowo sa niedostepne
dla operacji innych transakcji wspdibieznie przetwarzanych w SRBD,

Im mniejszy rozmiar jednostki blokady, tym wigksza liczba transakcji
bedzie realizowana wspditbieznie.

Znane dotychczas algorytmy synchronizacji nie brafy pod uwage
wtelkoéci jednostki blokady; np. Alsberg [1] jako jednostke blokady
przyjmuje cazg baze danych, Rosenkrantz [5] nie precyzuje rozmiaru
jednostki blokady, natomiast Thomes [6], Bernstein [2], Zllis [3]
przyjmuja pojedyncza jednostke bazy danych - co jest maZo realne
i prowadzi do powstania nowych vrobleméw., «# £rodowisku bazy danych
jest bardziej vprawdopodobne i vowszechne, Ze transakcja nie bedzie
zgdaé¢ dostepu do pojedynczrch jesdnostek bazy danych, lecz do pewne-
go podzbioru jednostek bazy danych o wspdlnej wkasnosci., Dlatego tez
bardziej prawid*owe wydaje sie zablokowanie vpodzbioru jednostek bazy
danych o wspdlnej wxasnosci w miejsce pojedynczych jednostek. Takie
postepowanie uzasadnia rdéwniez zaleta jaka posiada blokad~- podzbioru
jednostek bazy danych, a jest nig wyeliminowenie zjawiska fantomdw

[4], ktére moze réwniez doprowadzi¢ do naruszenia sndjnego stanu
bazy danych. Ze wzgledu na wymaganie utrzymania spdéjnosci, konieczne
iest zablokowrnie wszyectkich istniejgcych i rieistniejacych jednostek
bazy danych. Przyjecie pojedyncze] jednostki bazy danych jako jedno-
stki blokady nie zabezpiecza przed vowstaniem zjawiska fantomdw, Po-
nadto dostep do nojedynczej jednostki bazy danych wymaga znajomo$ci
jej klucza identyfik=cji, co w wielu orzypadkach jest praktycznie nie-
mozliwe,

Jednakze dok¥adne okreglenie vodzbioru jednostek bazy danych, do
ktérych transskcje zada dosteoun jest rdwniez trudne. Zaprononowana
orzez Eswarana technike blokady predykatdw [4] voswala w wiekszo-
gci przypadkdw dok*adnie zidentyfikowaé nodzhidr jednostek bazy da-
nych, na ktérych transakcja wrykonuje oneracje odczytania lub aktua-
lizowania, W ten sposdb wwozliwia nrzyjecie najmniejszej jednostli
blokady, tzn. pola rekordu. Poradto zastocowsnie blolad nredyratiw
do synchronizacji transakcji nozwels zrniejezy¢ »vavko nowstania awarii
lub bxedu systemu. Wszelkiego rodzaju bredy i owarie w 828D =2 bardzo
niebezpieczne, gdyz w wiekszosci przynadkdw nowodujis vtraote enfinodei
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RBDyco z kolei wymaga nie tylko odtworzenia stanu systemu sprzed awarii,
ale rdéwniez sorowadzenia RBD do stanu spndéjnego. Blokady predykatéw za=
stosowane do synchronizacji zwiekszaja liczbe transakcji przetwarza-
nych wspéZbieznie, dzieki czemu mofna wprowadzié¢ dodatkowe zabezpie~
czenia przed powstaniem awarii lub b*edu SRBD, O ile bowiem wprowadze-
nie dodatkowych zabezpieczen znacznie obniza skutecznos$é SRBD, to w
potgczeniu ze zwigkszong liczbg transakcji przetwarzenych wsodibiez-
nie mozna uzyskac skutecznosé systemu pordvnywalng z innymi rozwiaza-
niami,

W wyniku analizy blokad predvkatéw jako techniki synchronizacji
wsod¥biesznych transekcji w SRBD zaproponowano metode synchronizacji,
ktére stanowi poZgczenie dwdch podstawowych technik synchronizacji.

Sz to technika blokady preaykatéw oraz technika uporzgdkowania transa-
kecji wedfug etykiet czasowych. Technika blokady nredykatéw siuzy do
badania kolizji transakcji oraz do odizolowania podzbioru jednostek
bazy daenych od woiywu transekcji innych od transakcji aktualnie wyko-
nujgcycn operacje odczytywania lub aktualizowania na tym podzbiorze.
Zaproponowana przez Eswarana dla blokad predvkatdw klasa vrostych pre-
dvkatdéw umozliwia dok*adne stwierdzenie kolizji transekcji przez zba-
danie ich oredykatdéw, ktdére okreslajg podzbiory jednostek bazy denych
niezbedne do wykonaria overacji odczytania lub aktualizowania,

Dowolng transakcje wykonywang na relacyjnej bazie danych mozna
ovisaé przy pomocy sumy zbiordw atrybutdw celowych i predykatowych,
ktérych wartosci identyfikuja w soosdéb jednoznaczny podzbiory krotek
relacji, na ktérych tramsakcja bedzie wykonywaé overacje odczytania
lub zktualizowania oraz okreslaja atrybuty krotek z wybranych podzbio-
réw, ktérych wartosci beda odczytywane lub aktualizowane, Zbidr atry-
butéw celowych transekcji okreéle atrybuty, ktdérych wartosci dla pew-
nego ovodzbioru krotek relacji bedg odczytywene lub akitualizowane., Na-
tomiast zbidr atrybutdéw predykatowych identyfikuje ten podzbidr kro-
tek relacji.

Przyk¥ad zbioru atrybutdw celowych i predykatowych transakcji:

T: SELECT NAZWISKO

FROM D -

WHERE ADRES ZAMIbsSZKALIA=WROCLAW 7
D- relacja, ktérej atrybutami ss NAZWISKO i ADRES ZAMIESZKANIA
NAZWISKO- atrybut celowy T
ADRES ZANIESZKALKIA-atrybut predykatowy T
WROCLAW-wartoédé atrybutu oredykatowego ADRES ZAMNIESZKANIA

Eswaran vokazak, ze znajac wartosé (-fci) atrybutu (-4w) predykato-
wego (-ych) mozna dok*adnie stwierdzié, cZzy dana trensakcja koliduje z

inna, ktéra wykonuje operacje na tym semym atrybucie (-tach) relacji.
Jezeli podzbiory krotek zidentyfikowane na podstawie zbiordw atrybutsw
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predykatowych transakcji sa roziaczne, wéwczas transakcje sg niekolidu-
jace. Jednakze w wielu przypadkach dok*adne okreslenie podzbioru krotek,
na ktérych transakcja przeprowadza operacje, jest niemozliwe bez wczes-
niejszej analizy zawartosci RBD; zwkaszcza, gdy zbiory atrybutdéw predy-
katowych obu transakcji sg roztaczne.

Przyktad: T1: UPDATE C
SET PLACA=PTZACA+20%
WHERE ZAWOD=KRESLARZ

T2: UPDATE C
SET PZACA=PZACA+10%
WHERE KIEROWNIK=KOWALSKI

C-nazwa relacji, ktérej atrybutem jest PZACA

Gdyb&émy rieli pewnos$é, Ze kierownik Kowalski nie ma nodwkadnego
o zawodzie kreslarz, wéwczas T1 i T2 miaXyby rozxgczne podzbiory kro-
tek relacji C i byxyby niekolidujace, Takiej informacji nie uzyskamy

bez wstepne] analizy zawartoéci RBD, a $ciélej mdéwiagc relacji, ktdrej
atrybutami sy NAZWISKO i PEACA, KIFROWNIK i ZAWOD. Ponadto w celu uni-
kniecia zjawiska fantoméw musimy traktowaé T1 i T2 jako kolidujace
transakcje i synchronizowaé ich wykonanie (moze sig zdarzyé, ze kie-
rownik Kowalski miaX w swoim wydziale kreslerza, ktdéry zostat zwolnio=-
ny i w kazdej chwili moze zostaé przyjety nowy kreslarz) .

Transakcje, ktérych zbiory atrybutdw celowych i predykatowych sz
rozxgczne, traktuje sie jako niekolidujsce, przy czym podtransakcje
obie rodzaju odczytanie nigdy nie kolidujg. Transakcje, ktdérych zbio-
ry atrybutdéw celowych badZ celowych i predykatowych nie sa rozraczne,
sg dalej badane w oparciu o wartosci atrybutdw nredykatowych.Na vod-
stawie wartosci atrybutéw predykatowych okreéla sie podzbiory krotek
relacji, na ktérych transakcje wykonuja operacje odczytania lub aktu-
alizowania., Jezeli podzbiory krotek, na ktdérych transakcje wvkonujs
operacje,sg roztgczne, to transakcje sg niekolidujace. W przeciwnym
razie s2 kolidujace. Zaproponowana metoda pozwala utworzyé eoniory nie-
kolidujgcych transakecji, ktdére sa wykonywene zgodnie z porzadkiem okre-
$lonym przez kolidujace transekcje nalezace do tych zbiordw.

Do- uporzadkowania wykonania kolidujacych transakcji zastosowann
technike uporzadkowania transekcji wedtug etykiet czasowych, orzy czvm
przyjeto zmodyfikowana onostaé etykiety czasowe] zwana identyfikatorem
transakcji. Identyfikator transekcji stanowi konkatenacja oznaczenia
czasowego oraz numeru wezza inicjujscego transekeje. Xeazda transakeja
w momencie przyjecia przez SRAD otrzymruje,odczytang z zegara umieszozo-
nego w jej wezle inicjujscym,wartosc oznaczenis czasoweso, Zerssry sg
umieszczone we wszystkich wezlach systeruv i monotonicznie zmwicloaoja
swojg wartoéé, co zapewnia, %e kazde cwie rd’re transckeje iriciowesre
w jednym weZle bgdg miaty =dZne oznaczenia cza=owe.
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Przedstawiona metoda wykorzystuje identyfikator transakcji do
ustalenia kolejno$ci wykonywania kolidujacych transakcji. Transakcje
kolidujgce sga wykonywane zgodnie z porzadkiem :

- Jjako pierwsza Jjest wykonywana transakcja, ktdérej wezex inicjujgcy ma
wyzszy priorytet, o ile obie transakcje majs jednakowe wartoéci ozna-
czenia czasowego,

- jako pierwsza jest wykonywana transakcja o mniejszej wartos$ci ozna-
czenia czasowego.

Opracowana metoda synchronizacji wspdéibieznych transakcji pozwa-
la uzyskaé skuteczno$é SRBD pordwnywalng z innymi znanymi metodami,
Pomimo duzej liczby wiadomoéci niezbednych do przetworzenia dowolnej
transakcji i duzego catrkowitego czasu transmisji, Sredni czas odpowie-
dzi SRBD, w ktdrym zastosuje sie proponowang metode, jest bliski war-
toéci sredniego czasu odpowiedzi dla algorytméw Alsberga, Ellisa, Tho-
masa, nosenkrantza i Bernsteina.

Na zakonczenie niniejszego referatu nalesy podkreslié, ze zasto-
sowanie klasy prostych predykatdw do opisu zadan uzytkownikdw i do
wykrywania kolizji transakcji znajduje uzasadnienie w istniejacych
sytemach baz danych i w 2zaden sposdéb nie zmniejsza wartosci zapropono-
wanego rozwiazania, W systemach hierarchicznej bazy danych takich jak
INS jest bardzo korzystna mozliwosé zablokowania poddrzewa hierarchii,
ktére stanowi logiczny zbidr rekorddw jednego rodzica. Podobnie w mode=-
lu sieciowym bazy danych duze znaczenie miaXaby mozliwoéé zablokowania
wszystkich czXonkdw setu.
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CONCURRENCY CONTROL IN DISTRIBUTEZD DATABASE SYSTEMS WITH USE
OF PREDICATE LOCKS

Summary- Concurrency control in distributed database systems is discu-
ssed. An analysis of the up-to-date concurrency control problem solu-
tioms is presented. A new concurrency control method is vroposed which
uses predicate locks as synchronization technigue. The method makes it
possible to achieve high concurrency degree of distributed database
systems, ensures internal and multicopy consistency of distributed
data base, avoids deadlocks and other access conflicts as well as gua-
rantees high reliability of distributed system.

CHHXPOHM3BALMS TAPAJJIEJEHHX TPAHCAKIMA B CHCTEME PACIPEIEJEHHOH
BA3H JAHHHX C ITIOMOI0 BJOKAIIA TIPELMKATOB

CogxepxaHrAe- B cTarhbe pacCMOTpPeHa IpobJeMa CHHXPOHH3ANHE NapaieibHHX
TpaEcaknuit B cHcTeme pacmpefenénHO} Gasu jgaHHHX, Ha ocHOBe aHanmsa
COCTOSHHA COBPEMEHHHX. pemeHH# TpejyoxeH HOBHH# MeTOX CHHXPOHH3AaNHH,
KOTOpHY HCHOXB3yeT NPDHHOHOD OJIOKala NpeNHKaToB. [IpefcraBieHHHH MeTOXR
pemaer IOCTHYB BHCOKHH ypPOBEHE IapalJeJbHOCTHE CHCTEMH pacnpefel&HHOR
6asH JaHEHX NOPH ONHOBDEMEHHOM COXDaHEHHH KOMIAKTHOCTY 6asH H ycrpa-—
HeHHZ NepecToeB B KPHTHUYECKAX CIyIadXqa TaKxe o6ecneurBaeT BHCOKYD Ha-
AEXHOCTD CHCTEMH B IIEeJIOM.
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POMIARY CHARAKTERYSTYK CZASOWYCH
SIECI KOMPUTEROWEJ SKJS/2 WERSJA 1

W referacie oméwiono problemy pomiardw niektdrych charakterystyk cza-
sowych sieci komputerowej jednolitego systemu SKJS/2 budowanej

w IKSAiP we Wroctawiu. Przedstawiono najwaZniejsze cechy znajdujacej
sie w budowie wersji 1 sieci SKJS/2 oraz rodzaje pomiardéw, jakie maja
by¢ wykonane dla jej przebadania. Opisano przewidziane pomiary na po-
ziomie podsieci komunikacyjnej dokonywane przy pomocy specjalnego
sprzetu oraz pomiary na poziomie programéw aplikacyjnych wykonywanych
w komputerach obliczeniowych. Okreslono cele i warunki realizacji po-
miaréw oraz wskazano na mozliwo$éi wykorzystania wynikdéw pomiardéw.

1. WSTEP

Sie¢ komputerowa jest zbiorem komputerdéw obliczeniowych poXaczonych
z sobg podsiecia komunikacyjna w celu wspSiuzZytkowania zasobdw i wymiany
komunikatdéw. Sie¢ komputerowa z komutacja pakietéw przy transmisji komu-
nikatéw bedzie zawsze wprowadzala opdZnienie wynikajace z przechodzenia
tych komunikatdéw przez linie i pamieci buforowe wezidw posredniczacych.

Jedng z najwazniejszych miar jakos$ci sieci komputerowych jest opdéZnie-
nie przesytanych przez nie komunikatdéw. OpdZnienie definiowane jest jako
catkowity czas, jaki spgdza komunikat w sieci, tj. od wystania przez na-
dawce (uzytkownika lub aplikacje) do otrzymania przez odbiorce (uzytkow-
nika lub aplikacjg}. OpdéZnienie to zalezy od nateZenia wszystkich stru-
mieni komunikatéw doprowadzanych do sieci, szybko$ci przesyiania w linii,
przepustowosci kanatdéw, sposobu i czasu obsiugi pakietdw.

Problemy analizy, modelowania i optymalizacji sieci komputerowych sg
opisane W pracy L.Kleinrocka [4] oraz w zbiorczych pracach LlJ i [§J.
W pracy L{j takZe opisano i przeanalizowano wyniki bezpos$rednich pomiardw
dokonywanych na sieci ARPANET. Dla zbudowanej na Politechnice Wrociawskiej
sieci MSK takze zaprojektowano i zrealizowano $rodki vomiarowo-testujace
dla podsieci komunikacyjnej.

* Instytut Komputerowych Systeméw Automatyki i Pomiardw, Wroctaw
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Analiza powyZszych prac potwierdza teze, 2%e przepustowo$é elementdw
sieci oraz calej sieci bardzo silnie zale2y od sprzetu i oprogramowania
i moZe byé oceniana dopiero w konkretnej sieci.

W dalszym ciggu tego referatu bedziemy zajmowaé sig problemami bezpo-
drednich pomiaréw niektdérych charakterystyk czasowych budowanej w IKSAiP
we wspéipracy z Politechnika Wrociawska sieci komputerowej SKJS/2.

Sie¢ SKJS/2 budowana bedzie w trzech etapach. Aktualnie opracowywana
jest wersja 1 stanowigca pierwszy etap budowy sieci.

Skompletowany jest juz sprzet, trwajg prace nad uruchamianiem oprogramo-
wania sieciowego. Stad w referacie oméwione zostang prace przygotowane
dla wersji 1 SKJS/2, jednakZe bez prezentacji wynikdéw pomiardw.

2, SCHEMAT SIECI SKJS/2 WERSJA 1

Wersja 1 SKJS/2 LS} stanowl uproszczenie w odniesieniu do przewidywa-
nych wersji 2 i 3. Schemat wersji 1 przedstawiony jest na rysunku 1. Za-
sadniczg fizyczng cechg tej wersji jest realizacja funkcji procesora czo-
fowego i komputera wezia przez Procesor Teleprzetwarzania Danych (PTD)

EC 8371.01. Chociaz podsieé komunikacyjna jest logicznie wyrézniona, jed-
nakze jej funkcje sa realizowane przez PTD speiniajgace jednoczesnie funk-
cje teleprzetwarzania dla komputera R-32. W tej wersji dostepne sg naste-
pujace uciugi:

- terminalowy dostep do wybranych zasobdéw sieci,

- komunikacja: terminal-terminal, terminal-program, program-program,

- przesytanie zbioréw miedzy komputerami obliczeniowymi.

Costliaad - -
Mwﬁf”’Z,””QP
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N R-32

R-32

R-32
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R-32 e

R-32

~— -~ [pTD

Rys. 1. Schemat SKJS/2 wersja 1
Fig. 1. Scheme of version 1 SKJS/2

3. ROZWIAZANIA KOMUNIKACYJNE

W wersji 1 poiaczenie terminala z zasobami sieciowymi uzyskuje sie za
podrednictwem programu rezydujacego w komputerze obliczeniowym tzw. Modu-
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Iu Zacznikowego obsiugi zasobdw TCAMu oraz Sieciowa Metode Dostepu komu-
nikujaca sie za pomoca oddzielnégo sprzegu logicznego z sieciowg czescig
oprogramowania procesora czoiowego PTD.

Charakterystyczne w tym rozwiazaniu jest to, Ze komputer obliczeniowy
musi speiniaé¢ dodatkowo funkcje nawigzywania i utrzymywania poiaczer sie-~
ciowych uzyskiwanych przez sieciowg metode dostgepu dla zasobdéw wspSipra-
cujacych z metodg dostepu TCAM. Rozwigzanie to ilustruje rys. 2.

Komputer obliczeniowy

0S/Js Procesor czoiowy/komputer wezia
Transfer | Sieciowa
% S
zbioru metoda Stacja <<
dostepu wezia |

MEOT 3
TSO -5\5“““--§§\\\\\ NCP
SKOT 1

l APLIK] TCAM \\\\\\\\\\\\“ﬁ§>>

Rys. 2., Moduly oprogramowania wersji 1 SKJS/2
Fig. 2. Modules of software of version 1 SKJS/2

———\

4, POZIOMY POMIARCOW

Pomiary moga byé dokonywane przy uZyciu $rodkéw sprzetowych lub progra-
mowych., Powigzanie pomiedzy poziomem a sposobem pomiaru moZna przedstawié
w postaci tablicy tworzacej macierz (rys. 3). W tablicy tej podane sa ro-
dzaje pomiaréw przewidzianych dla wersji 1.

Sposéb : Pomiary przy pomocy ! Pomiary przy pomocy
-\\~pgg}?ru ! specjalnego sprzetu | specjalnego oprogramowania
poziom S~ I
podsieé komunika=- : - system pomiarowo- :
cyjna L diagnostyczny - SPS
komputery | | - pomiary opéZnienia tran-
obliczeniowe 1 | zytowego
: | — pomiary czasu transmisji
L 1 zbioru

Rys. 3. Macierz pomiaréw dla wersiji 1
Fig. 3. Matrix o measurements for version 1

5. POMIARY NA POZIOMIE PODSIECI KOMUNIKACYJNEJ

Pomiary na tym poziomie bedg dokonywane przy pomocy aparatury pomiaro-
wo-diagnostycznej, ktdéra jest specjalnie budowana dla SKJS/2. Miejscem
wigczenia urzadzenia do sieci jest styk S2 (miedzy DTE i DCE). MoZe byé
wigczane szeregowo lub réwnolegle.
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Konstrukcja systemu oparta jest o mikrokomputer oraz specjalne moduly
umozliwiajace sprzeg systemu ze stykiem S2., W sktad systemu wchodzi spec-
jalne oprogramowanie., System SPS ma dwa rodzaje pracy:

- testowanie standardowe i programowe,
- monitorowanie sprzegu i protokoidw.

Praca systemu jest sterowana w sposéb dialogowy poprzez komendy opera-

torskie.

6. POMIARY NA POZIOMIE KOMPUTERCOW OBLICZENIOWYCH

Do podstawowych usiug sieci nale2y przesytanie komunikatdw pomiedzy
nadawcg a odbiorca oraz transmisja zbiordéw pomiedzy komputerami oblicze-
niowymi., Czasy realizacji tych usiug sa podstawowymi parametrami charak-
teryzujacymi dang sieé. Na tym poziomie przewidziane sg nastepujace po-
miary:

- pomiar opdéZnienia tranzytowego,
- pomiar maksymalnego nateZenia przepiywu informacji,
- pomiar czasu transmisji zbioru.

OpSZnienie tranzytowe -~ jest to parametr techniczny sieci mierzony ja-
ko czas potrzebny do przesiania komunikatu o okre$lonej diugosci pomiedzy
nadawca a odbiorcgy.

Czas transmisji zbioru - jest to parametr charakteryzujgcy techniczne
mozliwo$éci przesytania informacji z pamieci dyskowej jednego komputera ob-
liczeniowego przez podsieé komunikacyjna do pamieci dyskowej innego kom-
putera obliczeniowego.

Pomiar opdZnienia tranzytowego dokonywany Jjest przez doktadny pomiar
czasu przesytania komunikatéw pomiedzy dwoma programami umieszczonymi
w odrebnych komputeraéh obliczeniowych. PoniewaZ aktualnie nie ma mozli-
wosci doktadnej synchronizacji zegardw maszynowych komputerdéw obliczenio-
wych pracujgacych w sieci, pomiar czasu dokonuje sie w komputerze oblicze-
niowym wysyfajacym komunikat, okre$lanym jako nadawca. Program odbiorca
znajdujacy sie w drugim komputerze otrzymany komunikat natychmiast wysyia
z powrotem do nadawcy (rys. 4).

a b)

Wl W2
PN ﬁ—Lﬁﬁ PO PN ﬁwm¢mkﬁ_ PO

Rys. 4. Pomiar opéZnienia tranzytowego
Fig. 4. Measurement of transitive delay

OpdéZnienie tranzytowe t wynosi:
t = tn+2k
tn - czas przej$cia komunikatu pomiedzy kolejnymi weziami,
k = czas przejscia komunikatu pomiedzy komputerem obliczeniowym
a wezlem, ktdéry jest staty.
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Pomiar maksymalnego natefenia przepiywu informacji na %gczu transmisji
danych %aczacym sasiednie PTD, dokonuje sie przy pomocy dwéch programéw
umieszczonych w réZnych komputerach. Pomiarowi poddana jest linia trans-
misji danych %tgczaca dwa sasiednie PTD wspdipracujace z tymi komputerami,
Po zainicjowaniu pracy przez jeden z programéw poprzez wystanie komunika-
tu, programy wzajemnie przesytaja do siebie ten komunikat bezpos$rednio po
otrzymaniu. Komunikat jest zatem ,,odbijany'' z maksymalng szybko$cia na
jaka pozwala ustawione fgcze. Dla danego czasu prébkowania zliczana jest
ilo$é ,odbié*', Maksymalne nateZenie przepiywu w zn/s wyliczane jest
ze wzoru: )

_ 2nd n = ilos$é odbié

max p d - diugo$é komunikatu
p - czas prdbkowania.

Przewidziane s3 dwa sposoby pomiaru czasu transmisji zbioru.
Pierwszy - przy pomocy specjalnego zadania bedzie mierzony czas transmi-
sji sekwencyjnego zbioru dyskowego przez podsieé komunikacyjng pomiedzy
dwoma komputerami obliczeniowymi. Realizacja tego pomiaru bedzie sie od-
bywata przy udziale dwdéch wspdéipracujacych programéw.
Drugi - systemowa procedura transmisji zbiordéw bedzie wpisywaé do zbioru
rekordéw SMF swéj rekord zawierajacy informacje o dacie, czasie zlecenia
i wykonania usiugi oraz ilodci przesitanych bajtéw. Na tej podstawie obli=-
czany jest czas realizacji transmisji dla okreslonych zbiordw.

7. ZAKONCZENIE

Przedstawione w komunikacie pomiary przewidziane dla wersji 1 SKJS/2
uwazam za wystarczajace i dostateczne dla oceny wiasnosci .uZytkowych sie-
ci, jak réwnieZ oceny wykonanego oprogramowania i zastosowanego sprzetu.

Analiza wynikéw pomiardw przy réznym nateZeniu komunikatéw i réZnej
ich diugo$ci umo2liwi identyfikacje waskich gardet w sieci, dobdr para-
metréw instalacyjnych, dostrojenie systemu do okreélonych potrzeb uZytko-
wych, a takZe wydawanie uzasadnionych zalecef dla uZytkownikéw.

W tym miejscu mozZna dodaé, 2e przepustowo$é PTD zaleZy tak2e od ilos-
ci, wielko$éci i przydziaiu bufordéw ustalanych w trakcie generowania pro-
gramu sterujgcego NCP dla PTD.

Interesujace réwniez bedzie pordwnanie z wynikami pomiaréw uzyskanymi
w innych sieciach oraz wyliczeniami teoretycznymi.

Ponadto analiza wynikéw pomiaréw posiuZy do weryfikacji poprawnosci
i skutecznodéci zastosowanych rozwigzai projektowych z podaniem wnioskdéw
i zalecer do realizacji w drugim etapie budowy sieci SKJS/2.
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MEASUREMENT OF TIME CHARACTERISTICS
OF THE SKJS/2 COMPUTER NETWORE VERSION 1

In this paper are described problems and meaning of direct measurement
of computer network. Shortly is presented version 1 of network SKJS/2
based on RIAD computers. Next are described hardware measurement tools
for communication network level and software means for measument transi-
tive delay, file transfer and throughput on Host computers level of
SKJS/2.

VBMEPEHW BPEMEHHHX XAPAKTEPVCTVK KOMIEOTEPHOA CETY SKJS/2, BAPUAHT I

B pedepare OWIM OCCYXRIEHH NPOCIEMH W3MEpDEHM HEKOTOPHX BPEMBHHHX XapaK-
TEPUCTAK KOMIBOTEPHOH CeTH ONHOPOIHOR cucTeMu SKJS/2, CTPOEHHOR

B IKSAiP Bo BpomnaBe. [IpeicTaBNeHH CYMECTBEHHHE UEPTH CTPOEHHOI'0 I-ro
BApHaHTa CeTH SKJS/2, a TawXe BANH U3MEpeHmit, Kaxue HeoOXONUMO CIENaTh
IJIA e€ mcenaernoBaHms, OMMCAHH NPeNBANECHHHE W3MEPEHHA HA YPOBHE KOMMYHH-
KAIMOHHOY IONCETH, IPOMBONAMHE IIDXW IIOMOWMA CHEIMAIBHHX TEXHAYECKAX
CpeICTB, 4 TaKke M3MEpPEeHWA Ha YPOBHE ANIUIMKANWOHHHX OPOr'DAMM, BHITOJHA~
EMHX B BHYMCJIATENBHHX KOMIObTEpaX. OnpemeseHH UMM M YCIOBUA Dealn3allil
A3MEpeHMt 1 yKA3aHH BO3SMOXHOCTH HCIONB30BAHAA DPE3yJbTATOB M3MepeHult .
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MODELOWANIR ORAZ ANALIZA ODBIORU
TELEGRAMOW W WBZLE KOMPUTEROWEJ SIECI TELEGRAMOWRJ

W artykule scharakteryzowano istniejgcg sieé telegramowg Polski oraz
pokezano réznice pomigdzy tg siecig a siecig telegramows z komutacjg
wiadomeéci. W modelu sieci z komutacjg wiadomofci mozna wyréimié
blok zajmujgcy sig¢ odbiorem telegraméw w wgZle od abonentdéw wysyZa-
Jacych telegramy. Ten blok okredlony mianem modelu wejdcia jest
przedmiotem analizy niniejszego artykutu. W pracy przedstawiono model
wejdcia, opisano jego dziaXanie oraz zaprezentowano przyjete zaXoze-
nia upraszczajgce analizg¢ modelu, Ponadto przedstawiono wybrane
wekatniki jakosci systemu,

Istniejgce sieé telegramowa Polski jest w znacznej czgdci siecig ze
sterowaniem bezpoérednim [1]. Innymi sZowy abonent wysyZajacy telegram
(abonent A) sam steruje zestawieniem poXgczenia do abonenta docelowego
(abonent B). W przypadku pozytywnego zestawienia poXgczenia - nadaje
telegram bezposdrednio do odbiorcy. Przy zajetodci drogi poXgczeniowej lub
abonenta B, musi ponownie zestawial caXg drogg poZgczeniowag. Ruch tele-
gramowy przesyrany jest simpleksowo., Tak wigc abonent A oczekuje potwier-
dzenia odbioru telegramu, bgdZ tez zgdania powtdrzenia od abonenta B po
wysXaniu catej wiadomoéci. Taeki rodzaj pracy umozliwia znaczne polepszenie
wykorzystania Xgczy przy zastosowaniu sterowania komputerowego. W sieciach
telegramowych zazwycza]j Srednie opéZnienie wiadomodci nie jest czynnikiem
krytycznym [2]. Biorgc pod uwage powyzszy fakt, obsiugg ruchu telegramowe-
go w wezle mozna tak zorganizowaé, aby roztozyé ruch z godzin najwigkszego
ruchu [3] na dtuzszy okres czasu. Komputerowa sieé telegramowa z komutacjg
wiadomodci jest tak zorganizowana, Zze abonent wysyzajgcy telegram, przeka-
zuje go do wezta, do ktdérego jest podigczony. Po odebraniu telegramu wegzex

* Politechnika Gdariska, Instytut Telekomunikacji
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przekazuje go dalej, gdy saistnieje taka mozliwoéé (wolna droga poXgcze-
niowa do kolejnych wegzxéw lub wolny abonent B, gdy jest on abonentem tego
samego wgzla). Zaletg komputerowych wgzidéw telegramowych jest to, Ze ich
pamigel siuig réwniez do przechowywania telegraméw przez diuzszy okres
cgasu dla celéw archiwacji [2], [4]. Z projektowaniem weziéw telegramo-
wyeh z komutacjg wiadomodcl zwigzana jest analiza statysiyczna pracy wezia.
¥V analizie tej mozemy wyodrebnié nastepujgce etapy [ 5]:
a) analiza odbioru telegraméw przez wegzel od abonentdéw wysyXajgeych,
b) analiza wysyzania telegraméw z wezXa na poszczegdlne kierunki bgds do
abonenta B,
¢) smaliza wepdéipracy dysku z procesorem W wetle,
d) analiza globalna pracy wgzia, wykorzystujgca wyniki wyze]j wymienionych
analiz,
¥ artykule zajmiemy si¢ jedynie pierwszym etapem. W analizie modelu
wejfcia wwsglednimy te czeéé pracy wgsta, ktéra zwigzana jest z odbiorem
telegraméw przes wezel (kolejnyeh znakéw telegramu ) i przestaniem ich do
pamigci dyskowej. ¥ dalsze] czgéci artykuXu przedstawimy model, przyjete
gaXotenia upraszozajgce oraz analiszg pracy systemu, Jako$é opisanego
modelu zostanie oceniona na podstawie wprowadzonych wskaZnikéw Jakosdci [6]

1. MODEL

Model wgzia sieci telegramowej z komutacjg wiadomodci skXada sig z
nastepujacych elementéw (Bys.1.):
- M ugytkownikéw (1linii wejéciowych) generujgcych wywotania oraz telegramy,
- bufora wejéciowego wywozat (B2),
bufora znakéw (B1),
bufora odebranych telegraméw (B3),
- procesora obsiugujgcego zgioszenia z bufordéw i sterujgcego pracsg wezia,
- dysku,.
Wywoania z wolnych linii wejéciowych dostajg sig¢ do bufora B2. Po przy-
dzieleniu przez procesor (CPU) pola roboczego dla danego telegramu, syn-

chronicznie co okres czasu T, do bufora B1 wprowadzane sg kolejne znaki
telegramu. Po zakoriczeniu odbioru wszystkich znakéw, telegram oczekuje w
B3 na przepisanie na dysk (zwolnienie pola roboczego). Model opisuje wige
synchroniczng pracg wgzia, w ktérym zgoszenia sg obstugiwane w zaleznofci
od priorytetu obszugi. Mozemy wyrdznié tu 3 klasy priorytetéw obstugi.
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Najwyzszy priorytet ma wpisywanie kolejno nadchodzgcych znakéw telegraméw

do pola roboczego. W drugiej kolejno$ci przyjmowane sg nowe wywoXania

(zgdania przyjecia nowego telegramu). Najnizszy priorytet ma przepisywanie
telegraméw z PRO na dysk.

Rys.1. Model wejdcia wgzle telegramowego z komutacjg wiadomodci
Fig.1. The imput model of the message-switching network node

Dokzadna analiza matematyczna opisujgca proces zachodzgcy na wejsciu
rzeczywistego we¢zia jest bardzo skomplikowana, czesto wrecz niemozliwa,
Przyjecie pewnych zaXozen upraszczajgcych umozliwi przeprowadzenie ana-
lizy i uzyskanie wynikéw analitycznych.
Przyjmijmy nastepujgce zaxozenia :
1. Kazdy spoéréd M uzytkownikdéw systemu, ktéry nie jest zajety, generuje
nowsg, wiadomosé tak, ze odstep czasu U pomigdzy zakondczeniem nadawania

wiadomodci a poczgtkiem nastepnej ma rozktad wyktadniczy z parametrem A
p2Pr (U7 f=1-e"

Kazdy uzytkownik w czasie ramki moze wygenerowaé tylko jedns wiado-
mOéé-

2. Dxugosé telegramu, wyrazona w liczbie znakdéw, ma rozkiad geometryczny
z parametrem q

Pr{l=k}= (1-q)k-1q 14k {0
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3. Pojemnodé dysku jest nieograniczona.

4, Czas przepisywania telegramu z PRO na dysk jest staly i jest tak dobra-
ny, Ze uwzglednia on czas dostgpu do dysku.

5. Pole robocze ma zmienng dlugodé, w zaleznofci od diugodci telegramu
(jeden telegram zajmuje jedno pole robocze).

6. Telegramy kohczgce sig¢ w czasie trwania aktualnej ramki, nie mogg byé
przesiane na dysk w te] same]j ramce.

Proces zachodzgcy przy przyjetych zaXozenlach przybliZa preces rzeczy-

wisty zachodzgey na wejéciu wgzia telegramowego. Proces ten moina ana-

lizowaé przy pomocy Zaricucha Markowa [7], wiozonego w momenty zakodczed

ramki,

2. ANALIZA MATEMATYCZNA MODELU

UkZzad réwnad stochastycznych opisuje matematycz.c zaleiznodci wyste-
pujgce pomigdzy zmiennymi losowymi w procesie

+1 _k
Hf al1 -X+X

(1)

k+1_gk. v
Nyt =512

gdzie
lf'n, l‘;‘ - liczba zajetych pél roboczych,do ktérych wprowadzane sg kolej-
ne znaki telegraméw odpowiednio w ramce k+1 i k,
Hg'”, Hz - liczba pél roboczych oczekujgeych na przepisanie na dysk od-
powiednio w ramce k+1 i k (po odbiorze wszystkich znakdéw ),
X - liczba wywoXad wgzia w czasie k-te] ramki,
Y - liczba kondczgcych sig telegraméw (po odbiorze ostatniego
gnaku ) w ramce k,
Z =~ liczba przepisanych pél robeczych na dysk w ramce k,

W celu oszacowania jakodci tego systemu nalezy okresdlié wszystkie prawdo-
podobienstwa warunkowe mozliwych przejséé w systemie. Prawdopodobierstwa
przejéé wyznaczone zostang ze wzoru (2) otrzymanego z ukadu (1) po
uwgglednieniu niezaleznodci zmiennyeh X,Y,Z oraz warunkdéw brzegowych.
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min{m1 ,m1 +m2-n1 ’ S--n1 -n;)

Pr{m1 ,m2/~n1 ,n23= zPr{X:j /n1 ,ne} Pr{Y=n1-m1+J /1:11 ,n2} X
J=max O,m1-n1 ’ m1+m2-n1-n2’}

(2)
X Pr{Z=n1+n2-m1-m2+j/n1,nz}
gdzie
M4 s04 505,05 = realizacje zmiennych losowych odpowiednio N%+1,N¥,N§+1,N§,
S -~ maksymalna liczba pél roboczych wejéciowych

Prawdopodobienstwa warunkowe wystgpujgce po prawej stronie réwnania
wyznaczymy ze wzordw (3), (4), (5) :

M-n, J M-n,-j

Pr{X=j [o, ,n2}=(j Ve (1-p) dla j(S-n,-n,
M—n1 M-n, M-n1-i ()

Pr{x=s-n1-nz/n1 ,n2}= > ( i )pi (1-p) dle j)S-ny-n,
:i.::S-n1-n2

gdzie
p - prawdopodobiedstwo wywoZania z wolnej linii

Pr{Y=1/n1 ,n2}=(:1) qi(1-q)n1-i dla Og¢ign,  (4)

Rozkad zmiennej losowej Z uzalezniony jest od zastosowanego dysku. Wyzna-
czymy go dla dysku z wiasnym kontrolerem, dla ktérege zapis i odczyt rea-
lizowany jest caiymi sektorami (w jednym sektorze miedci sig MX zna.kéw).
Oczywidcie telegramy krétsze niz MX znakéw bgdg zajmowaly caly sektor.

F- (i-1) r-11-(i-2) Fol =l _=jeee,=1

Pr{Z:i/n1,n2§=lZ=1 §=.1 gecey el .

Z Pr{I“ =l ‘,L' =l ,.oo'I" 3115 (5)
171772 72 i
1 12 li=1

gdzie F=(T- (j+n1) d1)/ d, liczba sektoréw mozliwa do przesiania na dysk
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w cgasie ramki k,

T - dzugesé ramici |

J = liczba wyweZa® w ramce,

B, - liczba aktywnych pél robeczych w ramce k,

41 - esas zapisu gmaku do FRO,

d, - czas prsepisywania sektora (MX znakéw ) na dysk,

11 - drugesé i-tego telegramu wyrasona w licszbie sekterdw dysku.

Obliczenie tege wyrazenia jest kXopetliwe, dlatege tei dla przyjetych
saXozel wyrazenie (5) mozna doprowadzié do zaleznoéci rekurencyjnych.
¥ efekcie otrzymujemy wzdr kodcowy :

P-1)MX
Pr{z=1/n1,n2}=(1-q)( g S1(F-1,1) dla 14ikn

<

(6)

-1

/ MX
3lt’r{Z=1/n1 ,n2}=(1—q) SE(P-—i,i dla iz:nz

gdzie

s1(r1,13)=HZ+1 (1-(1-9_)' m)51(n+1-w, B-1)
w=1

s1(0 ,11)=(1-_(1-q)mx)R
s1(a,1)=2: (1-(1-q)' n)

R )1

natomiast
H+1 w MX

MX w
sz(11,11)=z1 (1-a)  (1-(1-a)  )s2(H+1-w, B-1)

przy czym

52(0,8)=((1-a )™ (1- (1-0)")F
s2(a1) =37 (-0)" ¥ (- 0-0)" )

Prawdopodobietstwa standw P(n.m) wyznaczymy rozwigzujgc ukzad réwnart
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liniowych otrzymany po wyznaczeniu przepiséw na prawdopodobiedstwa przejéé
i warunku

/\ Z P{m1 ,mz/n1 ,n2}=1

Myelly Byl

3, WSKAZNIKI JAKOSCI SYSTEMU

Przeprowadzona analiza umozliwiXa nam wyznaczenie prawdopodebiedstw
stanéw systemu P(m,n). Na podstawie tych prawdopodobiedstw wyznaczymy
wskafniki jakoéci systemu. Bardzo waznym wskaZnikiem jakodci bedg : war-
toéé Sérednia oraz wariancja liczby zajetych pél roboczych oraz zapeinio-
nych pél roboeczych. Wyznaczymy je odpowiednio ze wzoréw :(7),(8),(9), (10)

s
M1=§oi PN1(1) (1)
2 S 2
GN1=i=oi2P‘N1 (.1) - (RN1) (8)
s
EN2=E,01 (1) (9)
2 8 ' 2 -
GN2=%oi?m2(1) ~(ax,) (10)
gdzie
PN, (1)= 2 2(1,n)
PN2(1)=% ?(m,1)

Istotnym wskaZnikiem jakoSci tego systemu sg réwniez straty, a wigc
$rednia liczba traconych telegraméw, Wyznaczy¢ je mozna ze wzoru (11)

B=§ p(M-i) PNy(1) BN,(S-i) (11)
i=o

Na podstawie prawdopodobiedstw stanéw mozemy W prosty sposéb wyznaczyé
réwniez inne wskazniki jakoéci,takie jak : éredni przepiyw, éredni czas
przebywania telegraméw w wg¢ile, Sredni czas oczekiwania telegramu na prze-
pisanie na dysk itp. Bgdg one wraz z analizg pozostaiych modeli, wspomnia-

nych w artykule, podstawg do projektowania we¢zidéw sieci telegramowej z
komutacjg wiadomodci.
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MODELLING AND ANALYSIS OF TELEGRAM RECEPTION
IN A TELEGRAM NETWORK NODE.

In the paper the features of the Polish Telegram Network are presented
and the difference between this network and the message-switching network
in described. In a message-switching network node we can outline a block
dealing with the reception of telegrams. This block refferred to as the
input model is the subject of the analysis carried out in this paper. In
the paper the input model and its performance have been presented and
eveluated,

MOIENVMPOBAHVE M AHAJIV3 HPM%MA TEJIETPAMM B Y3IE
CET/ C KOMMYTALUMEA COOBLUEHMA

B HacTosuieil cTaThe 0XApAKTEDN30B3HA CYlUleCTBEHHAA TelerpamMHasd CETh
B [lonple, a TaKke [IOKA3aHA DA3HMIA MEXLy 3TOH CEeTh C KomMyTamueir cool-
meHA#. B Momesam ceTH ¢ KOMMyTauuei# cooOmeHmit MOXHO BHIEJIATE OJIOK, NPA-
HAMAOUMA TeJerpaMMH B y3Jie. JTOT ONOK [IOAy4YMJI HA3BAHUE MOIEJN BXOIA
N ABIAETCA IIPEIMETOM aHauM3a HacToAue# crtarbn. B padoTe mpencraBieHa
MOIeNb BXON4, ONUCAHO €€ me#cTBHe, & TAKke I0KA3aHH NPUHATHE NPEXNIOoNo-
KEHAS, ylpouanilne aHaIn3 MoIead. Kpome 3TOoro 31eCh IOKA33HH HEKOTOPHE
N30paHHHE [10RA3aTeN! KAyeCTBA CUCTEMH .
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ZAMIERZENIA RESORTU LQCZNOQCT DOTYCZACE ROZWOJU
SRODKDW TECHNICZNYCH DLA PUBLICZNEJ SYNCHRONICZNEJ
SIECI TELEDACYJNEJ Z KOMUTACJj KANALDW.

W komunikacie nrzedstewiono wvksz urzadzen, ktire sa obecnie opra-
cowvwane i beda w orzvszlodci tworzviv strukture techniczna sieci
wymienionej w tvtule - zarifwno vealizujacvech funkcje komutmcvjne i
transmisvine. Kritko omAwiono cechv tvch urzadzeri, rodzesje stvk4w i
rodzaje svgnalizacji. Okredlono niektdre terminv realizacji kolej-
nveh etandw rozwojowvch i warunki niezbedne dla nrawidlowej realiza-
cji caltego przedsiewziecia,.

Z punktu widzenia telekomunikacji siecia teledscvijna okresdlanv jest
kompnleks drodk4w technicznych obejmujacv wezlv komutscvijne i svstemv
transmisji danveh, zar4dwno dla Yaczv sbonenckich, jrk i }aczv miedzvwe-
ztowveh. Do znormalizowanvech stvk4iw tej sieci teledacvinej beda dolacza-
ne urzadzenia uzvtkownikAw, tworzace ich svstemv telenrzetwsrzania. Ca-
Y0éé bedzie tworzvé sieé teleinformatvezna.

Projektowana siedé teledacvina bedzie zawierals elementv technicznej
integracji takZe dla innvch stuzb, w szczegilnodei dla teleteksu i te-
lefonii. W obszerze lokslnvm sieci kmaZdv uzvtkownik bedzie dolaczonv dn
wezin nonrzez indvwiduslne lacze dunleksowe. Z tvch nowod4Aw uzasadnione
jest stosowsnie techniki komutecji ksnsl4iw w wezlmsch umieszczonveh ne
najniZszvm noziomie hierarchii sieci. Bedzie zanewnions wsnilnresca z
siecia o komutncji nekietdw na nnzinmie komunikacji "wczel-wezel",

Pierwszvm etanem rozwojowvm jest zanrojektowanie i wdroZenie dn pro-
dukeji komnleksu $rodkAw technicznvch dles svnchronicznej komutacji kenp-
¥4w i transmisji danvch w taczach abonenckich i miedzvweztowvch. Obec-
nie sa ju% w fazie koricowej nrojektvy koncencvjne wszvstkich niezbednvch
do tego celu urzadzer, z wvjatkiem samego wezla komutacvjnego - centra-
1i teledmcvjno-telefonicznej, obstugujacej riwnie? ruch teleteksowv,
Dotvchezrs zostalv nrzvgotowane wstenne wvmagania tachniczno-eksnloata-
cvine na taka centrale i czedciowo zmamawansowsne nrrce nad jej nrojektem
koncencvjnvm,

Instytut igcznosci, Zektad Teleinformatyki, Warszaw~

*



118

Drugim etapem przewidzianym na poczgtek lat dziewiedédziesigtych,
bedzie uruchomienie sieci zawierajgcej do czterech central i obsiugu-
jacej do 2000 uzytkownikéw. W latach nastepnych przewidywany jest ewo-
lucyjny rogwéj sieci, Prace etapu pierwszego s realizowane w ramach
Problemu Resortowo-branzowego R.B.-4.2,

Sieé bedzie nosié nazwe SYNKOM, bedzie obsiugiwaia terminale syn-
chroniczne o szybkodeiach: 600, 1200, 2400, 4800 i 9600 bit/s, w tym u-
rzgdzenia koricowe teleteksowe 2400 bit/s.

Przyjeto znormalizoweny styk z uZytkownikiem,zgodny z zaleceniem
X.21 CCITT; bedg zapewnione prawie wszystkie przewidziane tam udogod-~
nienia z wyjgtkiem subadresowania,

Dla komunikacji miedzyweziowej przyjeto styk 1 procedury sygnaliza-
cji zgodne z zaleceniem X.61 CCITT. Ten styk bedzie obowigzywal takze
przy wspéipraoy z wezlami komutacji pakietéw; odpowiednia konwersja syg-
nalizacji np. X.61-X75 CCITT bedzie wewnetrzng funkcjg sieci o komuta-
cji pakietéw.

W ramach prac problemu R.B.~4.2 opracowanc dod: tkowo projekt wstep-
ny urzadzenia abonenckiego, ktére umozliwia dolaczenie do styku wg zal.
X.21 CCITT terminali wyposazZonych w styk serti "V" - wzywaka teledacyj-
nego WT. Prace nad prototypem wzywaka WT rozpoczng sie¢ w roku 1986,

Urzgdzenia dla sieci SYNKOM sa projektowane pod kgtem ich przyszie-
go zastosowania w telekomunikacyjnej sieci cyfrowej, w peini synchroni-
cznej, z cyfrowymi traktami transmisyjnymi PCM 30/32 - 2,048 Mbit/s, W
etapie przejéciowym, ktédrego czas trwenia jest dzid trudny do oszacows-
nia, nalezy zapewnié wspélprace wezldw poprzez przesta pierwotnogrupowe
w systemach telefonii noénej. Do tego celu bedg wykorzystywane modemy
64/72 kbit/s i specjalne urzadzenis pomocnicze, tzw. "Transpleksery" -
zastepujgce, z istotnymi ograniczenismi, trakt PCM 30/32. Pelny zestaw
urzadzern tworzgcych techniczng strukture sieci SYNKOM jest nastepujacy:
1. DCET X.21 - urzadzenie zakoriczenia lacza teledacyjnego;

2. KT - teledacyjny koncentrator kanaktdw;

3, DSE -~ centrala teledacvjno~-telefoniczno-teleteksowa wraz 2z transla-
cja abonencka TRT;

4, TPX - transplekser;

5. MV36 - modem 64/72 kbit/s lub SKN 64/72 - konwerter niskonapieciowy.

Ponadto - wzywak WT, wspomniany uprzednio,

DCET ma od strony abonenckiej styk wg. zal.X.21 CCITT; opcjonalnie
moze byé wykorzystywany obwdd "B" dla synchronizacji bajtowej. Wykorzy-
stanie tego obwodu stykowego "B" bedzie zalecane wszystkim uZytkownikom,
choé nie bedzie obowiazkowe. Po stronie liniowej DCET hedzie wyposaZo-
ne w znormalizowany styk S1 dla %aczy fizyecznych - styk S1 typu "base-
band" do 9600 bit/s. DCET realizuje funkcje kontrolno-sterujace i fun-
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kecje transmisyjne. Bedzie stosowany specjalny typ kodu transmisyjnego
zapewniajgcego pelna rozdzielnodé faz przeiroczystej WYMIANY DANYCH i
SYGNALIZACJI. Zastosowany kod transmisyjny zapewnia dodatkowo efektyw-
ng detekcje btedéw transmisji, potrzebng w fazie sygnalizaecji. DCET be-
dzie przystosowany do pracy dupleksowej na igczach jednotorowych.

KT-koncentrator teledacyjny wraz z translacjg abonencks TRT pozwala
na doiaczenie do 128 lgczy abonenckich o réZnych szybkosciach. Po stro-
nie centralowej KT ma styk znormalizowany PCM 30/32. W przypadku wspdi-
pracy KT z DSE poprzez trakt PCM do centrali moze byé dolgozonych réw-
noczednie max 30 abonentéw, kazdy o dowolnej szybkodei ze zbioru: 600,
1200, 2400, 4800, 9600 bit/s. Po stronie abonenckiej KT wspéipracuje z
abonentami wg procedur podanych w zal.X.21 CCITT; po stronie centralo-
wej stosowany jest system sygnalizacji bazowany na zal.X.61 CCITT. KT
moze takZe wspéipracowad z DSE za podrednictwem transpleksera TPX; w
tym przypadku KT przyjmuje na siebie pewne funkcje poéredniczgace dls
sterowania transplekserem.

TPX~transplekser jest faktycznie multiplekserem czasowym z dynami-
cznym przydziatem podkanaldw,., Alokacja kanaléw jest zawsze zadawana
przez centrale DSE, nawet wéweczas, gdy TPX jest oddalony od centreli i
bezpoérednio dotgczony do koncentratora. Liczba kanaldw czasowych TPX
jest zmienna i zaleznas od opcji modemu MV36, z ktérym TPX wspdipracuje -
mozliwe sa szybkodci kanatu zwielokrotnionego 64 kbit/s lub 72 kbit/s,
Wszystkie podkanaly czasowe przeznaczone do transmisji danych sg jedno-
rodne - 600 bit/s. Liczba podkanaldéw zajetych dla danego polgczenia za-
lezy od szybkodei uzytkownika. Np. dla szybkodei uzytkownika 4800 bit/s
w TPX zajmuje sie 8 podkanaldéw, Czeéé kanaléw czasowych TPX jest zare-
zerwowana dla sygnalizacji wspélnokanatowej nr 7 wg zal.X.61 CCITT two-
rzgc zbiorczy kanal sygnalizacyjny v= 3000 bit/s lub 3200 bit/s; czedé
kanaléw TPX jest zajeta dla celéw synchronizacji. Sumaryczna przepusto-
wodé TPX dla danych jest w réznych opcjach réwna ok. 60 kbit/s lub ok.
67 kbit/s.

czasowym, komutujgcym jednorodne kanaty 64 kbit/s. Dzieki tej jednorod-
nosci centrala moZe komutowaé réwniez dobrze kanaly telefoniczne, tele-
teksowe 1 teledacyjne, Konwersja szybkodci kanaléw teledacyjnych i te-
leteksowych jest dokonywana w koncentratorze, zgodnie z zal.X.30 CCITT.
Ten sposéb konwersji daje mozliwoéé dodatkowej sygnalizacji typu

"END TO END", nieistotnej bezpodredni'c dla DSE, lecz ut¢vtecznej w kon-
centratorze dla okreslenia momentu przejscia do fazy WYMIANA DANYCH.
Réwnoczeénie wprowadzenie struktury strumienia 64 kbit/s w/g zal,.X.30
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CCITT daje moz2liwoédé szerszych zastosowanl w przysziodeci w sieci z in-
tegracjg ustug 2z innymi systemami sygnalizacji. Bedzie to oczywidcie
wymagato zmian w KT i DSE,

Prace pierwszego etapu, przewidziane w problemie R.B-4.2 zakorczs
si¢ wdrozeniami na przetomie lat osiemdziesigtych i dziewieddziesigtych,
Oczekuje sie, %e do tego ozasu bedsg zaawansowane prace badawCczo-Yrozwo-
jowe nad terminalami teleinformatycznymi i teleteksowymi o styku zgod-
nym %z zal.X.21 CCITT oraz prace nad urzgdzeniami podredniczacymi dla
wspéipracy sieci z komutacjg kenaléw i komutacjg pakietdw,

POLISH P,T,Ts ADMINISTRATION'S PLANS OF DEVELOPMENT
OF TECHNICAL MEDIAS FOR SYNCHRONOUS CHANNEL-SWITCHING PUBLIC DATA NETWORK

Report containgsthe short description of fundamental characteris-
tics of technical medias, actualy projected for CStruUN: bath for commu-
tation as well for data transmission in subscriber’s lines amnd for
node~to node transmission, General ideas of signaling and unified in-
terfaces are briefly discussed. Finally, expected terms of succesful
realization of this enterprise are mentioned,

HAMEPEHVA CTPALMYA CBASH B OBIACTY PASBUTHA TEXHUUECKHX CPEHCTB
IJIA CHMHXPOHHO/ CETY IEPEINAYA IAHHHX Og%EFO [IOBE30BAHMA C KOMMY TALVEL

B paGore mpaggTaBleHN KpaTkme OCCYXNEeHAMA OCHOBHHX GBO#CTB ycTpo#cTB,
pa3padoTaHHHX B HACTOAMEe BpeMA M OpeJHa3HAUYeHHHX IJIA CeTW B 34TVI2BARA:
B TOM OMHGJE - YCP?DOXCTB LA KOMMYTAUMA M IJIA [epelayn NAHHHX B aCOHEHT-
CKHX X MEXIYY3JOBHX y4ACTKAX CEeTH., BHUNCIEHH IVIABHHE THIH CUIHAIN3AIHA
% CTHKH B C€TH, B KOHIe padOTH YIOMAHYTH yCHOBUA ycheluHo# peanmsaima
OPENIPHAATAA o
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ANALITYCZNE I SYMULACYJNE BADANIA
PODSIECI KOMUNIKACYJNEJ

W artykule przedstawiono propozycje analitycznej metody oceny charak-
terystyk czasowych sieci komputerowych. Metoda zostata zweryfikowana
przez symulacyjne badania wgzia podsieci komunikacyjnej sieci komputero=-
wej MSK.

1. WSTEP

Synchronizacja dziatania zXozonych systemdéw i sieci komputerowych
jest zadaniem wymagajgcym wcigz korzystania z intuicji projektantow.
Proponowane metody i modele rzadko przechodzg praktycznie sprawdzian
realnych zastosowari. Potrzebne sg nowe $rodki mozliwe do przyjgcia przez
projektantdw. W szczegdlno§ci odnosi sig to do badari charakterystyk cza-
sowych (performance evaluation}.

Charakterystyki czasowe sieci komputerowych oméwiono w D 2] Przyj-
muje sie za podstawowe czas cyklu pakietu (t),tj. odwrotno$é przepusto-
woéci bezwzglgdnej (delivered traffic) i opéZnienie po oczku (round tfip
delay). Maksymalne opéZnienie po oczku jest miarg interesujacg uzytkow=-
nikéw pracujgcych w trybie interakcyjnym, a érgdni czas cyklu - uzytkow-
nikéw pracujgcych w trybie transmisji gromadnych.

2. UPROSZCZONY MODEL WEZ:A I PODSIECI

Ogdlny schemat sieci komputerowej przedstawiono na rys.1. Zgodnie
z oznaczeniami zawiera ona N linii zewngtrznych oraz lN/Z oczek (polq—
czen w1rtualnych) przechodzgcych przez pary linii.

Zagadnienia zwigzane z badaniami maksymalnego (gwarantowanego) opéi-
nienia po oczku rozpatrywano w [2,3,#]. Ponizej omdéwiono podejScie do--

* Politechnika Wroctawska, Centrum Obliczeniowe
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tyczgce czasu cyklu pakietu, a doktadniej - jego wartos$ci oczekiwanej.
(=N

Rys. 1. 0gdlny schemat sieci komputerowej
Fig. 1. General diagram of computer network
Model opiera sig na pojgciu oczka pokazanego na rys.2. W oczku tym
(dla klasy sieci z potwierdzeniem end-to-end ) zastosowano nastgpujgce
oznaczenias
k - indeks oznaczajgcy numer uzytkownika (oczka),
®¢ - czas my$lenia uzytkownika,
Eik - czas oczekiwania pakietu do i-tej linii wgza,
tik - czas obstugi pakietu w i-tej linii,
%pk - czas odpowiedzi (obstugi) systemu.
Wielko$ci te sg wartoSciami oczekiwanymi i dla prostoty w dalszym
ciggu przyjmuje sig, ze w danej chwili w jednym oczku moze sig znajdowaé
co najwyzej Jeden pakiet.

poDsieC

koMl -

KA Cyawvg

Rys. 2. Oczko w sieci komputerowej
Fig. 2. Loop in computer network’

Dla takiego modelu mamy nastgpujacy wzdér na czas cyklu pakietu:
ty = =0 +Elk+tlk+EJk¢th+—-+EJkﬁth¢Elk¢t K (1)

W (1) pominigto czas obstugi pakietu w wgZle. Istota metody polega na
przyblizeniu wartoéci‘Enm wartoéciami obliczonymi przez losowania w$rdd
kombinacji mozliwych uktadéw kolejek przy zatozeniu,ze prawdopodobieri-
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stwo spotkania pakietu m-tego klienta na l-tym stanowisku obsiugi wynosi

t
le-Ti-‘E- me{1,1N\], 1e{1, v}
a czas do zakodiczenia obsiugi (transmisji) wynosi tlm/Z.

Model jest uktadem rdwnari algebraicznych i poprawnie opisuje obiekt
badarl przy zaYozeniu wyktadniczego rozkladu czasu myflenia uzytkownika
i statoczasowej obstugi systemu (dla takich warunkéw zostal dotychczas
zweryfikowany ).

W dalszych rozwazaniach przyjmuje sig¢ nastgpujgce zatozenia uprasz-

czajgce:
E 2 N,

ie{1,..N} Bk = Fig ie {1,..N} ik i1
k,ke{)<ﬁ} e 4 1 v 1) (2)

t, =t
ke {1,..1N}

Many zatern pracg interakcyjng o polach danych rdwnej dtugosci oraz,

k

w pewnymn sensie, Jednorodne oczka (réwne tk sg brame dla uproszczenia
procesu obliczeniowego, wyniki mogg byé rdézne).

Model zweryfikowano poprzez badania symulacyjne za pomocg Systemu
Intensywnego Testowania (3itwa) [1] dwéch konfiguracji wgzta Migdzyuczel-
nianej Sieci Komputerowej MSK. Badane konfiguracje rdéznig sig liczbg
poXgczen wirtualnych i zostaly przedstawione na rys.3.

Rys. 3. Schematy badanych konfiguracji sieci
Fig. 3. Diagrams of tested network configurations

W celu zbadania jako$ci samej podsieci komunikacyjnej w modelu sy-
mulacyjnys pominigto kolejki do wgzta. Uproszczone wzory na obliczenie
tk w wybranyn polgczeniu sg przedstawione ponizej.
Dla konfiguracji z rys.3a:

-2 -
y _ _ t, ty
t2:=02+7;é+ t, +t2+t—(1 +t—) (3)

ti= t,
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Dla konfiguracji z rys.3b:

_2 -
4t 3t 265 T
1.7 = 2 2 2 2
ty = 9’ +7;+t2 + t3+ _t(1 + —t—(‘l + T (1 + T)))+

Powyzsze wzory podajg algorytm szybkozbiegnego procesu obliczenio-
wego. Ostatni czton réwnania. (3} opisuje kolejkg z wgzta do linii 1.
Prawdopodobieristwo napotkania w kolejce do linii 1 pakietu z innegoocz-
ka wynosi 2t1/t, przy czym fredni czas do zakoriczenia obstugi wynosi t1/2.
Drugi czlon v nawiasie reprezentuje prawdopodobienistwo napotkania w ko-
lejce takze drugiego pakietu.

Wzér (4) interpretuje sig¢ podobnie, przy czym w tym przypadku badane
'sg dwie kolejki, a liczba oczek przechodzgcych przez poszczegdélne linie
Jjest wigksza.

Wyniki pordéwnawcze przedstawione dla tego przykiadu (rys. &4 i 5) wy-
kazujg duzg dokZadno$é metody (przy niewielkiej ztozono$ci obliczenio-
wej )., Petne badania i obliczenia dla konfiguracji z rys.3b wymagajg Ob-
liczen komputerowych, przy czym algorytm wg (3,4) jest szybko zbiezny.

Zwraca sig uwage na pewne rozbieznodci wynikdéw zauwazone przy maktych
czasach nyélenia uzytkownika 8. Wynikajg one z faktu, ze w zakresie ma-
tych 0, generatory tablicowe stosowane w Sitwke wytwarzajg rozkiady
bliskie zdeterminowanym, a nie wyktadniczym. Zjawisko wzrostu przepusto-
woSci w wyniku statych a nie losowych czaséw myélenia przy duzych inten-
sywnodciach ruchu warte jest zbadania. Mate réinice czaséw dla konfigu-
racji z rys.3a wynikajg z bieddw uproszczen.

tz 4\6 F S
badania
analityczhe
14
2

t + t

02 04 06 0f 10 12 6, [s]

Rys. 4. Przykladowe wyniki badari dla konfiguracji z rys.2a
Fig. 4. Exemplary results for configuration 3a
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f4 s Ssyrd acfq

badlania
analityezne

3
s t t .

0.2 04 0.6 0.8 4.0 22 0¢75J

Rys. 5. Przyktadowe wyniki dla konfiguracJji z rys.3b
Fig. 5. Exemplary results for configuration 3b

3. WNIOSKI KONCOWE

Przedstawione i inne przykady dowodzg poprawno$ci zaproponowanej

metody i jeJ przydatnosci dla konkretnych prac inzynierskich. Doklad-

nosé wzordw uproszczonych jest catkowicie wystarczajgea dla praktyki,

a
W

dla badari naukowych mozna stosowaf szybkozbiezne procesy iteracyjne.
pewnym stopniu wynika to z faktu, Ze czasy oczekiwania w sieciach

zanknig¢tych z potwierdzeniami od korica do korica sg ograniczone. Pracoch-
¥onnosé i koszty decydujg o tym, ze metoda analityczna, nawet uprosz-
czona, Jest tu znacznie przydatniejsza od metod symulacyjnych i pomia-

rowych,

1.
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ANALYTICAL AND SIMULATION RESEARCHES OF COMMUNICATION SUBNETWCORK

Analytical method for evaluating performance of computer network is
proposed. The methogd -has been verified by simulation researches of the
nede of Interuniversity Computer Network.

AHATUTHYECKYAE ¥ VMUTALMOHHHE WCCIENOBAHW KOMMYHMKALIMOHHOZA TONCETH

B cTaThe OpeIJIOXeH AHAIATAYECKAZA METOX ONEHKM BPEMEHHHX XapaKTepuc-
THR BHYHCJHTENBHHX ceTel, MeTom mpoBepeH HMWUTAUNOHHHMA RCCJIENOBAHASMA
ysia KOMMyHAKAOAOHHOX momceTR BHUHCJIATENBHOR CEeTH MSK.
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Wojeciech MOLISZ™
STRUKTURALNY MODEL SYMULACYJNY SIECI KOMPUTEROWEJ

Przedstawiono model strukturalny i system symulacyjny sieci kompute-
rowej, umozliwiajgcy badanie szerokiej klasy sieci ze szczegdélnym
uwzglednieniem protokoXdéw i realizujgcego je oprogramowania.Koncepcja
modelu zostata oparta na tzw. elementach funkcjonalnych, Xgczonych
wedXug okreslonych regut dla realizacji wymaganych funkcji. Oméwiono
podstawowe elementy modelu i realizujgcego go systemu programéw.

1. WSTEP

Doswiadczenia zebrane w trakcie badan symulacyjnych sieci teleinfor-
matycznych prowadzonych w Zaktadzie Teorii Systemdéw Iriformacyjnych Insty-
tutu Telekomunikacji Politechniki Gdanskiej od 1974-go roku doprowadzity
w roku 1980 do postawienia zadania zaprojektowania i zrealizowania symu-
latora, umozliwiajgcego badanie i projektowanie szerokiej klasy sieci te-
leinformatycznych ze szczegdlnym uwzglednieniem protokoléw i realizujgce-
go Jje oprogramowania.Postulowano symulator nalezgcy do nowej klasy modeli
operacyjnych, dopuszczajgcych zmiany zasad dziaX*ania modelowanych sieci,
zmienny zakres szczegétowosci badan przy zachowaniu dostatecznej elas -
tycznodci i efektywnosci. Opisana wczesniej przez Schneidera [3] préba
budowy modeli operacyjnych wykorzystywata koncepcje programowania struk-
turalnego do modelowania sieci za pomocg proceséw wspéibieznych. Wymien-
nos¢ modutéw, reprezentujgcych procesy, obwarowana zachowaniem konwenc ji
opisu i parametrdéw styku, zapewniata elastyczno$¢ modelu, ale nie wystar-
czata do badania rozbudowanych protokoXdw wielowarstwowej architektury
logicznej sieci.

Bardziej elastyczny model sieci mozna zbudowaé definiujgec podstawowe
elementy funkcjonalne, reguly ich *gczenia oraz operacje realizujgce
funkc je sieci. W ten sposéb moduly funkcjonalne sieci konstruuje si¢ =z
mniejszych, niezaleznie definiowanych elementéw, a dziaranie moduidéw jest
funke jg regut przetwarzania i wymiany informacji elementdéw skXadowych.

Na tej koncepcji zostata oparta budowa strukturalnego modelu symulacyjne-
go sieci komputerowej omawianego w nastg¢pnych punktach.

* Politechnika Cdansia, Instytut Telekomunikacji
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2. STRUKTURALNY !QDEI SIECI TELEINFORMATYCZNEJ

2,1. Elementy funkcjonalne

Pedstawowym ,budulcem” modelw sg elementy funkcjonalme, ktére generu-
jg, modyfikuj)g, przemiessczajg w przesirzeni, epéiniajgq, badZ pochianiajg
infermacje. Informacje wystgpujg w postaci danych, rozumianych tak jak w
infermatyce lub wiadomodei, posiadajgcych strukture umozliwiajgcg ich
prlisytanio w sieci. Wyrésniamy trzy podstawewe typy elementdéw funkcjo-
nalnych: element prsetwarzania, element przesyZania i element oddzialywa-
nia, Element przetwarzania realizuje dziatania na strukturach danych,ele-
ment prsesyXania wprowadza przesunigcie przestrzenno-czasowe wiadomosci,
ratomiast element oddziaXywania realizuje proces zdarzed szmieniajgcych
stan sieei.

Elementy mosna lgcsyé zgodnie z podanymi nizej regutami, otrzymujac
elementy wyissego rsedu, realizujgce poigdane funkecje. WspétdziaZanie
elementéw przetwarzania w obrgbie struktury zZoson '] odbywa sie¢ poprzesz
magistralg. Struktura meie byé wielopoziomowa, jak pokazane na rys. 1.

P (ne2) Rys.1. Przykiad lgczenia ele-

1 ¥ (neTy P, (nel) mentéw przetwarzania
m m Fig.1. Example of connection
Pt by of processing elements

< MAGISTRALS >

Dwa elementy przetwarzania mozna tes poXgczyé za pomocg elementu przesy-
tania. Z kolei element oddziatywania mo#na doXgeczyé zaréwno do elementu
przetwarzania, Jjak i do elementu przesyXania. Element przetwarzania bez-
podrednio wymieniajgcy informacje z elementem przesylania bgdZ z elemen-
tem oddziatywania nesi nazwe elementu obsfugi. Obsiuga jest lokalna,kiedy
jest przypisana do konkretnego elementu, bgdfé globalna, kiedy tak nie Jest
Budowa realistycznego modelu sieci nak¥ada szereg ograniczen na przed
stawiong koncepcje ogélng i wymaga sprecyzowania dalszych elementdw.

2,2, Sieciowe aspekty modelu

Prgewidgziano dwie wersje odwzorowania topologii modelowanych sieci:
podstawowy, w ktérej komputery typu NODE, umieszczone w we¢ztach sieci, wy-
mieniajgq informacje poprgzez kanaly telekomunikacyjne, jak réwniez prze-
twarzajg informacje, oraz wersje¢ rozszerzong, w ktérej komputery typm
NODE realizujg tylko funkcje komunikacyjne, a przetwarzanie przenieaiono
do komputeréw typu HOST. Na reguly Zgczenia elementéw, opisane w poprzed-
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nim punkcie naXozono ogramiczenia zapewniajgce spéjnodé sieci. Wyréinioneo
dwa typy oddziatywan : UPPER - od proceséw zewnetrzmych i LOWER -z kanaXu,

Elementami przesyZania sg kanaty dupleksowe, scharakteryzowane dwoma
parametrami: predkoécig transmisji oraz prawdopodobierdstwem bledu trams-
misji. Przewidziano uszkodzenia i naprawy kanaXéw i komputerdw.

Wiadomodci sk¥adajg sie z czgsci organizacyjmej i z czesdci informa-
cyjnej. Czedé organizacyjna siuiy do identyfikacji érédta, przeznaczenia
‘1 samej wiadomosSci w obrgbie sieci. Mogliwe jest przenossenie catej wia-
domodei w czedci informacyjne] innej wiadomodci, tj. rozszerzanie wiado-
modci, zilustrowane na rys.2. Rozszerzanie wiadomodci moze byé wielokrot-
ne, co jest szczegélnie przydatne przy modelowaniu protokoiéw warstwowe]
architektury logicgnej sieci.

Rys.2. Rozszerzanie wiadomodci
#elsl ] Y
Fig.2, Extension of message
+ | * [BEET

2.,3. Model komputera

Kluczowymi elementami przetwarzania sg komputery, ktérych struktura,
identyczna dla obu typéw, Jjest przedstawiona na rys.3.

————————— _—._——._.___—__'
.r PROCEDURY |
, . |
| I
Lk GLOBAL | Ly T : @
| |
Wy By il iy ppnylifny adhey wiplglniey sl
MODUL INTER-
STERO— MAGISTR J> PRETA-
WANIA e At ] TOR
MAGIST SR U S
N 4= e i
| |
| | |GLoBAL| |w |
| |
| . |
I 0BSZARY DANYCH J KANALY

Rys.3. Struktura komputera

Fig.3. Structure of computer
Podstawowym elementem funkcjonalnym jest tu moduX obszugi, tj. zespéx
procedur realizujgcych okreslone funkcje wraz 2z obszarem danych,na kté-
rym dziatajg te procedury. W kazdym konputerze Jest jeden modux obsiugi
globalnej oraz moduty obsiugi lokalnej w liczbie zgodnej z liczbg doXag-
czonych kanatéw i oddziatrywad zewngtrznych.
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Zdefiniowano cztery typy procedur: STRING - realizujgce przetwarzanie
danych, TIME - ustawiajgce czasy wystgpienia zdarzer, BUFFER - obsktugi
buforéw, oraz INTERFACE - umozliwiajgce wymiane informacji miedzy kompu-
terem a jego otoczeniem. Wprowadzanie do komputera obsitugujg procedury
typu INTERFACE INPUT, a wyprowadzanie - INTERFACE OUTPUT. Kazda procedura
mose byé wolna, zawieszona lub wykonywana. Procedura zawieszona musi byé
wznowiona przed dalszym wykonaniem (z reguty dwufazowym),

W obszarze danych modulu obsitugi mozna wyréznié : 1/ tablice wiadomos
ci, 2/ zespét buforéw (z operacjami wprowadzania, wyprowadzania i kon-
troli stamm), 3/ pola zmiennych arytmetycznych catkowitych, 4/ pola
smiennych sterujacych (logicznych). Tablica wiadomosci ma skoiczong i
statg dtugosdé. Jezeli jest w niej wolne miejsce, to moina w nim utworzyé
i zapisaé nows wiadomosé. Wiadomosé zapisang w tablicy mozna odczytad,
przetworzy¢é 1lub zmniszczyé.

Organizacja przetwarzania w komputerze jest oparta o wspéidziaXanie
magistrali i interpretatora. Magistrala organizuje wymiang informacji i
przeptyw zadar w komputerze. Do jej funkcji nalezy : 1/ szeregowanie za-
dad dla interpretatora, 2/ zapewnienie destepu do procedur i obszaréw da-
nych modutéw obstugi, 3/ organizacja wymiany informacji migdzy komputerem
i jego otoczeniem. Z kolei interpretator'wykonuje przy pomocy magistrali
zadania definiowane przez procedury modutéw obszugi.

3. SYSTEM SYMULACYJNY NETS

3.1, Programy systemu

Implementac jg modelu jest system symulacyjny NETS, zaprojektowany i
uruchomiony przez Augustynka i Liczbika [1] i eksploatowany na maszynie
ODRA 1305. System sktada sig¢ z trzech programéw : INIT, NSPS i STAT, na-
pisanych w FORTRANIE. Program INIT sXuzy do wstepnej organizacji bazy da-
nych dla wtadciwego programu symulacyjnego NSPS., Z kolei program STAT
umozliwia analize przebiegu symulacyjnego, zapisanego przez program NSPS
w pamigci masowej i obrébke statystyczng wynikéw.

Jgdrem systemu jest program NSPS, ktdérego struktura jest przedstawio-
na na rys.4. Program zarzgdzajgcy (na szczycie hierarchii) identyfikuje
zdarzenia, steruje przepiywem zadan i zapewnia dostegp do procedur uzyt-
kownika i podprograméw funkcjonalnych. W realizacji tych zadan wykorzys-
tywane sg podprogramy organizacyjne. Podprogramy funkcjonalne sg staXym
elementem systemu, a uzytkownik okreédla jedynie ich parametry. Uzytkownik
ma jednak aktywng rolg¢ do odegrania, bowiem doXgcza wkasne procedury,
okreélajgce dzia*anie modelowanej sieci. Procedury te korzystajg z pod-
programéw bibliotecznych, a ich udziat procentowy w systemie waha sie w
duzych granicach w zaleznoéci od stopnia szczegétowoséci modelowania.
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T PROGRAMY

PODPRO—| zARZADZAJACE

GRAMY -

ORGANI— 2225'30' PROCEDURY
/ ZACYJNE zgr:gdo— / UZYTKOWNIKA
[ PROCESY

Rys.4. Struktura programu NSPS
FPig.4. Structure of the program KNSPS

3,2, Przyktad specyfikacji elementéw modelu

Dla ilustracji systemu przedstawimy teraz przykZad specyfikacji dla
typowego modelu sieci. PrzykZadowe formaty informacji (rozszerzanie wia-

domoéci) sg przedstawione na rys.5.

P22z BOST NODE HOST
| / ZROD, DOCE * DOCEL,
WIADOMOSC 4 BLOK

PAKIET SIECIOWY
l RAMKA

T TC 2 1 FEEC=——— B = 1
‘\\____:_,,/'\\\\\‘;:__—”’//,7' o —

Rys.5. Formaty informacji
Fig.5. Information formats

\USRUUTINE NsL1

LOGICAH

INTEIEP RDORR

COMMON  ~OWN .~
I

I
IT1l=IUSE1l (1)
ID=IUSE31(1)
IT=ISIMTIME (K)
CALL SETSWUITCH(LL,IT+IT1)

IF (L1} GO TO 2

CRLL CRERTE(S)

CAHLL WRLNGHT (S, ID)

CRLL PRENTLB,@ ©, 13HGENERRCJR

9]
'RLL RECTRPE (3,0,0)

RETURN

CALL DISRZS(S,1.,0)
H=Rouggéél"5 5 K

CHLL SASS15,2,K)

CALL PRINT!(1,K,Q,37HFOTWIERDZ
ENIE ODBIDRU RAMEK [ NUMERWL
CALL RECTRFE119,K,Q)

CALL FUTBUF (5,2}

W tej sieci nalezy zdefiniowaé co
najmmiej nastepujgce protokoxy :

1/ dostepu do podsieci komunikacyj-
nej, 2/ sieciowy, 3/ kanatu miedzy-
wezXowego. Zatrézmy, e w kanale mie-
dzywezXowym stosuje si¢ potwierdza-
nie ramek w mechanizmach okna oraz
TIME-OUT. Do realizacji tego frag-
mentu protokozu uzytkownik musi do-
¥gczy¢ nastegpujgce wiasne procedury

Rys.6.Przyk¥ad procedury uzytkownika
Fig.6. Example of user’s procedure
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obstugi ramek : a/ potwierdzanych, b/ niepotwierdzanych, c/ potwierdzajg-
eych ACK, oraz d/ realizacji mechanizmu TIME-OUT. Przyk*adowo wydruk pro-
cedury /a/ jest przedstawiony ne rys.6. Nazwa w konwencji systemu oznacza
odpowiednio: N-komputer typu NODE, S~procedure typu STRING, L-moduz ob-
stugi LOCAL LOWER, 1-numer procedury. Procedura jest bezparametrowa, a
wazystkie procedury wywoilywane przez nig nalezg do biblioteki systemu.

4, PODSUMOWAKRIE

Eksploatacja systemu NETS w peini potwierdzia realizacje¢ stawianych
mu celéw. Juz po wdroieniu systemu okazaXo sie, e wedlug podobne] kon-
cepcji, ale w oparciu o inne modele zostal miezaleznie zrealizowany system
symulacyjny MOSAIC[2] .

System NETS zostal opracowany dla modelowania sieci teleinformatycz-
nych typu WAN i LAN, ale po niewielkich modyfikacjach nadaje sig tez do
badania systeméw wielodostepowych Jedno i wieloprocesorowych. Dodatkowym
rezultatem prac nad systemem jes ropozycja Jezyka symulacji Network
Simulation Description Language | 1 | aktualnie poszukiwanego typu USER -
FRIERDLY.

LITERATURA

1. Augustynek Z.,Liczbik A.: Strukturalny model symulacyjny sieci te-
leinformatycznej. Praca magisterska, Politechnika Gdarska, Wydziax
Elektroniki, 1981

2, Didic M.,Wolfinger B.: Simulation of a local computer network ar-
chitecture apglying a unified modeling system. Computer Networks
6 /1982/ 75-9 _

3, Schneider G.M.: A modular approach to computer network simulation.
Computer Networks 1 /1976/ 95-98

STRUCTURED SIMULATION MODEL OF COMPUTER NETWORK

Structured model and simulation system of computer network are pre-
sented which allow the modeling of a broad class of networks, including
their protocols and significant portion of their software. The model pro-
viding the operational degree of flexibility is based on the concept of
functional elements. The complex structures having the desired properties
can be composed of such elements, according to some connection rules.
Basic elements of the model are described. The simulation system is im-
plemented on ODRA 1305 computer. It is intended to simulate the behaviour
of W.A.N. and L.A.N. type computer networks, but can be also applied for
the case of multiaccess multiprocessor computing systems.

CTPYKTYPHAS UMUTALUOHHAS MOJIEJIb BHYHUCIIUTEJIIBHONW CETH

PaccMOTpeHa CTPYKTypHasi MOOeJib U HMMHTAlLMOHHAs CUCTeMa IpOorpaMM BHYHC—
JIMTENbHOH CeTH, MO3BOJisAnmas MONEJIMPOBATH WHPOKHH KJIACC CeTel C y4Y&ToM
NPOTOKOJIOB H OBOJIBWIOM YaCTH HX NpOorpaMMHOro ob6ecrnedeHds. OCHOBOHM MOOEJH
ABIAKNTCHA QYHKLHMOHAJIbHEE 3JIEMEHTH, KOTOphHEe COEeOHHAKWTCS OJig peanH3aluu
onpenenéHHuX (GyHKUMH. PacCMOTPEeHH NPUHUMUINHAJIbHHE 3JIEMeHTH MOOEeJIM U COOT-—
BEeTCTByWIEN CHCTEeMH NpOorpPaMM Ha BHYUCJIMTENbHONW MawxHe OJIIPA 1305.
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wezel sieci komputerowej,
system strumieniowy,
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Bolestaw MRUGALA*

OPTYMALIZACJA PRZEPUSTOWOSCI
WEZLA SIECI KOMPUTEROWEJ

Funkcje realizowane przez poszczegilne warstwy oprogramowania wezila
sieci komputerowej sa ustalane arbitralnie przez projektantéw sieci.
Przy wielomikroprocesorowej realizacji wezia i przypoerzadkowaniu
kazdej warstwie odrgbnego mikroprocesora pojawia sie¢ problem takie-
go rozdzialu oprogramowania na warstwy, ktére maksymalizuje przepu-
stowosé catego wezla, Przepustowesé ta ma z kolei wplyw na éredni
czas przebywania informacji w sieci, Przedstawiony model dotyecsy
systeméw typu strumieniowego (pipe-lining), do ktérej to klasy sy-
steméw mozna zaliczyé oprogramowanie (lub jego fragmenty) wezla sie-
ci komputerowej.

i OPIS MODELU MATEMATYCZNEGO

1e1s Charakterystyka zadania zgloszenia

Kazde ze zgloszen naplywajacych do wezla siecli jest realizowane
w mysl tego samego algorytmu opisanego siecig S, ktéra oparta jest na
grafie G, Niech G = <W,U)> (G = (W,>) bedzie spéjnym grafem Berge’a
bez petli i cykli, Zbidr W wierzchotkdéw tego grafu reprezentuje zbidr
operacji elementarnych, tzn, kazdemu wierzcholkowi '1 (1-1,2,....1)
odpowiada i~ta operacjae. Zbiér U jest relacja nastepstwa operacji ele-
mentarnych (zbidér Yukéw), Na zbiorze wierzcholkdéw okreslona jest funk-
cja ‘§:W—.’R, taka, ze E(Wi)- t;1 jest czasem realizacji i-tej operacji
elementarnej. Na zbiorze tukéw okreslona jest funkcja V:U—(0,1] taka,
ze W(Uj)=pj jest interpretowane jako warunkowe prawdopodobierstwo przej-
dcia przez luk U‘j wychodzacy z wezia Wi, pod warunkiem, Ze wezel '1’

zostal osiagniety. Aby ¥ byla funkcjg prawdopodobierstwa musi speiniaé
warunek

/N 2 Py =1 (1)

133U =KW W
Tréjka S= <G,¥,¥> jest siecia realizacji zadan,

* Wojskowy Instytut Informatyki, Filia nr 2, Warszawa —Bemowo
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1026 Podzial grafu na strefy

Utwérzmy z elementdw zbioru wierzchoikéw W, K~elementowy (1<K(I)
ciag Wi=(W, Wygeoe Wy ,o00Wy), taki, ze:
W, "W, = ¢ (2)
ke 5K
k#k'

/k\"k*" (3)
O W -w (a)

k=1
Ciag w nazywaé bedziemy podziatem grafu na strefy, jezelis

W, eW
1:Pzi?;i)-¢ A (5)
W, €W )
" r‘@-;& LEW (s
1 Jx'/.1>r'(11) Wy S WA Wy Wy =kl (1)

a elonent"k tego ciggu nazywaé hedziemy k-tg strefg.

103 Obsiuga zadaxs

Kazda droge pg =(W!,0%, ..., 0", ... W%%)  (m=1,2,...,M) w grafie G
(whhew) nazywaé bedziemy ciggiem technologicznym zadania, jezelil:

whe {w; ri(w,)=p} (8)

Wone (W s "(W,) =9} (9)

Zadania s§ obsiugiwane przez K-stanowiskowy system masowej obsiugi.
System ten zwany systemem strumieniowym (rys.1) charakteryzuje si¢ tym,
%e poszczegdlne stanowiska wraz ze swoimi kolejkami usytuowane s3g sze-~
regowo, Kazda z kolejek ma nieograniczong pojemnosé. Na k-tym stanowis-
ku realizowane beda operacje elementarne nalezgce do k-tej strefy,

P (o 02~ — (o1 —T—(%0%)

Ryse 1. Strumieniowy system masowej obsiugi
Fige 1, Pipe-lining system

m
Jezell przez X, oznaczymy moment rozpoczgcia obstugi m-tego zadania
na k-tym stanowisku, a przez ﬁ: - moment zakolczenia obslugi m-tego za-
dania na k-tym stanowisku, to proces obstugi zadan jest taki, ze:

oy =0 (10)

P =+ b (11)
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ocgtt = max [BF , pyiT] (12)
gdzie t: = ty (13)

1zw1ekaAw Jjest elementem Py

Jest czasem realizacji m-tego zadania na k-tym stanowisku.

1s4. Sformutowanie problemu

Niech bgdzie dana sieé realizacji zadad S, jej elementy G,g,ﬂ’oraz
ilos$é przedzialdéw, na ktére ma byé podzielony graf G. Przy wczesniej
oméwionych ograniczeniach i zalozeniach nalezy znaleZé taki podziak na
strefy WSE éwi aby zminimalizowaé Sredni czas realizacji zgloszenia

lim %5 (14)

Moo

=

2e¢ ALGORYTM ROZWIAZANIA PROBLEMU

241+ Definicje

Pojecia ponizej zdefiniowane bedq wykorzystywane w algorytmie.
‘Mowimy, Ze wezel Wi poprzedta wezel W1I s Jezeli w grafie G istnieje
droga p(wi,wf). Oznaczaé to bedziemy: Wi—W.

*Zbidr ‘iT(UJ)={Uk =<WK,WKJ>: Wk=WJ. nazywaé bedziemy zbiorem trukéw na-
stepujgcych po tuku U =<WJ,W.> .

‘Zbidr“ﬂ'l(UJ)u{Uk=<Wk,Ww)»: W&=WJ} nazywaé bedziemy zbiorem tukéw po-
przedzajacych tuk UJ= <WJ. ,wJ..) .

‘Wezel W, nazywa¢ bedziemy poczatkiem Xuku UJ.JeZeli UJ' <w1,w1;>. Ozna~
czaé go bedziemy wgocz.

‘Wezel W, nazywaé¢ bedziemy korcem }uku Uj,JeZeli Uj=<Wf,W1>. Oznaczaé

go bedziemy Wfon.

ePrzekrojem rozdzielajacym strefy k-ta z k+1-sz8 nazywaé bedziemy zbidr

k ,
U ={UJ=(Wi,Wi.). WeW, AWoew ).

2424 Algorytm

A. Cechowanie %ukéw cecha qj (qJ-prawdopodobieﬁstwo przejsScia przez j-ty
tuk).
a/ qj=p; dla j:H(#EO°%) = ¢
b/ Do cechowania wybieramy taki nieocechowany iuk, ktérego wszystkie
tuki poprzedzanceﬁT-i(Ux) sa ocechowane cecha ay i nadajemy mu
ceche

qy = px‘J:U%—i(Ux) ay (15)
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C.

Fo

e/ Czy wssystkie Xuki sa ocechowane cecha qJ? Jjezell nie, to skocz
do A.b/.
Cechowanie Xukéw cecha a, (a,-Srednia odlegtosé od poczatku).
o/ a=Y(Wi°®®) ala 3 THWOO%)- ¢
b/ Do cechowania wybieramy nieocechowany cechg a, Xuk U - taki,
ktérego wssystkie uki poprzedzajace T 1(U ) sa ocechowane ce-
chg “J i nadajemy mu ceche

320,61 (g )A‘J.q
a = JL" x + ~§('£ocz) (16)
TL(y) !

33047 (0,)

e/ Csy wszystkie lukl s§ ocechowane cechg aJ? Jezeli nie, to skocz
de B.b/e

Cechowanie Xukéw cecha b, ( by ~drednia odleglodé od korica).
a/ b -’§(v"°") dla j: r'(wi° ¢

b/ Do cechowania 'ybiera-w taki Iuk U, ktérego wszystkie fuki po
nim nastqpujqeo‘ﬁ(vx) 88 ocechowane cechg bJ 1 nadajemy mu ceche

kon
b_ = .b | / ) 17
X 33 uje t“'(ux) pJ J * i( x ( )

e/ Czy wegzystkie luki 33 ocechowane cechg bJ? Jezeli nie, to skecz
do Coeb/.
ZpnaileZé dowolny podzial na K stref. Zapamigtaé ten podzial.

T =00

Bin max
Pla kaidej k-te) (k=1,2500.00K) strefy liczymy Srednl czas przebywaw
nia zadania w strefie:

T - ZE: q;°a
kSt 1% T g U7
Wybieramy strefe W_ taka, ze: T = ':‘{Tk}‘ czy T < Thin ? Jeze~

11 taky to zapamigtujemy ten podziai,
Obliczamy Sredni czas dojscia do xwtej strefy Tpocz i Sredni czas
przejscia od x~tej strefy do kolca Tk

co Jezell x =1

gpoes_| -
x —-—= T, dla x£ 1
Xl i=1

1 K x
—— T dla K
i:°n- K-x i-x+1 1
oo jezell x = K
Jezeli Ti“’)i‘:“ to skocz do K.
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H, Dla kazdego WfiWi:(Wi.,wi>e =1 wyznaczamy ceche Tt ( Ti - sdrednia

diugosé drogi wnoszona przez i-ty wezel w k-tej strefie).

a/ Luki UJ=<wi' ,Wi> takie, ze W .wa
aJ=t1.

b/ Czy istnieje taki %uk Ux=<W1,Wf>>, ktérego wszystkie tuki poprze-
dzajace ﬁT—i(Ux) s§ ocechowane i lfawx? Jezell nie, to skocz do
H.d/.

c/ Wybrany Yuk cechujemy cechami;

cechujemy cechami qJ-pJ i

i -1

9, = P = q
X Sjﬁﬁ 1(Ux) J

e t(up 3434
a_ =
1 9
JeT 7 (U,)
d/ Obliczamy T; = :E:; ay- q
Jew J
I, Wybieramy wezel W_,dla ktérego Ti = max T;.

Jo Weat ¥z

-1
Wi \W_v M7 (W )n W

vW_ o YW )nw
X X X

Skok do N.
Ko Dla kazdego wezla W.eW_ : <W1,W13>eamx+1 wyznaczamy ceche ii.

a/ Luki UJ=<W1,Wr> takie, ze Wre g=+t cechujemy cechami QJ = pJ

1bJ=t1.

b/ Czy istnieje luk Ux-<w1.,w1> taki, ktdérego wszystkie ltuki po nim
nastgpujace ’W(UX) sg ocechowane i Wie Wx ? Jezelli nie, to skocz
do K.d/.

c/ Wybrany tuk cechujemy cechami

qxszJ;U = lI(Ux) qj

q,-b
31 0E M) 3

b, = .
x

q

J:;J.e 1:‘(Ux) J

i skocz do K.b/.

=1
d/ Obliczamy T, = .Zk-1 by qy
Jeu
. = i
L. Wybieramy wezel W_, dla ktérego Ti = n?x{ Tk}

M. wx;=wx\ [wx‘J(r(wx)ﬂ wx)]

W_ =W u[wxu(i"(wx)r\ wx)]

x+1 x+1
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No Czy taki podzial juz byl (czy jest zapamigtany) ? Jezeli nie, to
skocz do E, Jezeli tak, to KONIEC, Ostatnio wyznaczony podzial na
strefy jest optymalny,

OPTIMIZATION OF THROUGHPUT OF COMPUTER NETWORK NODE

Abstract: Network designer arbitrary defines the functions
which ought to be realized by the respective programming levels of
the nodes of.- the computer network. For the multimicroprocessor nodes
when the individual programming levels are realized by the different
processors the goal of the designer is to maximize of the throughput
of the node by the proper task allocation among microprocessors.
Average delay time of the network depends of the throughput of the
nodes. The model considered in the paper describes the nodes’ pro-
gramming or fragments of them as a pipe-lining system.

ONTUMU3AILMSA IPONYCKHOM CIOCOBHOCTU Y3JIA KOMIBIOTEPHOW CETU

OYHKLHK, peayu3yeMHe OTHEeJIbHHMH CJIOAMH IIPOTPaMMHOI'O o6ecrnedYeHus y3sja
ceTu DBM QUKCHPYWT NPOEKTaHTH ceTu. Korma y3eJjl COCTOHUT M3 HECKOJIbBKHX MHU-
KPOTIPOLIECCOPOB M OOWHOYHHN CJION NPHHAIOJIEXUT OIMHOMY MHKPOIpOLleCCopy, Torma
BO3HHKaeT mnpo6jieMa TaKOrO paclpenesieHHs MPOTPaMMHOI'O O6ecredyeHusa K CJIOfAM,
YTOBH MaKCHMH3HPOBATH MPONYCKHYKW CIOCOGHOCTB y3Jla. 3Ta IPONyCKHas CrIoco6-
HOCTBb BJIMAET Ha CpegHee BpeMms lepenadyu WHOopMaluu B CeTH. PaccMmaTpuBaemas
MoIeslb MNpencTaBJiseT MNOTOYHYKW CHCTeMy. K 3TOMy KJlaCCy CHCTEeM NPHHAIJIeXUT
nporpaMMHoe o6ecrnedeHue MJIH ero KOMIOHEeHTH Yy3Jjla ceTH 3IBM.
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Wlalenty ONISZUZUK *

SIECI KOLEJKOWE ( MASOWEJ 0BS LUGI) JAKO MODELE
SYSTEMOW I SIECI KOMPUTEROWYCH

Niniejszy artykui jest przeglgdem wazniejszych wynikéw badan poswig-
conych siecion kolejkowym ( masowej obstugi) i zastosowaniu ich do
modelowania systemdéw komputerowych i lokalnych oraz rozlegiych sie-
¢k komputerowych. \l procesie projektowania takich sieci nalezy roz-
wiczal szereg probleméw zwiazanych z okresleniem wydajnosci sieci,
zlokalizowaniem ,waskich gardei”, okredéleniem strumieni zadan w ka-'!
natach, pojemnosci bufordéw i wezidw sieci.

1. SIECI MARKOW '

\/ teorii kolejek (masowej obsiugi) wyst¢puja systemy sktadajgce sig
z kana}éw obsZugi i poiaczone tak, ze mozemy méwié o sieci wgziéw (wie-
rzchoikd w) z ktérych kazdy mozna traktowa¢ jako podstawowy jedno lub
wielosteanowiskowy system obsliugi. Zadania do takiej sieci moga wchodzid
w réznych wgztach, oczekiwac w poczekalniach i po przejsciu przez sta-
nowisko obsiugi przejsc do nastgpnego stanowiska lub wyjs¢ z sieci.

Pierwsze prace nad tego typu sieciami 7wi~*ane sa z nazwiskiem Ja-
cksona [6] , ktéry analizowal siec¢ skladajacg 310 z N wezidw, w i-tym

le jest oy réwnolegiych stanowisk obszugi, jedna kolejka, wykZadniczy
rozktad czasu obsitugi z wartos$ciag $rednig 1/m;+ Do wierzchoika i przy-
bywa z zewngtrz struniert zadan z niezaleznego poissonowskicgo #rédia,

z intensywnogcic ¥, —adarll w jednostce ciasu. Zadenie = prawdopodobieii-

stwen rij przechodzi z w¢zia i do wgzia o numerze j lub opuszcza sied
i N

J
z prawdopodobiefistwen 1 - rij' Jezeli zsunujemy intcnsywnosc strunie-
j=1

nia wychodzgcego z wgzla i (strumicnie dochodzace z innych wezXéw i z
zewngtrz)to otrzyuany
i

A, =¥y ¢ }E?jri; , L= 1,2, e, 0 )

Jackson pokazaz, zc kazdy wguzel (wior:chokok) sieci moZzna traktowad

jako niczaleizny systen obsZugi typu I/I/n z strunicnien Foissona na wej-
\

* Politechnika Biatostocka, O$rodek Elektronicznej Techniki Obliczeniowej



140

éciu( z parametrem Ai) . Jezeli oznaczymy przez ki liczbe zadan w wezle
o numerze i (w poczekalni i na stanowiskach obsiugi),to stan cakej sie-
ci mozna opisac wektorem T = (kl' k2' cese, kN). Graniczne prawdopodo-
bienstwo tego stanu oznaczamy przez p(kl, k2, ceee, kN), zas$ przez
pi(ki)- graniczne prawdopodobieristwo tego, ze w wezle i bedzie znajdo-
wac¢ sig k, zadan. Jackson udowodnik, ze migdzy tymi wielkoéciami zacho-
dzi nastepujacy zwiazek
p(kl, kos cooe, k)= pl(kﬂ p2(k2)---- . pN(kN) (2)

Siec¢ Jacksona zmodyfikowali Gordon i Newell [5] . Byta to siec typu
zamknigtego, w ktérej znajduje sieg tylko K zadan bez mozliwosci zewne-
trznych dopiywéw i odpiywéw. Dla wektora stanu sieci I3 =(k1,k2,----,kN)
zachodzi nastepujaca zaleznos$c

N
iglki = K (3)

Dla tego typu sieci graniczne prawdopodobienstvio, ze w weztach znajduje
si¢ okreslona liczba zadan, wyraza si¢ wzorem

k.
N x. 1T

i
G(K) i=1  B,(k,) (4]

} powinien speiniac¢ uktad réwnan liniowych

1

p(k1_| kzn cece, kN) =

gdzie zbidr liczb {x

i
N
i%y = }g&uixirij , i=1,2, ****, N (5)
N % ki
6(K) = — (e)

= 3
kea i=1 B, (k)
k2, LRI kN), A - zbidér wektordw E, dla ktdérych k1+k2+--+kN=K,
a ki! 3 ki‘ my
ﬁ.(ki) = ki -my (7)
m.! m, i kia my
Scherr [17] jako pierwszy zastosowat markowskie modele do analizy
pracy wielodostgpnego systemu komputerowego CTSS w Massachusetts Insti-
tute of Technology. Jednak teorig¢ Jacksona - Gordona - Newella prakty-
cznie zastosowat Moore [12] , ktéry odkryk, ze zamknigte markowskie
sieci kolejkowe nadaja sig¢ do modelowania pracy wielodostepnych syste-
méw komputerowych, w ktérych kazdy z zasobéw systemu modeluje sig je-
dnym weziem sieci. Buzen [2] opracowat wydajne algorytmy numeryczne do
tego typu modeli,
Sieci kolejkowe przy bardziej ogdélnych zalozeniach poczatkowych
przedstawione sa w pracy Basketta [1] . Jednak nalezy tutaj dodad, ze
Baskett dazyt do zachowania markowskiego charakteru sieci. Sieé¢ ta skta-
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data sie z N wezldéw (centra obstugi). Liczba zadan - skonczona i podzie-
lona na L réznych typéw. Zadania przechodza miedzy weziami z prawdopodo-
bieristwem Fi<e Mozna rozpatrywa¢ otwarta, jak i zamknieta siec. Centra
obstugi (wegzty) moga byc¢ nastepujacych typéw:

1) algorytm szeregowania zadan FCFS, jedno stanowisko obstugi, roz-
kiad wyktadniczy czasu obsiugi,

2) cykliczny algorytm szeregowania, jedno stanowisko, rozkiad dowol-
ny czasu obstugi,

3)liczba stanowisk obstugi wigksza niz liczba zadan mogacych przej-
$¢ przez to stanowisko, rozklad dowolny czasu obsiugi (z racjonalna
transformata Laplace”a),

4) Algorytm z priorytetem bezwzglednym i LCFS, jednokanatowe stano-
wisko obstugi, rozktad dowolny czasu obszugi.
Vi pracy tej udowodniono, ze graniczne prawdopodobieristwo stanu sicci
mozna zapisa¢ w postaci iloczynu

PIS = Xg4 Xgu seve, X\)= Cd(S)fl(xﬁ fz(xz)-....f”(xn) (e)

gdzie, C jest stata gwarantujaca, Zze suma prawdopodobieristw jest réwna i,
d(s) jest funkcje liczby zadan w sieci i kazde fi jest furkcja zalezne
od typu wierzchotka i sieci., Muntz i Wong [14] opractowali efektywne

algorytmy obliczen dla tego typu sieci.

2. APROKSYMACYJNE METODY ANALIZY SIECI

\lazne miejsce w analizie sieci kolejkowych zajmuja metody przybli-
zone (jak dyfuzji, dekompozycji, metoda MVA, przepiywu i inne).

Przyktady zastosowania metody dyfuzji do analizy sieci kolejkowych
mozna znalezé w pracach Kobayashi [9] . 0gdélnie rzecz ujmujac metoda
dyfuzji polega na zamianie proceséw dyskretnych procesami ciagZymi ( uw-
zgledniajac wartodéci érednie i wariancje zgodnie z rozkladem normalnyn
Gaussa).

Metoda dekompozycji polega na wydzieleniu cze¢sci sieci (subsiecﬂ
i badaniu jej niezaleznie od pozostalej .czesci sieci (otoczenia)(patrz
np. [3,4]). Chandy [3] do analizy sieci zXozZzonej z M wierzchokkéw (sta-
cji obstugi) i N zadan wykorzystal znana z elektrotechniki teorie Mor=-
tona.

Reiser i Lavenberg [16] do analizy zamknigtych sieci kolejkowych
zaproponowali metode oparta na wzorze Litte”a i nazwali ja MVA ( mean -
value analysis).

Z innych nowszych metod mozna wymienié np. metode¢ przepiywu ( fluid
flow) [19] i GQB (generalized quick bound)[le].

Majac na uwadze trudnosci powstajace przy analizie ztozonych sieci,
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v, ostatnim okresie powstao szereg systemdw (software package ) sxuza-

cych temu celowi, np. [15,_0]

3. SIECI KOLEJKOWE Z FRIORYTETAMI

W ostatnich latach pojawiXo si¢ szereg publikacji posdwicconych sie-
ciom kolejkowym z priorytetami, tiorris w pracy [13] netodani doktadnyni
analizuje zamknigtg sie¢ z priorytetami,skladajacg sig¢ z dwéch stano-
wisk obszugi, a w koricu artykuiu, na przykiadach, daje pordwnanie wyni-
kéw otrzymanych metodami $cistymi i aproksymacyjnymi. liassey [11] przed-
stawil zastosowanie teorii operatordéw do analizy narkowskich otwartych
sieci kolejkowych z réznorodnymi algorytmani szeregowania zadani ( z prio-
rytetami, FIFO, LIFO, PS (algorytm cykliczny)). Uzywajec symboliki Ken-
dalla, Massey sie¢ taka oznaczyZ (HC/HC/l/GD)N. W ozwigzku z tym, Ze ana-
liza metodami doktadnymi sieci z priorytetami jest bardzo trudna, po-
wszechnie stosowane sa metody aproksymacyjne ( przyblizone). lymierimy
tutaj dwie nowsze prace: Kumara [10] i Kaufmana [8], ktére ilustruje
kierunki nowych badari nad tym tematem.
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CUEULZING SYSTENS and HNITWORKS as MODELS of COHPUTER NETYIORKS

This paper presents a review of nain investgatios on the gueueing
networks and their application for the modeling of conputer systems and
local cnd lorge - scale computer networks. The paper consists of three
2arts. Part Cne presents tiarkov networks (Jackson - Gordon - Hewell and

cett et al. nctworks,. Part Two describes approximation methods for

&)
2
6]

the anclysis of cucueing networks, wheras Part Three deals with priori-
e

nctworks.

CETV MACCOBOT'O OBCIYEVBAHVA KAK MOJELY BHYACHATEIHLHAX
CUICTEM 4 CETE#

B craree naercsa 0030p BaXHEMWXX pPe3yJbTATOB [0 KCCJELOBaHAL ceTed
vMaccoBoro odciyxuBaHus (MO) 1 IpUMEHeHVD iX K MOIEJIMPOBAHAK BHYUCIUTEIL—
EHX CXCTSM, a TAKKe JIOKAJBHHX ¥ IJI0GaJbHHX BHYHCJIATEJBHHX ceTek. B epBo#
4acry CTaTh¥ paccMaTpuBanTcA vapkoBckue certs MO (cers Jikexcona,lopnoka
u Hewosna, a Takxe ceTh Backsra). Bo BrOpok u Tpersek YacTAX paccemaTpy-—
BalTCs NPUCJAKEHHHE METOIH gHasmsa ceTek MO u IpUODMTETHHE CeTH.
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Andrzej PACH *

KONCEPCJA SYMULATORA FUNKCJI WARSTWY ZACZA DANYCH
W WIELOWARSTWOWYM MODELU LOKALNEJ SIECI TELEKOMUNIKACYJNEJ **

Przedstawiono koncepcje symulatora warstwy xgcza danych
oraz warstwy fizycznej, ktéra wystepuje w postaci modelu anali-
tycznego w wielowarstwowym modelu OSI/ISO przystosowanym do
lokalnych sieci teleinformatycznych (LAN). Przedstawiony symulator
umozliwia modelowanie szerokiej klasy sieci LAN o topologii
magistralowe] ze $ledzeniem zajetosci kanaXu. Moze on takze
wspéipracowaé z symulatorami warstw wyzszych.

1. WPROWADZENIE

Obecnie bardzo duzo uwagi w literaturze $Swiatowej posSwigca sie
modelowaniu lokalnych sieci telekomunikacyjnych (ang. "Local Area
Network" - LAN), co wynika w znacznej mierze z ich do$é czestego stoso-
wania dla poXgczenia zasobdw komputerowych w obrebie jednej jednostki
organizacyjnej (np‘ uczelni, fabryki czy biura) lub na maXym obszarze
(zwykle do 10 km). Jedng z cech charakterystycznych dla sieci LAN jest
stosowanie wspdlnego kanaXu %gcznodci dla wielu uzytkownikéw. Poniewasz
generowanie wiadomosSci przez uzytkownikéw ma charakter losowy, zatem
wytania sig problem sterowania dostepem do kanaXu. Rozwigzywany on jest
przy uzyciu tzw. protokoidw wielodostepowych. Opisane w literaturze
modele analityczne z reguty dotyczg protokoidéw wielodostepowych i fo
przy szeregu zatozen upraszczajgcych, jak np. jednorodnosé zbioru uzyt-
kownikdéw, synchroniczna praca nadajnikéw (co umozliwia konstrukecje
wkoZon&ch Yarcuchéw Markowa), czy prawdopodobieristwo przepe¥nienia bufo-
ru uzytkownika réwne zeru. Aby otrzymaé bardziej doktadne rezultaty
dla peiniejszych sieci, w ktérych wystepuje np. warstwa sterowania lo-
gicznego kanatem, warstwy wyzsze lub w przypadku sieci niejednorodnej
nalezy zastosowaé badania symulacyjne. '

*Akademia Gérniczo-Hutnicza, Instytut Automatyki, Inzynierii Systeméw i Telekomunikacji
**Praca wykonana w ramach Problemu Weztowego 06.4 PAN
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W niniejszej pracy przedstawiono koncepcje¢ symulatora funkcji spe-
nianych przez warstwe tgcza danych w wielowarstwowym modelu 0SI/ISO
zaadaptowanym dla sieci lokalnych przez Komitet IEEE 802. Ponadto przy
konstrukcji symulatora kierowano sig¢ nastepujgcymi warunkami ogranicza-
Jjacymi:

1. ZaXozono, ze modelowana sieé¢ LAN ma topologi¢ magistralows.

2. Dostep do kanatu oparty jest o protoké:r typu CSMA (éledzenie
zajetodci kanatu) [2] 1lub jego pochodne (np. CSMA/CD - Ethernet) [3] .

Précz powyzszych ograniczer model symulacyjny nalezaXo skonstruowaé
w taki sposéb, aby

- mozna byto modelowaé szeroks klase protokoidéw wielodostepowych
(csMA, CSMA/CA, CSMA/CD, z nadajnikami niecierpliwymi (ang."non-persis-
tent") i cierpliwymi (ang."persistent")),

- zbidr uzytkownikdéw byx niejednorodny (w sensie np. réznych zaso-
béw pamigci czy tez priorytetdw),

- symulator pozwalaX na wprowadzanie zmian w zaleznos$ci od indywi-
dualnego zapotrzebowania uzytkownika programu,

- symulator mégt wspdipracowaé z symulatorami warstw wyzszych,

- mozna go byto uruchomié na wiekszosci komputeréw dostepnych
w Polsce.

Niniejsza praca jest fragmentem dotyczgcym koncepcji symulacji
warstwy igcza danych i fizycznej w wielowarstwowym modelu sieci AN,
ktérego ogélna koncepcja zostata przedstawiona w pracy [1]. Natomiast
koncepcja warstwy transportowej przedstawiona jest w [5], a warstwy
uzytkownika w [4] .

2. KONCEPCJA I KONSTRUKCJA SYMULATORA

W symulatorze zastosowano technike planowania zdarzen w pokgczeniu
z technikg éledzenia dziaan,co ma na celu mozliwie jak najwiekszg

oszczednosé czasu komputera. W tej sytuacji najbardziej istotng sprawg
byt wybér zdarzen, przy pomocy ktdrego mozna zamodelowaé mozliwie jak
najwigcej funkcji speinianych przez warstwe Xgcza danych., Ostatecznie,
bazujgc raczej na heurystycznych przesiankach, wybrano zbidr osmiu
takich zdarzen:

- zajecie kanatu przez transmisje¢ ramki od czasu biezgcego do zada-
nego,

- préba transmisji ramki,

- zakodczenie transmisji ramki,

- usunigcie nadanego pakietu z pamigci WE/WY,

- odebranie ramki przez stacje docelowsg,

- podjgcie decyzji przez stacje nadawczg co do loséw nadenego pa-

kietu,
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- otrzymanie zlecenia od warstwy wyzszej,

- otrzymanie pozwolenia od warstwy wyzszej.

Atrybuty wyzej wymienionych zdarzen, takie jak:czas zaistnienia
zdarzenia, nr warstwy i nr uzytkownika,ktérego ono dotyczy, rodzaj
zdargzenia oraz tzw. parametr zdarzenia, sg one w sposdéb uporzgdkowany
(tj. wg rosngcych czaséw) wpisywane do specjalnmie w tym celu przezna-
czonej tablicy. Z kazdym zdarzeniem wyjetym z tej tablicy zwigzany
jest cigg dziatad symulatora, ktére wykonywane sg w sposéb bezczasowy.

Komunikacja warstwy 1gcza danych z warstwg transportowg modelowana
jest za pomocg komend miedzywarstwowych typu SENT/RECEIVE. Warstwa
wyzsza, ktéra chce zlecié usiuge warstwie nizszej polegajgcg na prze-
staniu bloku informacji, umieszcza jego atrybuty w buforze stykowym
(je$1i wezesniej odpowiednia komenda typu RECEIVE zostata otgzymana)
i nastepnie zostaje zaplanowane zdarzenie polegajgce na obsiudze zle-
cenia (SENT).

Zupeinie odmiennié zostaia rozwigzana komunikacja warstwy gcza
danych z warstwg nizszg,tj. warstwg fizyczng.Modelowanie przesytania
poszczegdlnych bitdw poprzez magistrale w sposéb drastyczny zwigkszy-
Yoby liczbe planowanych zdarged, a przez to zardwno czas, jak i pdmiegé
komputera. W zwigzku z tym, warstwe fizyczng zastgpiono modelem aﬁqli—
tycznym, bez wigkszego uszczerbku jesli chodzi o dokZadno$é symulacji

Nastepujgce cechy charaktefystyczne dla warstwy fizycznej zostaxy

uwzglednione w prezentowanym modelu:

1. Zwioka w przesyianiu informacji wynikajgca ze skoriczonej szyb-
ko$ci propagacji sygnaiu elektrycznego. Stacja A otrzyma sygnat ze
stacji B po czasie réwnym czasowi propagacji sygnatu, ktdry jest linio-
wg funkcjg odleglo$ci pomigdzy A i B. Zatem znajgc czas rozpoczegcia
transmisji ramki, szybko$é propagacji sygnaiu i odlegtoéé pomigdzy
stacjami mozna w sposdb jednoznaczny obliczyé czasy, po ktérych po-
szczegdlne stacje rozpoczng odbior danej transmisji.

2. Czas transmisji ramki. Jest on stosunkiem dXugos$ci ramki do
szybkodci transmisji.

3. Zajetoéé kanatu. Stacja na swoje zgdanie moze otrzymaé infor-
mac je¢ czy kanax jest wolny, czy zajety.

4, Zakxécenia losowe. W modelu wystepuje generator loscwy pojedyn-
czych bXgddéw bitowych. Specjalny podprogram wyznacza czy w danej ramce
jest co najmniej jeden bigd przy zadanej diugosci ramk. . elementowe]
stopie bieddw.

Z logicznego punktu widzgnia warstwe tgcza danych mozna rozdzielié
na dwie podwarstwy: podwarstwe sterowania logicznego igczem (ang."lo—
gical link control™ - LLC) i podwars ve¢ sterowania dostepem do kanaiu
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(ang."medium access control" - MAC). W prezentowanym modelu nie dokona-
no wyraznego rozdzielenia pomigdzy tymi dwoma warstwami ze wzglgdu na
przyjete ograniczenia. MiaXoby to znaczenie w przypadku, gdybysSmy
chcieli modelowaé szerszg klasg¢ sieci,np. sieé petlowg z przepustkami
(ang."token ring"). Wéwczas w modelu musieliby$my dokonaé szeregu zmian,
@le tylko w podwarstwie MAC.

‘ Jednostki do obsXugi (pakiety) otrzymane z warstwy transportowej

‘w momencie rozpoczynania ich transmisji uzupeiniane sg pewng liczbg bi-
tow (synchronizacji, sterujgcych i CRC). W ten sposéb utworzona jedno-
'stka nosi nazwg ramki i jest w sposdéb autonomiczny przesyiana kanatem,
korzystajgc z usiug warstwy fizycznej. Po prawidiowym otrzymaniu ramki
przez stacjg odbiorczg nastepuje proces odwrotny: ramka pozbawiana jest
Bitéw uprzednio dodanych i tak utworzony pakiet wprowadzany jest do pa-
mieci stacji odbiorczej. Précz ramek niosgcych informacje w naszym mode-
lu dopuszczamy istnienie ramek pomocniczych - pozytywnego (ACK) i nega-
tywnego potwierdzenia (NACK).

Transmisje poszczegdlnyeh ramek modelujemy przez ustawienie czasdéw
rozpoczecia i zakodczenia transmisji w dwéech komdérkach pamigci przy-
dzielonych kazdej ze stacji. Poniewaz znamy momenty rozpoczecia trans-
misji innych stacji, zatem w ten sposéb mozemy analitycznie obliczyé
czy na dang ramke naXozg sig inne ramki oraz w przypadku protokoiu

CSMA/CD obliczyé ewentualne momenty wykrycia i przerwania transmisji.
Réwniez wisposdéb analityczny obliczane sg momenty, w ktérvch dana sta-

cja quzi% widzia*a kanal zajety i sg one umieszczane w odpowiednich
komérkach pamieci. Nalezy zaznaczyé, ze obraz kanaku jest rézny dla
kazdej ze stacji.

W modelowanej sieci przyjeto, ze ramki ACK/NACK majg charakter se-
lektywny, tj. kazda ramka jest potwierdzana z osobna oraz,ze potwier-
dzenie nastepuje natychmiast po odebranej ramce. W przypadku ramki o
adresie globalnym (bzn. skierowanej do wszystkich stacji) wymaga sie,
aby ona zostaia potwierdzona przez wszystkie stacje w sposéb-uporzgdko-
wany. W takim przypadku wszystkie stacje wstrzymujg transmisje przez
odpowiednio dxugi czas.

W naszym modelu zak¥adamy, ze kazda stacja uzytkownika wyposazona
jest w pamieé WE/WY, w ktérej gromadzone sg pakiety zardwno te, ktdére
@ajq byé przestane, jak i odebrane, ale nie przekazane do warstwy Wyz-
ézej. W symulatorze pamigé ta wystepuje w postaci trdjwymiarowej tabli-
ty, ktérej pierwszy wymiar jest pojemno$cig pamieci, drugi - liczbg
atrybutéw pakietu, atrzeci = liczbq'stacji. Dla kazdej stacji w pamigci
WE/WY wyrdézniamy tzw. strefe nadawczg, neutralng i odbiorczg. W strefie
nadawczej znajdujg sig atrybuty pakietéw do nadania, w odbiorczej -
Btrybuty pakietéw odebranych bezbiednie, natomiast w neutralnej atrybu-
ty pakietéw zardwno do badania, jak i odebranych. Stopierd zapeinienia
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fej pamigci przechowywany jest w osobnych tablicach. Wpisywanie 1 wypi-
sywanie z pamieci WE/WY odbywa sie tylko po otrzymaniu odpowiednich
komend. Strefa nadawcza, jak i odbidrcza sg zapetniane i oprdézniane zgo-
dnie z reguig "pierwszy przyszedi* — pierwszy obsiuzony" (fIFO).

W programie symulacyjnym wystepujg cztery podprogramy:

1. Podprogram symulujgcy powstawanie bzg¢déw losowych w kanale trans-
misyjnym. Podczas testowania programu podprogram ten symulowaX binarny
kanat symetryczny. Mozna Zatwo zaimplemenfowaé inny np. symulﬁjqcy ka-
natr z bzedami seryjnymi.

2. Podprogram generujgcy czas,po jakim nastgpi retransmisja ramki
w przypadku, gdy stacja nadawcza stwierdzi zajeto$é kanazu.

3. Podprogram geﬁerujqcy czas po jakim nastgpi fetransmisja ramki
w przypadku wykrycia kolizji przez stacje nadawczg (tylko protokéx
CSMA/CD) . ’

4. Podprogram generujgcy czas,po jakim nastgpi retransmisja ramki
w przypadku nie otrzymania pozytywnego (ACK) lub otrzymania negatywnego
(NACK) potwierdzenia (tylko;w przypadku wystepowania systemu potwier-
dzen).

Ostatnie trzy podprogramy pozwalajg na modelowanie szerokie}j klagy
strategii retransmitowania ramek, np. adaptacyjnego mechanizmu stosowa}:
nego w sieciach firmowych "Ethernet", czy algorytmu deterministycznych
czasdéw retransmisji typw "HYPERchannel".

3. KROTKA CHARAKTERYSTYKA SYMULATORA

Przy pomocy prezentowanego w pracy symulatora mozemy modelowaé:
- sieé LAN o topologii magistralowej,

CSMA "persistent
- protokdér dostepu typu
CSMA/CD "non-persistent?

- transmisje synchroniczng lub asynchroniczng,
- system selektywnego potwierdzania lub jego brak,
- kanat transmisyjny o dowolnej charakterystyce bieddéw elementar-

- dowolny system retransmitowania ramek,

- dowolng liczbe stacji uzytkownikdw,

- dowolne wielkoéci pamieci WE/WY przy kaszdej stacji,

- dowolng szybko$é transmisji i propagacji sygnaiu w kanale.
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4. UWAGI KONCOWE

Ze wzgledu na ograniczong objetodé niniejsze] pracy skoncentrowano
pie w niej jedynie na zarysowaniu ogélnej koncepcji oraz konstrukcji
warstwy fgcza danych sieci LAN. Program symulacyjny zostai napisany
W jezyku FORTRAN /wersja 1900/ i uruchomiony na maszynie cyfrowej CDC
CYBER-72 i ODRA-1305. Przedstawiony zostakX on jako czgéé skxradowa
szerszego programu symulacyjnego, ktdérego warstwa transportowa zostaza
opisana w [5] a uzytkownika w [4].

Przedstawiony model symulacyjny pozwala na symulacje warstwy tgcza
danych stosunkowo szerokiej klasy sieci LAN. Przy jego pomocy mozna
oszacowaé takie parametry sieci jak np. srednie opdznienie ramki czy
prawdopodobienstwo przepeinienia buforu,co stanowi duzg pomoc przy pro-
jektowaniu sieci LAN.
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£ GENERAL OUTLINE OF THE SIMULATOR FOR THE DATA LINK LAYER IN
THE OSI ARCHITECTURE OF LANS

This paper presents a general outline of the LAN simulator in the
08I/ISO architecture. It enables us to model a wide range of bus-
structured CSMA LANs.

WIESI MOIEJIMPOBAHHUSI NMPOTOKOJIOB KAHAJIBHOI'O YPOBHSI B MHOTI'OCJIOWHOW MOIEJHX
BEYMCIJIMTEJIbHEIX JIOKAJIBHEIX CETEN

B cTaThe npencraBlieHa HIes MOOEJIMPOBaHHUA JIOKAJIbHHX BHYHUCJIMTEJIBHHX Cce-
Tel B MHOrocJionHow momend OSI/ISO M OpeBOBHOHOM TOMOJIOTHM. Momenk ma-
€T BO3MOXHOCTB HMCCJIENOBAHHUA CeTel C KOJUIeKTUBHHM OOCTYIIOM H HeCyHM
KOHTpPOJIEM.
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OPIS MODELU WARSTWY UZYTKOWNIKA SIECI
KOMPUTEROWEJ DLA POTRZEB SYMULACJI JEJ USLUG
KOMUNIKACYJNYCH **

W pracy przyjgeto, 2e dla potrzeb symulacji ustug komunikacyjnych
sieci komputerowej wystarczy modelowaé Jjej uzytkownika jako swo=-
isty "generator" komend styku transportowego.Komendy przekazywa-
ne sg w rezimie "zlecenie-zezwolenie". Typ przekazywanej komendy
Jest wybierany z uwzglednieniem aktualnego stanu uzytkownika. Pa=-
rametry uzytkownika zalezne od jego decyzji modelowane sg jako
zmienne losowe.

1. WSTEP

Kazda sie¢ komputerowa realizuje dwie podstawowe funkcje:
przetwarzania danych oraz ich przesytania [1],[3] Architektura sieci
komputerowej jest warstwowa [1],[4],[6],[10]. Kazda warstwa sieci dos-
tarcza warstwie bezposrednio wyzszej pewnych usiug, korzystajgc przy tym
z ustug oferowanych przez warstwg nizszg. Dolne warstwy architektury sie=-
ci (igcza fizycznego, *gcza danych, sieciowa, transportowa) realizujg u-
stugi komunikacyjne: W warstwach gdérnych (sesji, prezentacji i w szcze-
gélnosci aplikacji) odbywa sig przetwarzanie danych.

Podstawowym zatozeniem jest, Ze badania symulacyjne dotyczg wylgcznie
ustug komunikacyjnych sieci[5]. Konsekwencjg tego zatozenia jest wigc
mozliwoS¢ agregacji trzech wyzszych warstw architektury w jedng,nazywang
dalej warstwg (poziomem) uzytkownika. Poszczegdlne sktadowe tej warstwy
to umowni uzytkownicy sieci. Ze wzglgdu na"zanurzenie" warstwy nizszej
w warstwie wyzszej uzytkownik sieci ma bezposredni dostgp wykgcznie do
ustug najwyzszej warstwy komunikacyjnej - trénsportowej.

Na budowg modelu uzytkownika sktadajg sig:

- zdefiniowanie ustug realizowanych przez warstwe transportowg,

- okreslenie sposobu wywolywania konkretnej ustugi,

¥ Akademia Gérniczo-Hutnicza, Instytut Automatyki, Inzynierii Systeméw i Telekomunikacji
**Praca wykonana w ramach Problemu Wezowego 06.4 PAN
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- sformulowanie algorytmu zachowania uzytkownika.
W kolejnych punktach przedstawimy bliZej powyZsze zagadnienia.

2. USLUGI WARSTWY TRANSPORTOWEJ

Uslugi komunikacyjne warstwy transportowej przedstawimy w sposdéb
skrétowy. Ustugi wewnetrzne warstwy dla uzytkownikéw nie sg widoczne.
Wigcej szczegléléw na ten temat mozna znalezé w towarzyszgcym artykule
[9], jak réwniez w [2],[1].

Uzytkownicy wymieniajs migdzy sobg informacjg w postaci standardowych
blokéw nazywanych dalej listami. Listy wprowadzane sg do warstwy tran-
sportowej (do poszczegdlnych stacjitransportowych), przez ktdrg mogg byé
przekazywane w jednym z dwéch mozliwych trybdéw - bezpoigczeniowym
( LETTERGRAM) 1lub polgczeniowym (LIAISON). Zapewnienie komunikacji miedzy
uzytkownikami w jednym z dwdch powyzszych trybdw to wiasnie dwie podsta=
wowe ustugi komunikacyjne warstwy transportowej widoczne dla jej uzytkow-
nikéw.

W trybie bezpolgczeniowym listy sg wysylane niezaleznie od siebie.
Odbidr lista w tym trybie jest potwierdzany tylko na 2Zyczenie uzytkowni=-
ka[3].

W trybie polgczeniowym przesytanie listdw odbywa sig pedczas sesji,
ktdérg rozpoczynajg komendy nawigzania, a konczg komendy zakonczenia[3]e

Z punktu widzenia uzytkownika istotng rdéznice pomiedzy trybem poig-
czeniowym a bezpolgczeniowym stanowi fakt; 2e w tym pierwszym bedgce w
asocjacji stacje transportowe potwierdzajg sobie wzajemnie odbidr lis-
tdow. Umozliwia to ich ewentualng retransmisjg.

Nalr zy stwierdzié, Ze w ogdélnym zarysie koncepcje trybu poigczenio-
wego i bezpolgczeniowego sg zblizone. Inaczej roztozona jest jedynie
odpowiedzialno$é za cigglo$é wymiany informacji (potwierdzenia odbioru,
retransmisje). W trybie bezpolgczeniowym zapewni¢ musi jg sobie sam
uzytkownik, w potaczeniowym za$ przerzucona jest ona na stacje transpor-
towe. Wynika stad, ze tryb bezpolgczeniowy korzystny jest przy wymianie
nie&ielkiej ilosSci- informacji (brak fazy nawigzywania i zakoriczenia
sesji). Tryb polgczeniowy zalecany Jest przy przekazywaniu wigkszej
ilo$ci informacji (plynny przebieg transmisji realizowany Jjest niejako
samoczynnie ).

Uzytkownik moze tez nadaé swdj list w trybie rozgtoszeniowym/BROAD=-
CAST/. Tryb rozgtoszeniowy nie rézni sig¢ niczym od trybu bezpolgczenio=-
wego, Jezeli chodzi o mechanizmy uruchamiane w warstwie transportowej.
Jedynie warstwa lgcza danych po otrzymaniu takiego listu rozsyla go do
wszystkich stacji transportowych[S].
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3. WYWOLYWANIE USLUG KOMUNIKACYJNYCH

Uzytkownik zleca usiugi stacji transportowej za pomocg pewnych usta=
lonych komend. Te same komendy uzytkownik moze rdwniez odhieraé od stacji
transportowej. Sg one wtedy propozycjg nawigzania lgcznosci sktadang przez
zdalnego uzytkownika za poSrednictwem stacji transportowej. Komendy te,
ich wzajemna hierarchia oraz ustalone nastegpstwo, a takze sposdb ich
przekazywania, tworzg protokétr miedzy warstwg uzytkownika a warstwg tran-
sportowg (tzw.styk transportowy).

Komendy styku transportowego mozna podzielié na trzy grupy(tabela 1).
Zwyczajowo zachowujemy nazewnictwo anglosaskie[4].

Tabela 1. Komendy styku transportowego

G rupa Nazwa Us tuga
Zmiana trybu CONNECT ustanowiehnie sesji
polgczenia DISCONNECT zakonczenie sesji

ACCEPT zgoda na zmiang stanu
poigczenia

Przekazywanie SENT-LI* przekazanie listu

informacji w try- RECEIVE gotowos$é do odbioru

bie potgczeniowym listu

Przekazywanie SENT-LG** przekazanie listu

informacji w try- RECEIVE-LG gotowo$¢ do odbioru

bie bezpoigczenio- listu
wym/rozgtoszenio-

wym

¥ LI - skrét stowa LIAISON
¥ G - skrét stowa LETTERGRAM

Zanim bardziej szczegdtowo omdéwimy komendy z poszczegdlnych grup,
przedstawinmy najpierw pewng generalnie obowigzujgcg zasadg ich wymiany.
Zauwazmy w tym celu, ze komendy z tabeli 1 to albo komendy zlecajgce
usiuge ( CONNECT, DISCONNECT, ACCEPT, SENT), albo komendy zezwalajgce na
przekazanie zlecenia usitugi (RECEIVE). Przyjeto, 2e kazde zlecenie usitu-
gi musi by¢ poprzedzone zezwoleniem, a wigc i na kazde zlecenie nalezy
odpowiedzieé stosownym zezwoleniem[6]. Zasada "zezwolenie-zlecenie" obo-
wigzuje dla obydwdch kierunkéw wymiany informacji - od uzytkownika do
stacji i odwrotnie. Oznacza to, 2e w styku transportowym przeplatajg
sie dwa niezalezne strumienie "zezwolenie-zlecenie".

Mozna oddawaé dwa rodzaje zezwole - RECEIVE, RECEIVE-LG. Zezwole-
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nie RECEIVE oddawane Jest tylko przy ustanowionej sesjij obejmuje ono tak-
2e zezwolenie RECEIVE-LG. Dysponujgc zezwoleniem RECEIVE,; mozna wigc prze-

kazywaé list w dowolnym trybie. Uzyskujemy w ten sposdéb niazaleznos$é try-

bu potgczeniowego i bezpoilgczeniowego.

Przekazywanie listdw z warstwy do warstwy realizowane jest za pomocg
komendy SENT-LG dla trybu bezpolgczeniowego oraz komendy SENT-LI dla try=-
bu poxgczeniowego.

Zmiana trybu poigczenia proponowana Jest za pomocg komend CONNECT i
DISCONNECT, Propozycje te uprawomocniajg sig¢ dopiero po odwrotnym prze-
kazaniu komendy ACCEPT. Zachowanie w tej sytuacji ogdlnej zasady "zezwo-
lenie - zlecenie" wymaga nastepujacych ustalen:

- warstwa proponujgca zmiang moze nadal odbierad listy,

- warstwa otrzymujgca propozycje zmiany zawiesza oddawanie zezwolen

do chwili akceptacji zmiany,

- komenda ACCEPT przesylana jest rdwnoczeénie ze stosownym do rodza-

Jju zmiany zezwoleniem.

Przedstawiony model uzytkownika jest w wydZwieku "pozytywny" - uzyt-
kownik przyjmuje wszystkie propozycje zmiany stanu poigczenia, W [7] opi=-
sano mozliwo$¢ rozszerzenia tego prostego modelu o funkcje odrzucania
propozycji zmiany stanu potgczenia (REJECT), czasowego zawieszania sesji
i nastepnie jej podnoszenie (RESET) czy tez nienormalnego zakoriczenia
sesji (DESTROY).

4, ALGORYTM ZACHOWANIA UZYTKOWNIKA

Wyrézniono cztery typy reakcji uzytkownika[7]:

- po otrzymaniu listu,

- po otrzymaniu zezwolenia,

- po otrzymaniu akceptacji propozycji zmiany stanu poigczenia,

- po otrzymaniu propozycji zmiany trybu poXaczenia.

Po otrzymaniu listu uzytkownik przekazuje stacji transportowej sto-
sowne zezwolenie wyrazajgc tym gotowosé do odbioru nastgpnego lictu, Zez-
wolenie oddawane jest z pewns Zwioka symulujacsy przetwarzanie przez uzZyt-
kownika informacji niesionych w liscies.

Po otrzymaniu zezwolenia mamy trzy mozliwoéci (sprawdzane w kolej-
noéci jak ponizej):

- wystanie propozycji zmiany trybu potgczenia (COLNECL, Dibiv;uict),

- wystanie akceptacji zmieny tryou poigczenia (ACULHT),

- wystanie listu (SENI-La, SENT-LI).

List wysytany jest ze zwioksy wynikajacs 2z Jjego redagowoniti.
Ctrzymanie akceptacji zmiany triybu jest rdwnoznaczie 2 otrz,raniem

stosownego zezwolenia, Uzytkownik dysponujac zezwoleniem meZe przystapic
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do nadawania swoich listéw.

Propozycje zmiany trybu sg przez uzytkownika zawsze przyjmowane.
Propozycja nawigzania sesji jest przyjmowana bezwarunkowo, natomiast jej
rozwigzania dopiero wtedy, gdy uzytkownik prze$le wszystkie swoje listy,

Wszystkie wielko$ci charakteryzujgce uzytkownika:

- dtugo$é¢ zwioki na redagowanie bgdZ przetwarzanie listu,

- diugosé listu,

- liczba listdéw przekazywanych w sesji,

- tryb poxgczenia,

- adres poilgczenia
dobierane sg kazdorazowo z zadanych ciggiych i dyskretnych rozkiaddw
prawdopodobienstwa.
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THE MODEL OF A USER OF COMPUTER NETWORK

FOR COMMUNICAT IONGSERVICES SIMULATION
In the paper it has been assumed that for communication services
simulation it is sufficient to model users of computer network as a "ge-
nem ter'of transport interface primitives. Primitives are transferred in
a request-response fashion. The type of a primitive is selected according
to a user's state. User's parameters depending on its decisions are mode-
led as random variables.
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MOJIENDL IOJIb3OBATEJIA BHYHUCIIMTEJIBHON CETH
U1 UMUTAIMM EE KOMMYHMKALMOHHHX YCIVI

B cTaThbe MNpemnosarasnochk, 4YTO Ui MMUTALHK KOMMYHHKALMOHHHX YCJIyT BH-
YHUCJIMTEJILHON CeTH OOCTATOYHO MOIEJIMPOBATh €€ MOoJb30BaTess Kak "reHepaTop"
NMPHMHUTHBOB TPAHCHOPTHOrO MHTepderca. I[IPUMUTHBH NepenawTCsas B DPexXUMe 3aKas—
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ANALIZA PROTOKOLOW POWIERZANIA TRANSAKCJI

W ROZPROSZONYCH BAZACH DARYCH

W referacie prsedstawieno analis¢ wybramych pretekeléw pewiersamia
transakcji w rozproszonych bagach danych. Podamo ich specyfikacje
prayjmujgc model wykonywania rosprossonej tramsakcji w pestaci sbioru
komunikujgcych si¢ niedeterministycsnych autematéw skoriczenych. Prsed-
stawiono klasyfikacj¢ uszkodser wystepujgcych w systemach reszprosse-
nych oraz oméwiono ich wpiyw ma projektowanie odpormych pretekexéw
powierzania. Zdefiniowano takie kryteria umesliwiajgce oceng preteke-
16w powierzamia rosproszone] tramsakcji.

1. WSTEP

W rogzprosgzonych basach danych operacje transakcji mogg byé realisowa-
ne w wiecej niz v jednym we¢fle sieci komputerowej., Warunkiem utrsymania
spéjnoéci bazy damych w sytuacji wystg¢powania usgkodzer jest gagwarantowa-
nie wykomania wsszystkich operacji transakéji ludb zadnej. WXasnesé t¢ nasy-
wa si¢ atomowoécia ussgkodzeniowq tramsakcji, totalmodciq lub sasadg "wssy-
stko lub nie" [1,2,5,9] . W tym celu wprowadsa si¢ w przetwarsaniu transa-
kcji pumkt,W ktérym jest podejmewana mnieodwracalma decysja czy powierzyé
(commit), czy przerwaé, uniewasnié (abort) wyniki realisacji tramsakeji.
Powiergenie tramsakcji wymaga od systemu odgwierciedlenia w basie danych
wszystkich smian przez nig wykemamnych. Przyjmujjec, Ze katdy weseX sieci ma
strategi¢ gwarantujjcq atemowosé usskodzeniows ma posiomie lokalmym:[5],
pozostaje problem zagwarantowania jednomyslnodci decysji o uniewasmienim
albo powiergeniu tramsakcji we waszystkich wezZach ucsestmicsgcych w jej
realizacji. Rozwigzuje si¢ go poprses szastosowanie odpowiedniego pretokoim
zwanego dalej protokolem powierzania rezproszomej tramsakeji.

2. MODEL SYSTEMU ZARZADZANIA ROZPROSZONA BAZA DANYCH

Rozproszona baza danych RBD jest sbiorem obiektéw logioznych{x1..,x 5
z ktérych kazdy jest odwszorowany w zbiér figycznyeh obiektdw(kopii) :

* Politechnika Gdanska, Instytut Inlnrmatyki
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P(i,1), ... 4F(i,n) resmiesscsenych w wesZack sieci komputerowej,
Architekturgq rospressonej basy danych [2] przedstawiono ma rys. 1. Za-
rsgdea transakoji !!1 keordymuje prsetwarsamie tramsakcji poprsesz wiasci-
wg synchrorisacje¢ wykemywamia wspéibieinych tramsakeji oraz pedejmowanie
decysji o pewierseniu albe odrsuceniu tramsakcji. Rezdsiela on tramsakcje
T ma subtramsakeje prszetwarsame lekalmie prses precesy wXadciwych sarsgd-
eéw danych DH, tworsgc tsw. GRUPE(T) realisatoeréw tramsakeji .

!“\'ﬂ -

Zarsadea Zarsqdca
tramsakeji danych i-ty wesel
Tli Dl1
r/
ili
T
‘1\\\\\\* Zarsgdeoa Zarsgdca
oy transakeji danych n-ty we¢sel
/ o -
T
nm

RBD = { Xyp oee ,xk}

Rys. 1. Architektura rogpressonej basy canych
Fig. 1. Distributed database system architecture

Meduiy D!i gsarsqdsajq odcsytami i modyfikacjami w i-tym wedle. Subtramsa-
kcje =8 ressylame prses TM sa pemocq funkcji eferewanych prses podsystem
koemunikaecyjmy sieci.

3. USZEODZENIA

Pedstawewe usskodsenia wystgpujice w systemach rogpreszonych te
bledy kemumikacyine, uszkodsenie wg¢zta sieci oras podszial sieci. Ostatnie
£ wymienienych usgkodzerd powstaje na skutek takiej kembinacji uszkodsef
1inii, ktéra rezdsziela sieé ma dwie lub wigcej podsieci w tem sposéb, ze
tylko w obrebie vodaiemi medliwa jest komunikacja miedsy westami. Zwykle
preyjmuje sig, se uszkodgenie wgzia Jest "czyste" tszn. usszkodsony wesel
stepuje. W prgeciwnym wypadku traktowanie uszkodzerl w¢siéw wymaga stoso-
wania algerytméw Generaléw Bisantyjskich [8] .

Protokét powiersamia tramsakcji zalezy od wiasnoéci oferowanych prres
podsystem komumikacyjny. Zaktada si¢ swykle Ze niissze warstiwy sieci
sapewniaja: poprawne adresowanie komunikatéw, rozprowadzanie we wlasciwe]



159

kolejnosci,brak duplikowania komunikatéw oras ich prsesylanie w skoficse-
nym, znanym przedziale csusewym,

Protekél powiersania saklada réwniez, se kaidy weseX ma lokalng metede
unikniecia niespéjnodci powstaiej w sytmac)i usskedsenia westa. W (7]
gaproponowano typ pamig¢ci swane] trwals, stabilmg,odpermgq na tego redsa-
ju uszkodsemia. Inme metedy rekomstrukcji spéjmege stamm basy danych

w weile opierajg si¢ na wykersystamiu szbiordw résmicowych, pumktéw kentre-
lnych, pamietania stanu przed modyfikacjg [4.5,1}.

4., PROTOKOZY POWIERZANIA ROZPROSZONEJ TRANSAKOJI

4,1, Model wykonywania rozprossemej tramsakcji

Prgyjmujemy, ze faza powierzania efektdw tramsakcji jeat modelowana
przes kolekcj¢ automatéw skorczonych. Eazdy £ nich jest skejarsony s wes-
Tem ucsestnicsgcym w realizacji transakeji i represemtuje lekalmy stan
wykonywania tramsakcji w tym wegile [9] . Schemat smiar standéw automata
prgedstawia rys. 2. Odebranie jednego lub wielu komumikatdw w stanie s
powoduje wykemamie lekalmych akcji i/lub wystamnie innych keomumikatéw
oraz przejécie do stanu 8,0 Zmiana stanu jest dokemana, jesli stan s
jest zapamigtany w pamigci trwale]j wesa.

P

2

-3 8
1 0dbiér komunikatéw 2
ach’e I.Em.; wysIuIc EOmIElEz.

Rys.2. Schemat przejéé standw automatu
Fig.2. Schema of state transitioms

Zachowanie automatu speinia nastgpujgce warunki [9]:

- koricowe stany s§ podzielone na dwa sbiory; stany powierzenia C i
uniewagnienia A

- nie istnieje trangzycja gze stanu C do stanu A i na odwrét; decysje
powierzania i odrzucenia sg nieodwracalne,

- graf przejsé standéw jest acyklicsny,

- przejécia stanéw sg asynchroniczne migdzy w¢ztami i atomowe przy braku
uszkodzen,

Globalny stan rozproszonej tramsakcji Jjest okreslony poprses wektor stanu

zawierajgcy lokalne stany wezIdéw oraz niezatatwione komunikaty w sieci.,

Protokdét P reprezentowany przes kolekcje automatdw wez2éw jest protokolem

powierzania wiedy i tylko wtedy, gdy dla kazdej transakcji T wagystkie

automaty osiggng stan koricowy naleigcy do tego samego zbioru C albe A,

przy braku uszkodzen.
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4.2, Nasyfikecja protekeldéw pewiersania oras ich wXasmodei

Celem protekolu powierzania jest sagwaramtowamie wZasmosdci tetalmodei
transakcji mimo usskodszer skladewych systemu rosprosszemego., Gwarancja ta
stowarsysszora jest 3 pewaymi miarami miesawedmedci i efektywnodeci.

Miara niesavednedci pretekelu powiersania jest ilodé wspéibiesmyeh, rés-
nege rodsaju usskedsel skladowyech systemu, jakgq algorytm mose tolmrewaé.
Protokér telermje usskodsenia, jedli atemewedé transakecji jest sachewana
byé mede s wyjatkiem usskedsenych wgsidw oras jedli pe detekecji uszkedze-
nia wesel ten meie byé deprowadseny prses algorytm odtwarsamia do aktmal-
nego stamu spdjmego asystemu.

Bfektywnodé protekelu meie byé ecemiana licsbg wysyXanych kemunikatéw,
stotonodcig csasowg prsetwarsania algerytmu, liczbg wymaganych prsejéé
standw protokeim, csasem wymaganym dla ediwersemia po usskedseniw, licsbg
sapisywanych damych legowyeh, efektywnodcig protokeium prsy braku wystepo-
wania usskedseid,

¥éréd klasy protekeléw powiersamia wyrézmia si¢ pre -kely nieblekujgce,
ktére sapewniajq progres)¢ protokeiu w w¢sZach operatywnych, Jesdli
proteké: kedcsgcy niekempletne tramsakcje w operatywnych westach w speséd
spéjny nie esiggnie sgodnedel decyz]i, wtedy wesly mussg byé blekowame

do mementu odtworzemia kemumikacji.

4,35, Prseglad protekoiéw pewiersania tramsakcji

Kilka protekeléw pewiersania sapropemewanych w pracach [3,5,6,7,9]
s§ wariantami tzw, dwufasewego pretokeim powiersamia [5],
W 2-fasowym protekole wybrany wesel swany keerdynaterem wysyla w pierws
sse) fasie protokeiu subtransakcje de wszystkich we¢sw swanych pedleglymi,
ucsestniczgcymi w realisacji transakeji. Kiedy realizatorsy w weslach sg
gotowi,infermuja irdywidualmie keerdymatora o swojej autenomiczne] decysji
powiersenia lub edrgzucenia tramsakcji. Prsy glosowaniu na powiersenie
{ TAX) weseX wehodzi w stam ocsekiwania ma korcowg decysje¢ koordymatera.
¥ sytuacji prseciwmej przechodsi w stan uniewasnienia, W drugiej fazie
protokou keordymator pe sebraniu wssystkich gXoséw podejmuje ostatecsng
decysje i imformuje o mie] ucsestnikéw realizacji tramsakcji, Stany
prsejéé guto.atév dla 2-fazowego powiersania przedstawia rys. 3.
Pretokél ten jest przyktadem protokoim blokujgcego. Wprowadzenie
trseciege stamu w protokole [9]ucsymile go mieblokujgcym.(rys.4).
W linjiowym 2-fasowym protekole [5] we¢sly 8§ liniewe uporsgqdkowane w
porsqdku tramsmisji Bys ceesBp o Transakcja samiast wysyXaé komunikat
gotowodci de keerdymatora, jest przesylana kelejno do kaidege wesla.
Ostatni wezel wysyza w odwrotnym kierunku komunikat powiersenia, jesli
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detychozasove wesly sadecydowaly ¢ pewiersenmiu,

koordynator podiegli i=2,....n

tqdanie start t;
start try. .. try Ick.prlot.;TAK'

start {;
lok.przet. NIE;

3, NIE; Y TAK;

mncr12.4.powiorzn

©

Rys. 3. Stany p;sejié automatéw dla 2-fazowego pewiersamia [5]
Fig. 3. The FSA’s fer 2-phase commit preotecel.

koordynator podlegli i=2,....n

odrzu¢y...edrzucln

2qdanie start t;
start tr2.._'rn IokA;przﬁ.;TAKi
3, NIE;

V: TAK;
odrzue, . . odrzutyy

przygotuj, ... przygotujn

przygotuj
potw;

powierz;

Rys.4. Trsy fasowy protekél powiersamia [9]
Fig.4. A three phase nemblocking cemtral site commit pretecel .

5. SAKONCZENIE
2 roswasanl wynika, Ze protokél pewiersania tramsakeji nalesy de klasy

protekeidéw atomowej komunikacji dyfusyjmej. Pewinien speiniaé mastgpujgce
wiasnedeci :

resprowadsaé dewelmy kemumikat wysiamy prses prawidiewe dziaXajgey wesel
de wssystkich peprawmnie dsiaZajgcych edbiorcédw w czasie s géry egramicse-
nym (termimacja),

sapewnié, se dowelmny kemunikat,ktérego resesanie byleziinicjowsme prses
nadawce jest albo rosprowadsony de wssystkich )oprt'nid dsiaZXajgcych
odbiorcéw lub de sadnege (atemowodsé ),

sagwarantowadé, Ze wssystkie kemumikaty reosprowadszome od wssystkich
nadawcdw 3§ prsesiane w tym samym porzqdku de wssystkick poprawnych
wesidw odbiorcsyckh.

Sadzimy, 2e w kontekdcie wykersystywania sieci lokalnych mp. typw

Ethernet pesiadajgcych wiasnoéé dyfusyjnej komumikacji cseéé fumkeji
protokotéw powierzamnia bytyby prostesze i tarsze, gdyby sapewnié prses
podsystem komunikacyjny wlasnedé atemowej, niesawodnej dyfusyjne)
kemunikacji.
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In this peper the reliability analynis of some atomic commit
protocols for distributed sycstems is investigated. It ives

a specification of a distributed trensaction commit protocols

by collection of finite state automatas. & model for clessifying
feilures which allows comparisons to be made amon; various dis-
tributed commit algoritnms is provided. The criteria for perfor-

mance and reliesbility evaluation of protocols are deiined.
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MODELOWANIE DYNAMICZNEGO, LOKALNEGO
STEROWANIA PRZEPLYWEM INFORMACJI W SIECI KOMPUTEROWEJ

¥ pracy przedstawiono model dynamicznego, lokalnego sterowania prze-
plywem informacji w sieci. W sterowaniu tym, dla kazdej pary sgsie-
dnich w@ziéw, intensywnos$é obsiugi w weile dostosowywana jest do
obcigzenia wezla nastepnego. Przyjeto upraszczajgce zalozenie o po-
jedynczej trasie lgczgcej wezel #Zrbédiowy i docelowy. Zalozono, zZe
strumien pakietéw napiywajgcych do weziéw podredniczgcych w trans-
misji jest strumieniem Poissona. Przeanalizowano wpiyw dynamiczne-
go, lokalnego sterowania na jako$é przesylania miedzy wezlem Zré-
diowym i docelowym.

1. WSTEP

Zadaniem sterowania przeplywem informacji w sieci komputerowej jest
zapewnienie ich sprawnego przesylania. Jako$é przesylania charakteryzo-

wana jest intensywnoécig przesylanyci informacji i érednim opéZnieniem,
jakiego doznajg w sieci.

W niniejszej pracy ograniczymy si¢ do analizy sterowania przepily-
wem w sieci z komutacjg pakietéw., Migdzy wezlami Zrdédlowymi i docelowy-
mi znajduje sig szereg wezidéw posdredniczguych, przez ktére przesylana
jest informacja. Wskutek ograniczonych pojemno$ci wezidéw podredniczg-
cych i przepustowoéci kanaldéw lgczgcych je, przesylane pakiety mogg zo-
staé odrzucone z wezléw podredniczgcych z powodu ich zapelnienia.W kon-
sekwencji nastgpuje wzrost intensywno$ci pakietéw retransmitowanych.
Powoduje to zwigkszenie opéZnienia przesylanych pakietéw i zmnie jszenie
efektywnej przepustowoéci sieci. Aby przeciwdziaiaé tym niepozadanym
zjawiskom, stosuje sig rozmaite sposoby sterowania przepiywem informacji
(patrz np. [1], [7]).

Jednym ze sposobdéw zapewnienia ograniczonego opéznienia, jakiego do-
zna jg pakiety przesylane w sieci, jest ograniczenie opéinienia w kazdym
z wezléw posredniczgcych. Realizuje sie to poprzez ograniczenie liozby
buforéw w wezlach [7] . Jednakze z ograniczeniem ' .czby buforéw w weZle
wigze si@ zwigkszenie prawdopodobiefistwa odrzucenia naplywajgcych pa =

* Politec nika Gdarska, Instytut Telekomunixacji
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kietéw w przypadku wzrostu intensywnodci pakietéw napiywajgcych., Dodat-
kowe retransmisje, spowodowane odrzuceniem pakietéw, powodujg wzrost
opéfnienia doznawanego przez pakiety przy przesylaniu od wezla Zrdédio-
wego do wezla docelowego. Celowe jest zatem stosowanie sterowania, kté-
re zmniejszy prawdopodobiefistwo odrzucenia pakietéw naplywajgoych do
wgzla. Polegaé ono bgdzie na dostosowywaniu, dla kazdej pary sgsiednich
wezléw, intensywnodoi obsiugi w weZle do oboigzenia wezla nastepnego.

W dalszej ozgéol prmoy sterowanie to nazywaé bedziemy dynamicznym, lo=-
kalnym sterowaniem przeplywem,

W dotyohczasowej literaturze istnieje niewiele prac podwigoconych
analizie dynamiocznego sterowania przeplywem informacji w sieci kompute-
rowej. Nalezy zwrécié uwage na prace [2] i [3] dotyczgce dymamicznego
sterowania przeplywem w sieciach wykorzystujgcych mechanizm okienkowy.
¥ niniejszej pracy analizowane jest dynamioczne, lokalne sterowanie prze-
Plywem informaocji i jego wplyw na jako$é przesylania miedzy wgzlem Zré-
diowym 1 wezlem docelowym, Praca stanowi kolejny krok na drodze anali-
2y 1 modelowania dynamioznych procedur sterowania przeplywem informacji
w sieci komputerowej.

Przyjmijmy upraszczajgoce zalozenie o pojedynczej trasie lgczgocej
wybrany wezel #rédiowy i docelowy oraz braku zakldcerl przepiywu pakie-
téw na tej trasie przez pakiety przesylane po innych trasach.

2, MODEL WEZLA POSREDNICZACEGO W TRANSMISJI

Rozwazmy wezel n posdredniczgcy w transmisji na trasie miedzy we-
zlem Zrédiowym i wezlem docelowym, Zalbzmy, Ze pojemnodé tego wezla
jest ograniczona i wynosi Mn buforéw, Przyjmijmy, ze kazdy pakiet bez
wzgledu na diugo$é miedci sie w jednym buforze. Stan n-tego wezla w
chwili t definiowany jest liczbg pakietéw aktualnie znajdujgcych sie w
nim, Zbiér ztzpéy;pgpgsgpgplpng dla n-tego wezla, S,, jest nastepujg-
cy

s, ={o, 1, ....m } (1)

Przyjmijmy, ze strumied pakietéw naplywajgcych do n - tego wezla jest
strumieniem Poissona o intensywnoéci )\n(i). Intensywnoéé An(i) jest
zalezna od stanu n - tego wezla, czyli liczby i pakietéw przebywajg-
cych w nim. Czas obsiugi pakietéw w weZle n-tym jest zminng losowg o
rozkladzie wykladniczym o 4redniej 1/ -

Przyjmijmy, ze kazdemu stanowi n-tego wezla odpowiada decyzja doty-
ozgoa intensywnos$ci obslugi w wezle n-1 --szym,l,l.n_1 i . Zbiér decyzji
dopuszozalnych dla wezla n-tego jest nastepujacy

Dy ={a, 1)y 42 s a ()}, m (2)
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gdzie dn(k) - decyzja dotyczgca intensywnoéoi obslugi w(n-1)-szym wefle
K - liczba mozliwych decyzji

Zasade, wedlug ktérej kazdemu stanowi i =ze zbioru stanéw dopuszczal-
nych Sn przyporzgdkowana jest okreslona deoyzja ze zbioru decyzji do=-
puszczalnych Dn nazywaé bedziemy £P§?Eﬂ;F£PZFIJE§ fn(i), Mozemy zatem
zapisaé

£(:) + s, —=D, (3)

Rozwazania ograniczymy do podzbioru stacjonarnych reguil decyzyjnych
(Fn) , w ktérych decyzja podejmowana w danej shwili zalezy tylko od
stanu wgzla w tej chwili,a nie od czasu t, w ktérym ta deoyzja jest po-
de jmowana .

Zaibzmy, ze stan n-tego wezla obserwowad bgdziemy w dyskretnych
chwilach czasu t = 0, At ’ZAt § see (At—oo). Zatem stan wezla,opi-
sywaé bgdziemy dyskretnym laficuchem Markowa. Model dyskretny, z ktére-
go korzystamy, ma pewne niedogodno$ci w poréwnaniu z modelem ciggiym.

Ze wzgledéw numerycznyoh przyjmijmy pewne zalozenia dotyozqoe zdarzen,
jakie mogg wystgpié w ozasie At. Zalbézmy, ze w oczasie At moze .przy-
byé co najwyzej jeden pakiet i moze byé zakoficzona obsiuga jednego pa-
kietu., Ponadto zakladamy, 2e zakoficzenie obsiugi ma miejsce przed przy=
byciem nowego pakietu. Oznacza to, Ze pakiet ktéry zakodozyl obsiuge
opuszcza system i wtedy pakiet, ktéry przybyl w czasie At zostaje wpu-
szczony do bufora,

3. WSKAZNIK JAKOSCI REGULY DECYZYJNEJ

Niech Ri(fn) oznacza zysk, jaki osigga uzytkownik przy transmisji
pakietu, zgodnie z regulg fn(i), gdy wezel n jest w stanie i. Prawdo-
podobiedstwo, Ze do wezla n naplynie pakiet i nie zostanie on odrzu-
cony z powodu zaje@toéci wszystkich buforéw réwna sie A (1) At dla
i{ M1 (1) Mo At® dla i = M_. Przyjmijmy, ze kazdy pakiet
przebywagqcy w we%zle doznaje jednej jednostki opézZnienia., OpéZnienie
doznawane przez pakiety w weZle n, gdy jest on w stanie i, réwne jest
i jednostek. Zatem zysk Ri(fn) zdefiniujemy nastegpujgco

L Ap(i) At -4 e

Ri(fn) = (h)
c(,An(i)lJ.nAtz -1, di=M

gdzie o - wspélozynnik wagi.
Oznaczmy przez R(fn) { ), i=1...,M S wektor zyskéw we-
zla n, WprowadZmy wektor g (f )"{gi(fn}' { = 1”"'Mnj , gdzie 51(fn)
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oznacza érggai_gxﬁg przy zalozeniu, ze stanem poczgtkowym wezia n-tego
byt stan i [6] . Mozemy zapisaé

m —e o0

Ele,) = lim {'m_l-f Z [P(fn)_]l —R’(fn)} (5)
1=0

gdzie [P(fn)]l - l-ta potega macierzy prawdopodobienstw przejéé pij(fn)
ze stanu i do stanu j,gdy stosowana jest reguia decyzyjna fn(i)_

Regule decyzyjna f:’maksymalizujch éredni zysk bedziemy nazywaé
regulg optymalng. Mozemy zatem zapisaé

g(r,) = mx [g(r,)] (6)

¥ celu znalezienia optymalnej reguly decyzyjnej zastosowano iteracyj-
ny algorytm Howarda [51[6] .

ly, POSZUKIWANIE OPTYMALNYCH REGUL DECYZYJNYCH DLA WSZYSTKICH WE -
z1O0W POSREDNICZACYCH MIEDZY WPLYWEM ZRODLOWYM I WEZLEM DOCELO<
WYM.

Naszym zadaniem jest znalezienie optymalnych regul decyzyjnych dla
wszystkich wgzléw podredniczgcych i wezla docelowego (n 2 2y000y N).
Zalézmy chwilowo, ze poszukujemy optymalnej reguly dla wezla n. Dla
okreélenia optymalnej reguly, f:f, w wezle n potrzebna jest znajomo$é
intensywnofoi obslugi w weZle n, }Ln' oraz podobiefhstwa, J—Tn_1(0, fn-i)
zdarzenia, 2e wgzel n-1 jest pusty.

W przedstawionym w poprzednim rozdziale sposobje doboru reguly de-
cyzyjnej dla wezla n dotyczgcej intensywno$ci obsiugi w weZle n-1
zakladano, ze czas obslugi pakietéw w tym weZle jest niezalezny od sta-
nu nastgpnego wezla i jest zmienng losowg o rozkladzie wykladniczym o
wartc$ci Srednie]j 1/Fh, W przypadku szeregowo polgczonych kolejek in-
tensywno$é obstugi w weZle n jest zalezna od stanu wezla n + 1. Wiel=-
koéé }Ln zastgpimy przez $rednig intensywnoéé obslugi w n-tym weZle,
Fn(fn+1)’ zdefiniowang nastepujgco

M
}zn(fn+1) = ,Z::f }Ln(i) JTn+1(i’ fn+1) (7)
i=0

gdzie JTn+1(i, fn+1) - prawdopodobienstwo zdarzenia, %ze w wegZle n+1
jest i pakietéw, gdy stosowana jest regula decyzyjna fn+1(i)’
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Prawdopodobieﬁstwo,JT n_1(0, fn_1),zdarzenia, ze wezel n-1 jest pu-
sty, zalezy od $redniej intensywno$ci naplywu pakietéw do wezla n-i,

b £
An-1< n-1
8rednia intensywno$é naplywu pakietéw do wezla n-1 wynosi

‘ith(fn-1) =/:In—2(fn-1)[1 —ITn—Z(O’ fn-z)] ! n > 3 (8)

Aby obliczyé prawdopodobieﬁstwo,JT1(0, f1)J zdarzenia, ze wegzel Zrédio-
wy jest pusty potrzebna jest znajomo$é $redniej intensywnodci naplywu

) i éredniej intensywnoéci obslugi w weZle n-1,}Ln_1(fn).

pakietéw do wezla #rdédiowego. Do wezla Zrédiowego naplywajg pakiety =z
zewngtrz z intensywnoécig ]\Z oraz pakiety odrzucone z wezléw posred-
niczgcych w transmisji z powodu ich zapelnienia, czyli pakiety retrans-
mitowane. ‘
Jednoczesne znalezienie regul decyzyjnych we wszystkich wezlach
przy wykorzystaniu wczebdniej przedstawionych zalezno$ci wydaje sig byé
niemozliwe. Dlatego zaproponowano nastepujgcy algorytm heurystyczny.
Przyjmijwmy, Ze znane sg $rednie intensywnoéci obslugi,}Ln(fn), we wszyst-
kich wezlach i prawdopodobiefistwa zapelnienia buforéw ITn(Mn, fn) .Roz-
poczynamy od poszukiwania reguly optymalnej dla wezla 2, a wigc doty-
czgcej intensywno$ci obstugi w wezZle Zrédiowym. Kontynuujemy obliczenia
dla kolejnych wezléw. Po zakonczeniu pierwszej iteracji, czyli znale -
zieniu regul decyzyjnych dla wszystkich wgzléw pos$redniczgcych i dla
wgzla docelowego, otrzymujemy nowe $rednie intensywnos$ci obslugi,ﬂ;(fn)
i nowe prawdopodobienstwa zapeilnienia buforéw,JTn(Mn, fn) , dla wszyst-
kich weztdéw. Jezeli wielkoéci te w dwéch kolejnych iteracjach sg takie

saie, obliczenia konczyuy.

5. WNIOSKI

W pracy przeprowadzono obliczenia dla przykladowej trasy: N=3,
By=2, po=t, Jy=1s M= + 00, My=6, Mg=6, A,=0,T.

Dynamiczne, lokalne sterowanie moze byé wykorzystywane w sieciach
nie tylko w celu przeciwdzialania przecigzeniu, ale takze w celu zapew-
nienia okre$lonej jako$ci przesylania zdefiniowanej opéZnieniem jakiego
moga doznaé pakiety podczas transmisji.

W tabeli I przedstawione sg opéZnienia T1, T2' T, doznawane przez
pakiety w kolejnych wezlach oraz opéZnienie calkowite T° w przypadku
stosowania dynamicznego, lokalnego sterowania w kazdym we¢ifle i w przy-
padku braku sterowania., Jak widaé z wynikéw zamieszczonych w tabeli I,
dynamiczne, lokalne sterowanie zuniejsza opéZnienie w wezlach posdredni-
czgeych w transmisji kosztem wzrostu opéZnienia w wezle Zrédlowym. Oka-
zZuje sig, %e przy odpowiednim dynamicznym, lokalnym sterowaniu w kazdym

wez2le opézZnienie catkowite T, pakietéw przesylanych od wezla Zrédiowego
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do docelowego moze byé mniejsze niz w przypadku braku takiego sterowa-
nia,

Tabela I. Wyniki otrzymane dla przykiadowej trasy

Table I, The results obtained for the exemplary route,
4a T 1 T2 T3 Tc
6 6,46 2,08 1,88 10,4
9 1,38 2,34 2,19 5,9

12 1,02 2,55 2,45 6,0

15 0,83 - 2,84 2,69 6,6

6,6

bez ste- 0,83 2,84 2,69
rowania

Literatura

U] Gerla M., Kleinrock L. "Flow Control: A Comparatlve Survey",
IEEE Trans. on Comm. 1980, Vol, COM-28, s.553-574

P] Kermani P., Bharath-Kumar K.,"A Congestlon Control Scheune for
¥indow Flow Controlled Computer Networks", IBM Research Report
RC 8401, August 1980

Eﬂ Kermani P.,, Kleinrock L. "Dynamic Flow Control in Store - and -~
- Fozward Computer Network", IEEE Trans. on Comm, 1980,Vol,COM-28,

. s, 263=271

Pd Kleinrock L., Queueing Systems, Vol. I: Theory, Wiley-Interscience
New York 1975

Dﬂ Kushner H., Wprowadzenie do teorii sterowania stochastycznego,
PWN, Warszawa 1983

B] Mine H., Osaki S., Markovian Decision Processes, American Elsevier
Publishing Company, Inc. New York 1970

Bﬂ Puzin L. "Methods, Tools and Observations on Flow Control in
Packet - Switched Data Networks", IEEE Trans. on Comm. 1981,
Vol, COM=-29, s.k13-426.

A MODEL OF DYNAMIC LOCAL FLOW CONTROL IN COMPUTER NETWORK

The model of the dynamic local flow control in store - and - for-
ward computer network was presented. This control adjusts, for each
pair of neighbouring nodes, the service rate in the node to the load
of the nexi one, It was assumed that there exists only one route between
a source -~ destinatidn pair, and that packets arriving to each node
form Poisson process. The effect of the dynamic 1local flow control on
the quality of transmission between a source - destination pair was
analysed.

MOLENVPOBAHUE L MHAMAYECIHOIO MECTHCIO VIPABLEHWA IICTOKOM
VHQOPHAIMKY B CuTH 3B

B HacTodme# paBoTe MOASIUPOBAHO LINEMHYECKOE MECT:iOe YIpaBJeHHUE INOo-
TOKOM MHPopMauuu B cetu 33M. BTO ynpanjeHHE COCTOUT B COTJIECOBAHKK LJIL
n060oit mapH COCelHHX y3JOB HHTEHCHMEBHOCTH OOCIAyXKBaHMA I2KeTOB B y3Jde K
Harpyske cllefyomero ysia. HpHHHTO MPEeLUoICHeHHe eKiICTREHHOI JOPOTH, Coe=-
IuHAOMell HEuANBHHE M NPUEMHEE y3ian. PaccuernuBaeTcs npogecc Hyaccona,
XaK MOZeJb IOTOKa TpebGOoBaHWi, NOCTYNENEMHX B IIPOMENYTOUNLE Yya3Ju. Ipos 1a—
JU3UPOB2HO BJIMAHUE JNUHAMUUECKOTO MECTHOrO yNpeiJieHHA Ha HauecTBO Iepeia—
9 MEXAY HEUANBHEM M IPHEMHHM ["3JaMU.
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OPIS MODELU SYMULACYJNEGO US:UG KOMUNIKACYJNYCH
POZIOMU TRANSPORTOWEGO W SIECI KOMPUTEROWEJ

Proponowany model poziomu transportowego sieci obejmuje model proto-
kotu transportowego, model protokoxéw stykowych, model styku fizy-
cznego. W opisywanym modelu stacja transportowa pracuje w trybie
poZzgczeniowym lub bezpoXgczeniowym albo pracujgc w trybie pozacze-
niowym nadaje i odbiera listy w trybie bezpoXgczeniowym. Struktura
modelu jest warstwowa z budowg modurowg w kazdej warstwie. Model
pozwala na symulacjg niejednorodnego poziomu transportowego sieci.
Proponowany model umozliwia badanie i1 oceng jakosSci usug komunika-
cyjnych poziomu transportowego sieci.

1. WSTEP

1.1, Poziom transportowy sieci komputerowe}j

Warstwa transportowa sieci komputerowej jest ostatnig warstwag swiad-
czacg ustugi komunikacyjne warstwom wyzZszym. Warstwa transportowa dostar-
cza usiug komunikacyjnych w powigzaniu z usiugami warstw nizszych i dopex-
nia ustugi oferowane przez warstwy nizsze do poziomu ustug zapotrzebowg-
nych przez warstwy wyzsze, zapewniajac zgdang jakos¢ usiug komunikacy j-
nych sieci [3]. Dla realizacji swoich zadari warstwa transportowa posiugu-
je sig protokotem transportowym oraz protokotrami stykéw migdzywarstwo-

wych [2],[4].

2. MODEL PROTOKOZ(W POZIOMU TRANSPORTOWEGO

2.1. Protokdét transportowy

Uzytkownicy komunikujg sig ze stacjg transportowg poprzez porty. W opi-
sywanym modelu przyjeto, ze stacja transportowa zawiera jeden port. Dwie
/

* Akademia Gérniczo-Hutnicza, Instytut Automatyki, Inzynierii Systeméw i Telekomunikacji
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stacje transportowe, ktdére chcg sig komunikowa¢ muszg utworzy¢ asoc jacjg
(full duplex). Asocjacja moze by¢ wykorzystywana w trybie:

- poxaczeniowym,

- bezpoXgczeniowym,

- rozgXoszeniowym.

Warstwa transportowa realizuje tryb poXgczeniowy i bezpoXaczeniowy.
Tryb rozgtoszeniowy realizowany jest w warstwie nizszej, a przez stacje
transportowg utozsamiany jest z trybem bezpo*gczeniowym, nie bedgc jego
zamiennikiem,

Tryb potxgczeniowy skfada sig 2z fazy ustanowienia komunikac ji, fazy
przekazywania danych i fazy zakolczenia komunikacji. Tryb bezpozaczenio-
wy sktada sig z fazy przekazywania danych.

W proponowanym modelu tryb poigczeniowy moze byé realizowany tylko
pomigdzy para stacji transportowych. Tryb bezpoigczeniowy realizowany
jest z dowolng liczbg stacji transportowych, nawet podczas utworzenia
asocjacji w trybie poxgczeniowym.

Protokdét transportowy obejmuje nastepujace funkcje komunikacyjne:
A. Funkcje wewngtrzne:

1. fragmentacja,

2. sktadanie,

3. okresSlanie kolejnosci,

4., zarzgdzanie kole jkami,

5. zwielokrotnianie.

B. Funkcje protokozu:

1. ustanowienie poxgczenia,

2. zakoniczenie poxaczenia,

3. potwierdzanie listéw,

4, sterowanie przepiywem danych.

W trybie bezpoktgczeniowym stacje przesytaja dane za pomocg komendy
LG-IT. W trybie poXgczeniowym uzywane sg komendy LI-INIT, LI-TERM, LI-ACK,
a do przesytania danych komenda LI-LT [1]. Fola funkcyjne definiowane
dla poszczegdédlnych komend przedstawia tabela 1.

Pola funkcyjne komend Tabela 1
Kod %adanie | Kredyt | Nr odebra- | Nr wysyta- | Nr wysyta-
komendy | potwier- nego listu | nego fra- |[nego listu
dzenia gmentu
LI-INIT - X - - X
LI-TERM - X X - X
LI-LT X X X X X
LI-ACK X X X -
LG~-LT - - - X X

X - pole definiowane
- - pole niedefiniowane
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Fazy rozpoczgcia i zakorczenia komunikacji, sk*adanie listéw, czasy
oczekiwania na potwierdzenie listéw i kredyt kontrolowane sg w protokole
budzikami (time-out).,

2.2. Protokoxy migdzywarstwowe

Protokoty migdzywarstwowe dziatajg na zasadzie "zezwolenie - zlece-
nie", Protokér migdzy warstwg transportows a warstwag usytkownika opisany
jest w pracy Z. Papira [7]. Protokéx migdzy warstwg transportowg a warstwg
Ygcza danych zawiera dwie komendy: RECEIVE i SENT,

3. MODEL SYMULACYJNY POZIOMU TRANSPORTOWEGO
%.1. Cechy modelu symulacyjnego

Proponowany program symulacyjny napisany zostar z uwzglednieniem
nastepujgcych celdw:

- dopuszczenie rozbudowy i zmian w trakcie wykorzystywania programu,
- dopuszczenie poprawek w miare rozwoju programu,
- przejrzystosé programu.

Aby osiggnac¢ powyzsze cele zastosowano programowanie modularne [8].
PozwoliZo to uzyskaé¢ model warstwowy z budowa modutowa kazdej z warstw.

W modelu zastosowano agregacje polegajgcg na symulowaniu podprograméw
rezydujacych w kazdej stacji transportowej sieci poprzez jeden podprogram
w modelu symulacyjnym, wykonujgcy te samg funkcjg. Obiekty fizyczne
stacji transportowych sieci odwzorowane sg w liczbie réwnej ich licznoéci
w sieci rzeczywistej [6].

Jako metodg symulacyjng zastosowano metodg planowania zdarzen,

Powyzsza budowa programu umozliwia wymiang modu*éw w dowolnej warstwie
programu symulacyjnego, co nadaje modelowi cechg elastycznoéci. W modelu
mozna wymienié lub doxgczy¢ modutry symulujace:

styki fizyczne,

protokoty migdzywarstwowe,
bloki nadajnika i odbiornika protokozu transportowego,
fazy transmisji,

komendy protokoxu transportowego.

Stacje transportowg opisuje szereg parametrdéw. W modelu definiuje sig
wielko$¢ tych parametrdéw niezaleznie dla kazdej stacji transportowej.
Umozliwia to symulacj¢ niejednorodnego poziomu transportowego sieci [5].

3,2. Struktura modelu symulacyjnego

Najwyzszg warstwg programowg w modelu symulacyjnym jest podprogram
TRANSPORT., Zawiera on trzy moduly programowe:
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- modu styku fizycznego z warstwag uzytkownika (1),

- modut styku fizycznego z warstwg Xgcza danych (2),

- modut protokoiéw warstwy transportowej (3).
Strukture t¢ pokazano na rys. 1.

Rys. 1. Moduty warstwy TRANSPORT
Fig. 1. TRANSPORT layer modules
Warstwa protokoxéw skrada sig z nastgpujgcych modudw:
- protokotu styku z warstwa uzytkownika (1),
- protokotu styku z warstwg Zgcza danych (2),
- nadawczego bloku protokotu transportowego (%),
- odbiorczego bloku protokofu transportowego (4).
Budowg warstwy protoko4éw pokazano na rys. 2.

WARSTWA PROTOKQLOW,

Rys. 2. Moduty warstwy protokotoéw
Fig. 2. Protocols layer modules
Modut nadawczy i moduf odbiorczy protokotru transportowego zawierajg
kazdy trzy podmoduty symulujace:
- fazq ustanowienia komunikacji (1),
- faze przekazywania danych (2),
- faze zakoriczenia komunikacji (3),
jak zilustrowano to na rys. 3.

NADANIK/ODBIQRNIK_

2////
Rys. 3. Moduty NADAJNIKA(ODBIORNIKA)
Fig. 3. TRANSMITTER(RECEIVER) modules

3
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Moduty programowe faz komunikacji zawierajg podprogramy symulujgce
komendy protokozu traunsportowego.

4, ZASTOSOWANIE MODELU

Proponowany model symulacyjny umozliwia badanie i oceng jakofcgi:
- ustug komunikacy jnych poziomu transportowego sieci,
- wspétdziatania obiektdéw warstwy transportowej,
- wspétdziatania warstwy transportowej z warstwami sgsiednimi,
dla réznych protokoxdéw w warunkach niejednorodnosci parametréw charakte-
ryzujacych stacje transportowe.

Model napisany zostat w jgzyku FORTRAN 1900 w ramach Programu
WezXowego 06.4 Polskiej Akademii Nauk.

Literatura

1. Butrimienko, A.W., "Projektowanie i eksploatacja sieci komputerowych",
WNT, Warszawa 1983

2. "Computer Network Architecture and Protocols", pod red. P.,E. Green, jr.
Plenum Press, New York 1982

3. Davies, D.W., i inni, "Computer Network and Their Protocols", John
Willey a Sons Ltd., New York 1979

4. Knighston, K.G., "The Transport Layer Standardization", Proc. of the
IEEE, Vol. 71, No. 12, December 1983, pp. 1394 - 1396

5. Pach, A.,, i inni, "Budowa modelu symulacyjnego dla potrzeb szacowania
parametréw sieci lokalnych", Opracowanie dla Programu WegzXowego 06.4,
Tom 1, AGH, Krakdéw 1985

6. Pach, A.R., "Transformation of a Multilayer System Structure into
Complex Simulation Frogram", Iroc. of the 11th IMACS World Congress,
Vol. 5, Oslo 1985, pp. 75 =77

7. Papir, Z., "Opis modelu warstwy uzytkownika sieci komputerowej dla
potrzeb symulacji jej uszug komunikacyjnych", materiaty tej Konferen-
cji, Wroczaw 1985

8. Tassel van, D.,, "Praktyka programowania", WNT, Warszawa 1982,

SIMULATION MODEL OF A TRANSPORT LAYER COMMUNICATION
SERVICES IN A COMPUTER NETWORK

The paper is concerned with a simulatiom model of a transport ser-
vices in a compter network. The simulation model contains transport
protocol model, interface protocols model, physical interface model,
The transport station works in liaison mode or lettergram mode
or in liaison mode one sends and receives letters in the lettergram
mode., The simulatiom model structure has been stated as a layered
structure with program modules within each layer. The simulation model
can be used for performance evaluatinn of the transport services
in computer networks.
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UMHUTALIMOHHAS MOJEJb KOMMYHUKAIMOHHBX YCIIVI
TPAHCIOPTHOI'O YPOBHSI BHUUCIIUTENBHOH CETH

[IpencTaByieHHass MOIeJlb TPAHCHOPTHOI'O YPOBHS COCTOMT H3 MOOENH TpaHC-—
MOPTHOI'O MPOTOKOJa, MOOEeJIM INPOTOKOJIOB HMHTepdenca U momenud OPu3uUeCKOI'O HH-
Tepderica. TpaHCnopTHas CTaHUUA paboTaeT coeunHéHHmM WJIH OenTarpaMMHEM
crioco6amMu, MM, paboTasd COEOUHEHHHM CNOCO60M, NPHHMUMAET MW OTmnpasBiseT OaH—
HHEe OelTarpaMMHEM Croco6oM. CTpykTypa MOOeJIM COCTOUT U3 He3aBHUCHMHX YpPOB-—
HeW, KOTOpHE COCTOAT U3 NpPOI'PAMMHHX MonyJiel. Monesbio MOXHO MOJIb30BaThbCs
IUIA OL€HKHM TPAaHCIOPTHOW CJYyX6H B BHYHCIIMTEJIBHHX CeTHAX.
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MODEL KOMPUTEROWEJ SIECI KOMUNIKACYJNEJ
Z PUNKTU WIDZENIA ANALIZY LOKALNYCH REGUL PRZECIWDZIALAJACYCH
PRZECIAZENIOM

W komunikacie przedstawiony jest uniwersalny model komputerows}j
sisci komunikacyjnej, umozliwiajgcy przegrowadzenie analizy poréwna-
wczeJ réznorodnych lokalnych regul przeciwdzialajgoych przecigze-
niom wezié4w komunikacy jnych. Podane i udowodnione jest réwniez twie-
rdzenie, ktére umozliwia wykorzystanie w tej analizie efektywnych
algorytméw numerycznych.

1. WSTEP

Skuteczng metodg przeciwdzialania przecigzeniom w sieciach kompute-
rowych jest stosowanie w nich lokalnych regul przeciwdzialajgcych prze-
cigzeniom (LRPP), obejmujacych swym dzialaniem poszczegdlne wezly komu-
nikacyjne. Sg to w istocie reguly kontroli dostepu wiadomoéci (pakie-
téw) do ograniczonych pul bufordéw weztowych przy zalozeniu takich doda-
tkowych (lokalnych) ograniczehn jak np. ograniczenie diugobci kolejek do
kanaléw wyjéciowych wezta., W licznych publikacjach, ktére ukazaly sie w
ciggu ostatnich kilku lat analiza jako$ciowa réznorodnych LRPP przepro-
wadzana byta w oparciu o rézne modele siecil2,3,5,6,8 1, co w praktyce
uniemozliwialo pordéwnywanie wynikéw analizy. W niniejszej pracy przed—
stawiony jest uniwersalny model komputerowej sieci komunikacyjnej (SK),
w oparciu o ktéry mozliwa jest analiza pordéwnawcza réznorodnych LRPP,
Podane jest réwniez podstawowe twierdzenie tej analizy, ktdre umozliwia
wykorzystanie znanych wczesniej efektywnych algorytméw numerycznych te-
orii sieci systeméw (masowej) obstugi.

2, MODEL KOMPUTEROWEJ SIECI KOMUNIKACYJNEJ

Model SK opisujg nastepujace zaloZenia:
Z1. SK sklada sig¢ z niezawodnych wezlédw tworzgcych zbiér N oraz z nie-
zawodnych i bezszumowych kanatédw tworzgcyh zbiér M. Przez Cj g oznacza-
’
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my przepustowos¢ kanaiu (J,k)eéM, jeN, keNv{0} (przez (j,0) oznaczamy ka-
nat lgczgcy wezel J z uzytkownikami zewnetrznymi SK, np. z kohcbdwkami),
Z2. Wiadomo&ci przesyzane przez SK dzielg sie na klasy ze wzgledu na ich
wezly 4rbddlowe i docelowe. Jest to plerwotna klasyfikacja wiadomosci,
Klase pierwotng wiadomosci, ktérej wezlem Zrédiowym Jest wezel dg» 8 We-
ziem docelowym jest wezel J,, oznaczamy przez r=fjs,jt] , natomiast
przez R oznaczamy zbiér wszystkich klas pilerwotnych rozréznianych w SK.
%3, Strumieh wiasdomofci klasy réR nadsylanych do SK (wiadomofci zewne-
trznb) Jest strumieniem Poissona. Natezenie tego strumienia wynosi.ﬁrl
Wiadomosci zewnetrine odrzucone przez SK nie sg retransmitowane.

Z4, Strumier wiadomofci klasy reR nadsyianych do dowolnego wezta z we=-
sla (wezléw) sasiednich (wiadomoici wewnetrzne) jest strumieniem Poi-
ssona. W strumieniu tym mogg wystepowaé wiadomofcl plerwotne (przesyla-
ne przez dany kanal po raz pierwsszy), jak réwniei wiadomosci retransmi-
towane (uprzednio odrzucone przez dany wezel).

25, Diugosol wiadomodci przyJmujg wartofcl zmiennej losowej ciggiej o
wykiadnicze] gestofci prawdopodobienstwa, Srednia . *ugosé wiadomosoi
wyratona w bitach wynosi 1/u .

Z6, W SK funkcjonuje randomizowana regula zmiennego doboru tras. Dla
wiadomosci klasy reR regula ta Jjest opisana przez macierz P(r)-fP(r)]
JeN, ke&NviO0), gdzie Pjr Jjest prawdopodobiefstwem wyboru kanalu (j, k)
jako nastepnego kanaiu na trasie wiadomosci klasy r,.

27. Kazdy wezet JEN reprezentowany jest przez sieé systeméw obsiugi
przedstawiong na rys.l1, przy czym kazdy system obsiugi reprezentuje na-
dajnik kanalu wyJjéciowego wezia oraz kolejke wiadomosci zapamigtanych w
buforach i przeznaczonych do przesiania tym kanalem, Wszystkie kolejki
obsiugiwane sg wg reguily FIFO, Sprzezenle zwrotne, obejmujace system
obsiugi (rys.1) wskazuje na mozliwoéé retransmisji tej samej wiadomosci
w przypadku odrzucenia JeJ przez sgsiednl wezel. Zskiladamy, Ze adresat
wiadomoéci dolgczony do jeJ wezla docelowego jest zawsze gotowy na JeJ
przyJjecie. Zakladamy teiz, Ze wezel J dysponuje pulg zloiong z b, bufo-
réw, w kazdym z ktérych moze byé zapamig¢tana pojedyncza wiadomoég.

WIADOMOSCI
DO RETRANSHISD! - . | o
WIADOMOXC! @ SASIEDNICH
WEWNE TRINE > I CC | WEZLOW
L j' k )

WIADOMOSCI M-t
e |+ Gy WYISCIE Z 5K

WIADOMOSC] J kg

OORZUCONE ™ Ko & 0/

Rys. 1. Model wegzia J
Fig. 1. Model of node J
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Z8, W SK, reprezentowanej jako sieé systeméw obstugi, obowigzuje zalo-
zenie (hipoteza) niezaleznosci Kleinrocka [7].

Z9. W kazdym wezle JjeN funkcjonuje LRPP, ktoére] dziatanie polega na od-
rzucaniu tych wiadomosci nadsylanych do weza J, ktérych przyJjecie spo=-
wodowaloby przekroczenie lokalnych ograniczen okre$lonmych przez IRPP,

W zwigzku z funkcjonowaniem IRPP w weile J dokonywana Jest wtérna (lo-
kalna) klasyfikacja wiadomosci, polegajgca na zaliczaniu wiadomoéci kla-
sy pierwotne] réR do klasy wtérnej (lokalnej) u6Ud z prawdopodoblenstwem
P(r%n), gdzie Uj oznacza zbldér wszystkich klas lokalnych rozréinianych
w wezle jo W celu podania formalnego opisu funkojonowania IRPP w weile
J przyJjmiemy kilka oznaczei, Niech zatem E’ st k] (3, kbeud, ueUd, be-
dzie macierzg reprezentujacg stan wezla J, gdzie S(u) jest liczbg wia-
domoéci klasy u w systemie obsiugi (j,k) w dane] chwili, a Mj jest zbio-
rem systeméw obsiugi (kanalédw wyjéciowych) wezla j. Z kolei niech §h=

L S(u)J uEUj, bedzlie wektorem reprezentujqcym skompensowany stan wezila
3, przy czym 8 w), (j%ﬁ éu]l . Ponadto niech L;j:ELd J, i=1, 129000914y
bedzie wektorem lokainych ograniczeﬁ zwigzanych z funkcjonowaniem LRPP

w wesle j. Nastepnie niech p C Q 1] 1—1,2,...,13, bedzie lj-wymiaro-
wag funkcjg wektorowg IUJI zmiennych, tzn.'?5LM ‘—»NIJ , gdzie y* jest
x-wymiarowg przestrzenig nisujemnych liczb catkowitych., Korzystajgc z
powyzszych oznaczen mozliwe jest okreslenie przestrzeni A . wszystkich
mozliwych skompensowanych stanéw wezia Jj, tzn.A ={§'6MU| (S )23 3,
oraz przestrzenlzsa(u), u&Uj, wszystkich skompensowanych stanéw, w kté-
rych wezel j odrzuca nadsytane do niego wiadomosci klasy u. Okreslenie
wymienionych przestrzeni w peilni opisuje funkcjonowanie LRPP,.

3., PRZYKLADY KLASYFIKACJI LOKALNEJ ORAZ LRPP

Nizej przedstawione dwa przykiady ilustrujg powigzanie lokalnej kla-
syfikacji wiadomo$ci w danym wezle z funkcjonujgca w nim LRFP,
1. Zatbzmy, ze w wezle j¢N funkcjonuje LRPP, ograniczajgca diugosci kb-
lejek do kanaldéw wyjsciowych [4,5] wezla, tworzacych zbiér Mj={(j,ki)z
121,24 000 njCcM, Wowczas Uj={ui: 1=1,24+.0,0), Przy czym u; = (§,ky.
Ponadto:

a/ f?R. 141& [:P(r)(u )-P‘r) ] , gdzie Rj Jjest podzbiorem wszystkich

klas pierwotnych do ktérych zaliczane sg wiadomo$ci w wezle Js
) (u ) (uy)

b//bj—{saéxn Pj(sa\ Cs(®,,,,,s(Un ,]SSE S 1J<~L}, przy ozym Ly s
i=1,2,00040, Jjost maksymalna diugoscig kolejki wiadomosci oczekujgcych
na transmisje przez i-ty kanil wy JSciowy wezla J, n?tomiast Lj,n+1=bj’

/\ -, ° u‘_ uﬂ—
c/ 1sisn[/sj(ui)_{'s’je/bj.s =Ly 5 lub 1S5n S _bd}].
2, Obacnie zalészmy, %e w weile jeN funkcjonuje LRPP, ograniczajaca poje=-
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mnoéé puli buforéw przeznaczonych do przechowywania wiadomosci zewne-
trznyck (jest to regua typu "input buffer limit" [4,8]), Wéwczas Ud=
{u..2,}, gazie u, (u,) jest klasa, do ktérej zaliczane sq wiadomosci
z¢ inetrzne (wewnetrzne) nadsytane do wezia j. Ponadto:

a/ A\ Ep(r’(w,) {1’ 8y ==Ll ¢l 1 33
0 w przeciwnym wypadku
b/ /3 {S N’s 3 (§ )= [:S(uﬂs(u'LZkL:l }, przy czym Ly 4 Jest maksyma-
1ng iiczbq wiadomoécl zewnetrznych, ktbére w danej chwili mogg przebywad
w weile j, natomiast L. 2‘bj'
o/ % (u,,) = { Syenye s( P<L, 4 lub s Mg M 3,
/4 (u) = (B eny8 s (W (“z’—b .

o P(r)(ue) =1-P (r)(u,l) 1,

4, PODSTAWOWE TWIERDZENIE ANALIZY LRPP

Zalozenia 21-Z9, stanowigce opis modelu SK, pozwalajg na sformutowa-
nie nastepujgcego twierdzenia.
TWIERDZENIE, Przy speinieniu zatozen Z1-Z9 prawdopodobiensiwo stanu S
sieci systemé4w obsiugi reprezentujgcej wezer JjéN w warunkach réwnowagi
statystyoznej wyraza si¢ zaleznoécig

(u)\S k
p(8,)=C T (= s{Wn 1T {850 )j (1)
3, k)€l uel ik uel sa("‘{{ !
gdzie Cj jest stalg normalizacyjng, natomiast
@ Z h(r) P(r) P(r) (u) (2)
§i.k TP (1-1=B(1”))(1-Ja13(I’))cj e

jest wspélczynnikiem obcigzenia systemu obsitugi (j,k) przez wiadomosci
klasy u, przy czym]\ (r) jest Srednig intensywnoéciq strumienia wiadomo-
6cl plerwotnych klasy r nadsytanych do wezia j, Pgrk(u) Jest prawdopo-
dobiefistwem zaliczenia wiadomoscl klasy r do klasy u w weZle j przy wa-
runku, Ze bedzie ona transmitowana przez kanal wyjsciowy ( j,k), natomia-
st PBgr) jest prawdopodobienstwem odrzucenia wiadomosci klasy r przez
wezel Jo

Dowdd. W zwigzku z zatozeniami Z3, Z4 i Z9 kazdy poissonowski stru-
mieh wiadomos$ci klasy reRd; wpiywajgcy do wezia j jest dekomponowany
na IUjl strumieni Poissona, przy czym i—ty taki strumier (i=1 2,...JUJP
charakteryzuje sie intensywnoscia A(r) (r(u )/(1 PBgrB o Zatem mozna
przyjaé, %e do wezla j napiywa lel-lellU l niezaleznych strumieni Po-
issona, przy czym kazdy 2z nich reprezentuje wiadomo$ci nalezace do pe-
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wnej klasy ver, gdzie V ={v1,72....,v,v|} {va(r,u): reRJ, ueUJ Y. Sieé
systeméw obsitugi, reprezentujqoa wezel j obsiuguje wigc wiadomosci po-

dzielone na |V.| klas. Niech 87 =[ S& (M7, (3,k)EM,, uew 4+ bedzle stanem
tej sieci. Zatdimy chwilowo, Ze ograniczenia na liozbe wiadomoéci w we-
tle j (zatoZenia Z? i Z9) nie obowiazuja. Wéwczas na podstawie wynikéw

pracy [ 1 1 mamy

(e(v) )s
PE=cy; AT (= gy 4% -—‘}%— : (3)
3, k)eMj veV ok \rer:l SJ. !

Nastepnie zbiér V. dzielimy na |U,|roziacznych podzbioréw v(“*’,v<“t’,
N v(ulujl), gdzie V(ul)zivz(r,ui)x reRa }, i=1 ’2""’|Uj|‘ Wéwczas

P(§)=‘§ AN Z: s =) 2B . (4)
3 (306 vev, vey D73k Tk
Po przeksztalceniach otrzymujemy
s(u)
P(‘é’)—c T (= S(u))l,ﬂ,[v%,(u)? ] . (5)
3" d(a.k)euj u€l s oK §u1){'

Wida¢ zatem, ze sieé systembédw obsiugl, reprezentujgqca wezel j nalezy do
klasy sieci rozwazanych w pracy( 1. Na podstawie wynikéw pracyl 91 za-
two zauwazyé, ze zaleznoéé(S) obowigzuje réwniez w obecnoscl ograniczeh

na liczbe wiadomoéci W wezle Jo Ponadto

»%v(“‘?d k=95 - C.N.O.

Fakt, 2e sieé¢ systembédw obsiugi reprezentujgca wezeir SK posiada ro-
zwigzanie o postaci iloczynowe] (1) , pozwala wykorzystaé znane efekty-
wne algorytmy obliczania state]j normalizacyjnej C,, rozktadu prawdopodo~
bienstwa skompensowanych stanéw {P(gb)}oraz érednich dtugosci kolejek
wy jéciowych w wezach [10] . Wielkosci te niezbedne sg do obliczania
podstawowych wskasnikéw jakosci funkcjonowania SK, jakimi sg Srednie
opbznienie wiadomosci i efektywna przepustowosé sieci. Szczegbdiowy prze-
bieg analizy LRPP, jak tez przyktady jej zastosowan podane sg w pracy
C13.
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A MODEL OF COMPUTER COMMUNICATION NETWORK WITH RESPECT TO ANALYSIS
OF LOCAL CONGESTION CONTROL MECHANISMS

This paper introduces a unified queueing model of computer communi-
cation networks employing a wide class of local congestion control
machanisms /ICCMs/., This model enables analysis of different LCCMs
and comparison of results. A main theorem of this analysis is also
given and proved.

MOJIEID CBASHONA CETH BHUMCJWTEIBHHX MANMH C TOYKA SPEHMA AHAJM3A
JOKAJEHHX MMPOLEIYP KOHTPOJA HEPETPY 30K

B crarTpe OpencraBileHa YHHBeDCAJbHAA MONEJh CeTH CBASE IJAA BHYECJIHTE-

HHX . OTa MOTeXh NnelaeT BO3MOXHHM SHANH3 DASHHX JOKAJIBHHX
7;310 IpONeNyp KOHTPOAA Neperpysor. Toxe HNOJaHa ¥ NOKA3aHA TeOo-
PeMa , manmas BOSMOXHOCTH HCIIONE30BAEMA KTHBHHX EyMe]pIIeCKuX

anropuTMOB TEODHH CeTH CHCTEeM MacCOBOT'0 OOCHyXMBAHHA.
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WYZNACZANIE OPTYMALNYCH TOPOLOGITI
SIECI KOMPUTEROWYCH

W artykule przedstawiono nowg metode generacji rozwigzan dopusz-
czalnych problemu przepiywu wieloskiadnikowego, polegajgacg na prazy-
porzgdkowaniu tras srednim wymaganym przepiywom miedzybiegunowym,
Metoda ta, lgcznie z wprowadzong procedursg wyznaczania rozwigzan
lokalnie optymalnych, na podstawie generowanych rozwigzan dopusz-
czalnych, umozliwia stworzenie nowej klasy algorytméw projektowa-
nia optymalnych topologii sieci koputerowych. Wybrane algorytmy z
nowej klasy, nazwanej klasg algorytméw permutacyjnych, zostaty zwe-
ryfikowane na serii przyktadéw. Uzyskane wyniki zostaiy poréwnane,
na tej samej serii przyktaddédw, z wynikami uzyskanymi przez inne
znane algorytmy oraz pordwnano.ztozonodci obliczeniowe poszczegdl-
nych algorytméw.

1. WSTEP

Jednym z istotnych zagadnien projektowania sieci komputerowych jest
dobdér topologii speiniajgce] narzucone wymagania przy mozliwie najniz-
szym koszcie jej budowy. Bilorgc pod uwage caikowity, zazwyczaj bardzo
wysoki, koszt budowy takie] sieci, uzyskanie struktury, ktérej koszt
realizacji jest nawet o 1 % tanszy w stosunku do znanej struktury sta-
nowi powazny zysk.

Ten fakt uzasadnia poszukiwanie algorytméw dajacych rozwigzania
lepsze od rozwigzan uzyskiwanych przez dotychczas znane algorytmy w
akceptowalnym czasie obliczed. Z tego wzgledu poszukiwanie nalezy og-
raniczyé do klasy algorytméw o wielomianowej ztozonosci obliczeniowej.

Kluczowym problemem wystepujgcym przy projektowaniu optymalnej kon-
figuracji sieci komputerowej jest problem przepiywu wielosktadniko-
wego o minimalnym koszcie, przy zaozeniu wklesitej funkcji kryterial-
nej [1,4,5,7,8,9]. Problem ten charakteryzuje si¢ tym,iz znane meto-
dy Jjego rozwigzania znajduja zazwyczaj jego minima lokalne zamiast mi-
nimum globalnego. Biorgc pod uwage fakt, ze problem przeplywu wieloskiad-
nikowego o minimalnynm koszcie, zaktadajgc wklegsta funkcje kryterialng,

* Politechnika Gdariska, Instytut Telekomunikacji
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nie jest problemem matematycznie wypuklym, mozemy wnioskowaé, ze Jedy-
nym sposobem wyznaczenia minimum globalnego jest znalezienie wszystkich
miniméw lokalnych i wybranie najlepszego sposréd nich, Niemniej jed-
nak liczba miniméw lokalnych, nawet dla probleméw o niezbyt duzych wy-
miarach, jest bardzo duza. Z tego wzgledu wyznaczenie wszystkich mini-
méw lokalnych nie zawsze Jest realne. Powstaly wiec liczne algorytmy
heurystyczne rozwigzujgce problem przeptywu wielosktadnikowego w spo-
séb przyblizony, polegajacy na generacjl wzglednie matej liczby mini-
méw lokalnych i wybraniu najlepszego sposréd nich.

2. SFORMUIOWANIE PROBLEMU.

Zalézmy, ze mamy dang sieé sktadajgcg sle ze skonczonego zbioru N
wezow N = {xq,xe,...,xu} o znanym rozmieszczeniu oraz zbioru
wszystkich niezorientowanych gatezi odpowiadajgcych parom weztéw nale-
%gcych do zbioru N’

(xi,xj) xiedp , Xie N’

Bedziemy oznaczalil symbolem G =L111[]graf peiny, niezorientowany,
gdzie N' oznacza zbiér weziéw, natomiast Ll oznacza zbidér niezorientowa-—
nych gatezi. Oznaczymy przez M =|U|= N(N-1) /2 liczbe elementéw zbioru
1[ . Wszystkie pary wezldéw mozemy ponumerowa¢ w sposdb Jjednoznaczny we-
diug wybranego schematu i odwolywaé¢ si¢ do kazdej pary wezidéw za pomo-
ca pojedynczego indeksu u (u=1,2,...,M).

Przyporzgdkowujgc wage f >0 (oznaczajacg sumaryczny przepiyw w
salezi u) kazdej gatezi, definiuaemy sie¢ K = LG f] M-wymiarowy wek-
tor f =(£ 1,f2,..., )bedziemv nazywali przepilywem zwigzanym z grafem G
albo kroétko przeplywem. Zaktadamy, Ze istnieje maksymalnie M niezalez-
nych przeplywéw oznaczonych

=239, 2330 0,009 (4=1,2, 0008 5 3=1,2,00.0,8 oraz 1< §)
przedstaw1aaqoych srednie natezenie strumienia ptyngcego od bieguna
zrédtowego Xy do bleguna docelowego x.. Kazda para (i,Jj ) przedstawia
sktadnik., Sumaryczne natezenie przeptywu w gatezi u oznaczymy fu s

S £t

;:;>%ri+1 u
Zadana jest symetryczna macierz ruchu R = [ri o] (157125 s we gy 35732 4neas
N), ktérej elementy przedstawiaja Srednie wymagane natezenie strumie-—
nia pomledzy biegunem Zrédiowym x; a biegunem docelowym Xy Numerujac
elementy macierzy ruchu w sposéb jednoznaczny, bedziemy uzywali ozna-—
czeh jednoindeksowych, np. Ty oznaczaé¢ bedzie wymagane natezenie stru-
mienia migdzy k-tg para biegunéw (k=1,2,...,M).

Dla kazdej gatezi u dana jest postaé funkcji kosztu ’Xu(fu\. Po-
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nadto zaktadamy, ze funkcje kosztéw sg :
1/okreélone w przedziale <0,+o0e) ,ciggle w(0,+00), 4cisle rosngce w<0,
+), %,(0)= O oraz A, (£)>0 dla £ 0
2/wkleste -
Calkowity koszt budowy A(f) sieci K =LG,f] jest dany wzorem:

A @) =2 w(5)

Naszym zadaniem jest zbudowanie sieci K =[G,¥] o minimalnym catko-
witym koszcie budowy, umozliwiajgcej jednoczesny przepiyw wszystkich
wymaganych strumieni mig¢dzybiegunowych ry (k=1,244..4M)s Przepiyw Erna-
zywaé bedziemy R-dopuszczalnym, jezeli sieé K=[G;f] umozliwia jednoczes-
ny przepiyw wszystkich wymaganych strumieni. Obszar dopuszczalny Dzwig—
zany z macierzg ruchu R wyznacza nam zbiér przeplywédw R-dopuszczalnych.

D ={ TeRM| T jest R-dopuszczalny }
gdie 3{M+ jest nieujemnym orthantem w M-wymiarowej przestrzeni Euklide-
sowej. Problem przeplywu wieloskladnikowego o minimalnym koszcie mozZemy
wiec zapisaé nastepujaco
S
min X(£) =/, (£,)
/P/ uell
TeDRMF

Obszar dopuszczalny D jest wypuklym obszarem wieloSciennym wyzna-
czonym przez réwnania zachowania przepiywu [1]. Jak wiadomo z teorii
programowania nieliniowego, w takim przypadku minimum globalne wkleste]j
funkcji kryterialnej znajduje si¢ w jednym z wierzcholkédw obszaru do-
puszczalnego ). Wierzcholki obszaru dopuszczalnego natomiast odpowiada-
ja przeplywom powstalym poprzez skierowanie kazdego wymaganego strumie-
nia migedzybiegunowego na jedng 1 tylko jedng tras¢ w grafie G =[Jﬂ1[].

Dotychczasowe metody generacji przeptywédw dopuszczalnych polegaly
na wyborze podgraféw G =[N§A] grafu G=EW;U],Ac1§oraz skierowanie w nich
wymaganych strumieni miedzybiegunowych na najkrétsze trasy, przyjmujac
odlegtosci kilometryczne migdzy wezlami jako diugoéci poszczegdlnych ga-
tezi [4]. Wyboru odpowiednich topologii wyjéciowych (podgraféw) dokony-
wano poprzez eliminacje albo wymiane wybranych galezi [2,3,4,5]. Jako
procedurg optymalizacyjna generujgcg przepiyw lokalnie optymalny na pod-
stawie przeptywu lokalnie nieoptymalnego stosowano metode aproksymacji
liniowej [4,5,10] . Obecnie przedstawimy inng metode generacji przepiy-
wéw dopuszczalnych oraz nowg procedure optymalizacyjng zastepujaca meto-—
de aproksymacji liniowej.

.
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% .SEKWENCYJNE KIEROWANIE STRUMIENI.

Koncepcja sekwencyjnego kierowania strumieni (SKS) polega na kolej-
nym kierowaniu wymsganych strumieni miedzybiegunowych w grafie G:[Jﬂlf]
w taki sposéb, aby za kazdym razem zminimalizowaé przyrost kosztu zwig-
zanego z tg operacjg.

Wprowadzimy nastepujace wagi (diugosci) galezi :

du(fu,x)d£ M (£, + x) =W, (£) 5 £,20, x30, u=1,2,...,M
Zblér wag {duc)} U=142,00.4M bedziemy nazywali metrykgq przyrostéw skon-
czonych., Waga du(d jest funkcja dwéch zmiennych: sumarycznego nateze-
nia przepiywu fu w galezi u oraz dodatkowego przepiywu o natg¢zeniu x.
Przedstawla ona przyrost kosztu zwigzanego ze skierowaniem dodatkowych
x Jjednostek przeptywu gatezig u, zakitadajac, Ze przeplyw w gaigzil Wynosi
fu‘ Zatdsmy, Ze nl1,n2,...,0M przedstawia permutacje¢ wskaznikéw elemen-—
téw macierzy ruchu. Sekwencja TpqeTposesesTyy bedzie przedstawiata per-~
mutacje elementédw macierzy ruchu. Trasy przyporzgdkowane strumieniom r
ThoreeesThy wt-tej diteracji oznaczymy Pgﬂ’P§2""’PEM° Algorytm SKS
mozemy przedstawié nastepujaco:
SEKWENCYJNE KIEROWANIE STRUMIENI (SKS)
1/ wybraé permutacje rhq9Ty 2,...,rnM elementédw macierzy ruchu,
2/ niech £° = O oraz Pn1' 2, P n2‘ [7 - P§M= Joi (ngzﬁ oznacza, iz stru-
mieniowi r - nie przyporzadkowano zadnej trasy).
3/ dla k=1424...4M skierowaé strumien r nk Wybranej permutacji na naj-
krétszq trase w grafie G [JPII]zgodnie z nastepujgcg metrykg:
k-1,rnk) sy U=1,2,...,M. Oznaczmy ostateczny przeptyw symbolem
'fﬁ, natomiast trase¢ przyporzgdkowang strumieniowi r nk _ symoolem P nk*
W wyniku dzialania algorytmu (SKS) otrzymujemy przeptyw f . W celu
otrzymania minimum lokalnego na podstawie przepiywu fM, autor proponu-
je nastepujgcg procedure :
CYKLICZNE KIEROWANIE SEKWENCJI STRUMIENI (CKSS)
1/ wybra¢ permutacje Thq9Tposeees Ty elementéw macierzy ruchu,
2/ zmodyfikowaé krok 2/ algorytmu SKS w nastepujacy sposbdb:
2°/ niech ° = T oraz Pg1=Pn1, P32=Pn2""’PgM=PnM’
3/ jest taki sam. jak krok 3/ algorytmu SKS,
4/ Jjezeli P, 1_P 4 oraz P 2_.P o OTaZ e PnM‘PnM %oniec,.§M jest minimum
lokalnym, W innym przypadku wracamy do kroku 2 /,

Dowéd na to,iz algorytm CKSS dostarcza nam rozwigzania lokalnie op-
tymalnego mozna znalezé w [6].

Stosujac SKS jako metode generacji przeplywéw dopuszczalnych (uzy-
wajgc réznych permutacji elementdéw macierzy ruchu) oraz CKSS jako pro-
cedury optymalizacyjnej, mozemy wprowadzié¢ nowg klase algorytméw naz-—
wanych przez autora algorytmami permutacyjnymi. W celu utworzenia algo-
rytmu permutacyjnego nalezy ustalié schemat,wedtug ktbérego nastepuje ge-

1

il
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neracja sekwencji (permutacji) elementé4w macierzy ruchu. Autor rozpatry-
wal nastepujace schematy s

A, Schemat 1

Permutacje byly generowane losowo.

B. Schemat 2

Permutacje byty generowane zgodnie z nastepujacym schematem :

TqsTpsTz9ecesTy i To9TqsTzpeeesTy § Tz9TqsTpgecesTy iooei TyyTq9lopeces
Tyq*

Schemat 1 zostat zweryfikowany na przykladzie sieci zawlerajgce]
12 weztdéw oraz 39 galezi zaczerpniegty z [4] . Przyjeto nastepujacg pos-
taé funkcji kosztéw:)f'xu(fu) =1, fz s gdzie «=0.7, natomiast 1 przed-
stawia odleglo$é kilometryczna pomiedzy u-tg parg wezidédw. Wyniki otrzy-
mane przez algorytm permutacyjny zostaly poréwnane z wynlkami otrzyma-
nymi przez pewien algorytm [4‘]stosujqcy metode eliminacji gatezi oraz
aproksymacj¢ liniowa do generacji miniméw lokalnych. Algorytm permuta-
cyjny uzyskat rozwigzanie o 1.3 % lepsze w stosunku do rozwigzania u-
zyskanego przez algorytm operujacy na eliminacjl galezi, przy poréwny-
walnym czasie obliczen. Rozktad wartoéci miniméw lokalnych generowanych
przez algorytm permutacyjny wskazuje na przewage algorytmu permutacyj-
nego nad algorytmem operujgcym na eliminacji gaigzi [6 ].

Schemat 2 zostal zastosowany do utworzenia algorytmu permutacyjnego,
ktéry zostal sprawdzony na serii 51 przyktadéw przedstawionych w[ 5] o
Przyktady te zostaly wygenerowane w celu sprawdzenia jakosci dziatania
innego algorytmu, nalezgcego do klasy algorytméw zachtannych ['BJ . Fun-
kcje kosztdéw w tym przypadku miaty postaé¢ liniowg z kosztem stailym w ze-
rze, Algorytm zachtanny osiggnal minimum globalne w 51 % rozpatrywanych
przypadkéw, natomiast algorytm permutacyjny w 75 % rozpatrywanych przy-
padkéw. Ten sam algorytm permutacyjny zastosowany tgcznie z procedurg
wyznaczania tras optymalnych opisang w pracy [6.]osiqgnql minimum glo-
balne w 86 % przypadkéw.

ZYozonos¢ obliczeniowa algorytmu permutacyjnego stosujgcego schemat
2 wynosi O(N;-Nz) » gdzie Np jest liczba niezerowych elementédw macierzy
ruchu R. Dla pordéwnania, zXozonos¢ obliczeniowa algorytmu zachtannego
wynosi O (NE-NB) , gdzie N, oznacza liczbe galezl dopuszczalnych w gra-
fie wyj$ciowym zadanego problemu {P),

4. WNIOSKI

Zaproponowana metoda generacji miniméw lokalnych problemu przeply-
wu wielosktadnikowego uzyskuje lepsze wyniki niz dotychczas stosowane
metody bazujace na eliminacji wybranych galezi z topologii wyjsciowej.

W pracy przedstawiono zaledwle dwa schematy, wedtug ktérych mozemy
utworzy¢é algorytmy permutacyjne. Dodatkowe badania powinny byé skiero-
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wane na wyznaczanie Jjeszcze skuteczniejszych schematé4w, na podstawie
ktérych mozna bedzie generowa¢ lepsze minima lokalne,
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THE DETERMINATION OF OPTIMAL COMPUTER NETWORKS TOPOLOGY

A new method for the generation of initial feasible solutions
of the Multicommodity Flow Problem based on an assignment of

paths to node-to-node requirements has been introduced. This
method, together with an introduced procedure that determines
locally optimal solutions on the basis of the generated ini-

tial feasible solutions, enables the creation of a new class

of algorithms for the design of the otimal topology of compu-—
ter networks. Selected algorithms from that new class, named

permutation algorithms, has been verified on series of exam-

ples. The results obtained by the permutation algorithms and

other known algorithms have been compared on the same set of

examples and their complexity evaluated.

BBIYUCJIEHUE OIITUMAJIbHBIX TOIIOJIOI'MA CETH 3BM

B cTaThbe npencTtaBJZIEH HOBHH MeTon o6pa3O0BaHUA IHOONYCTHMHX pPeuweHUN Nnpo6-
J1eMsl MHOT'OKOMIIOHEHTHOTI'O NOTOKa, 3akJilnyawmUHCA B MNPHIIUMCAHUH NyTeH K cpe-
OHUM TpebyeMHM MeXIOyy3JIOBHM MOTOKaM. DTOT MeTOI, BMeCTe C BBEeIEHHOH
npouenypor BHUYHCIJIEHUA JIOKAJIbHO OINTHMAaJIbHEIX peleHUH Ha OCHOBAaHHUHM obpa-
30BaHHHX HOOMNYCTHMHX PpelleHUuH, MO3BOJIseT Cco3naThb HOBHH KJlaCC aJIrTOPUTMOB
NIPOEKTHPOBAHUA OINTHUMAJIBHHX TOMNOJIO'HH ceTu SBM. BrbpaHHEHE aJIT'OPUTMH,
NpyuHamjiexamde K HOBOMY KjlacCy, Ha3hHBaeMOMy KJIACCOM [epeCTaHOBOUYHHX aj-
TOPUTMOB, OBUIM IpOBEpEeFrb! [IpH ITOMOWM MHOTI'HX NpHMepoB. [lojlyyeHHEE pe3yJsib-
TaTh COINOCTAaBJIEHH C pe3yJbTaTaMH, IOJIYUEHHEMH OPYTHMH H3BECTHHIMH aJjiro-—
PHTMaMHu OJsi TeX Xe NpUMepoB. KpoMe TOI'o CpaBHEHbl BHYHCIIMTEJIbHHIE CJIOX—
HOCTH pacCMaTpHBaeMHX aJITOPUTMOB.
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ANALIZA FUNKCJONOWANIA TIME-OUT’0OW NA MODELU
MATEMATYCZNYM PROTOKOLU HDLC STEROWANIA TELETRANSMISJ4
DANYCH CYFROWYCH

Praca po$wigcona jest analizie efektywnoéci funkcjonowania 1linii
transmisji danych sterowanych protokotem HDLC, W pracy badana jest
linia dwupunktowa pracujgca w rezimie péidupleksowym odpowiedzi
normalnych z asymetryczng wymiang informacji przy uwzglednieniu
time-out’éw. Zostala przedstawiona metodyka analitycznego okreéla-
nia probabilistyczno-czasowych charakterystyk 1linii transmisji da-
nych sterowanych protokolem HDLC,

1. WSTEP

Na obecnym etapie rewolucji naukowo-technicznej z coraz bardziej
powszechnym stosowaniem $rodkdéw elektronicznej techniki obliczeniowej
i $rodkéw 1tgcznod$ci niezbednym staje sie rozwigzanie zadania maksymal-
nego wykorzystania mozliwo$ci wymienionych $rodkéw.

Wdrazane sg systemy przetwarzania rozproszonego w sieciach EMC.
Elementami tych systeméw sg linie transmisji danych., W opracowanym mo-
delu architektury sieci EMC sterowanie linii transmisji danych zajmuje
jego drugi poziom logiczny [h]. Sterowanie jest realizowane za pomocsg
protokoléw sterowania linii transmisji danych. Obecnie niedostatecznie
sg zbadane charakterystyki najbardziej perspektywicznego z opracowanych
protoko1éw - protokolu HDLC(High-level Data Link Control), opracowanego
i zalecanego do realizacji przez ISO (International Organization for
Standartization). Opis struktury, funkcji i zasad pracy tego protokolu
mozna znaleZ2é w bazowych dokumentach [3,2].

Celem niniejszego referatu jest zbadanie na modelu matematycznym
probabilistyczno-czasowych charakterystyk 1linii transmisji danych ste-
rowanej protokolem HDLC z uwzglednieniem funkcjonowania time-out’éw.

2, ZALOZENIA MODELU, BADANE CHARAKTERYSTYKI, METODYKA BADAN

Model matematyczny budowano z uwzglednieniem nastepujacych zalo-

Przeklamania w linii nie sg wzajemnie skorelowane,
Kanal sprzezenia zwrotnego jest niezawodny.
Zadajemy ograniczong liczbe powtdérzen transmisgji (retransmisji)

przeklamanej ramki.

* Politechnika Bialostocka, O$rodek Elektronicénej Techniki Obliczeniowej



188

4, Analiza prowadzona jest na konfiguracji point-to-point.

5. Badania przeprowadzamy w systemie példupleksowym pracujgcym w rezi-
mie odpowiedzi normalnych w ukladzie niezréwnowazonym z modulem
formatu 3.

6. Cigg kontrolny ramki FCS jest sekwencjg szesnastobitowg stosujgcyg

kod cykliczny z wielomianem generujgcym:
G(x) = x16+ <% x4 1

Nalezy zauwazyé, ze zalozenie 2 jest wypelniane praktycznie zawsze
dlatego, iz prawdopodobiendstwo transponowania ramki z negatywnym po-
twierdzeniem (negative acknowledgement) na ramke z pozytywnym potwier-—
dzeniem (affirmative acknowledgement) , 1 na odwrdét, w rezultacie prze-
klamaid transmisji jest réwna 10-1“ D].

Badane sg nastepujgce charakterystyki:

1; Efektywna przepustowo$é linii transmisji danych - R,

2. S8redni czas transmisji bita informacji - T$r'

3, Srednia liczba transmitowanych ramek na jedna prawidlowo przyjeta
ramke - M1,

L4, Najmniejsza $rednia liczba retransmisji kazdej ramki niezbegdna dla

zabezpieczenia prawidlowego przyjecia ramki z prawdopodobienstwem
(PR )_ J,x

PR ZAD :
5. Sredni czas niezbedny dla potwierdzenia jednej ramki informacji—Tér.

nie mniejszym od zadanego

6. Prawdopodobieristwo prawidlowego przyjecia bloku(pakietu)ramek -PgR.

Efektywna przepustowo$é linii transmisji danych - R okre$lana jest
jako suma efektywnych przepustowo$ci kanalu docelowego - Rp i kanailu
powrotnego - Rs, gdzie pod efektywnag przepustowo$cig rozumiemy stosunek
liczby informacyjnych bitéw transmitowanego ciagu informacji do calko-
witej liczby transmitowanych bitdéw (wszystkie ramki retransmitowane sg
ramkami redundancyjnymi).

Sredni czas transmisji bita informacji - Tér okreé$la si¢ jako wiel-
ko$é odwrotng iloczynowi efektywnej przepustowo$ci linii transmisji da-
nych i szybkos$ci transmisji.

Analityczne wyrazenia dla ww, charakterystyk 1linii transmisji da-
nych sterowanej dang klasg (wersjq) protokoiu IIDLC otrzymano w oparciu
o nastepujgcg metodyke:

1, Dla danej klasy protokolu IIDLC zbudowaé¢ probabilistyczne grafy sta-
néw - dla stacji pierwotnej i dla stacji wtdérnej.

2, Zrealizowaé przejécia od probabilistycznych graféw stanoéw do grafow
funkc ji tworzgcych,

3. Z pomocg grafdédw funkcji tworzgcych okre$lié $rednig liczbe transmi-
towanych ramek na jedna prawidlowo przyjeta ramke, dla stacji pier-

wotnej i dla stacji wtérnej (odpowiednio M1p i M1q).
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4, Wykorzystujac znane M1p i M1s,okreélié efektywng przepustowo$é linii
transmisji danych - od stacji pierwotnej do stacji wtdérnej - Rp i od
stacji wtérnej do stacji pierwotnej - Rs.

5. Wykorzystujac znane Rp i RS okre$lié Tér i Tér' Obliczyé znaczenia

% . B
N B PPR'

3. OMOWIENIE MODELU

Prezentowany model jest modelem kolejnej wersji protokoiu HDLC,
Uwzglednienie w modelu time-out’éw czyni niezbednym rozpatrywanie linii
transmisji danych jako niesymetrycznej, z racji iz funkcje zwigzane
z organizacjg time-out 6w sg zlokalizowane tylko ma stacji pierwotnej.
To z kolei wymaga oddzielnego rozpatrywania nadajnika stacji pierwot-
nej i stacji wtérnej.

Zatozymy, ze dilugo$é organizowanego przez stacje pierwotng time-

—out’u jest wielokrotnoécig przedzialu czasu réwnego tR/n sekund, tj.:

Tout = NtR/n !
T ot = diugoéé time-out’u, (s) ; tp - czas transmisji jednej ramki in-
formacji; N i n - calkowite naturalmne liczby.

Przedstawiony na rysunku 1 probabilistyczny graf stanéw dla nadaj-
nika stacji pierwotnej jest zwinigciem skierowanego probabilistycznego
grafu typu drzewo rozgalezionego petlgcego sig procesu transmisji
i situzy do graficznego odwzorowania pracy linii transmisji danych ste-
rowanych dang wersjg protokoiu HDLC. Na grafie tym odwzorowano trans-
misje informacji trzyramkowymi blokami (1:3) i przyjeto nastepujgce
oznaczenia stanéw: O - stan odpowiadajgcy poczgtkowi transmisji pierw-
szej ramki; stany odpowiadajgce koncowi transmisji 1-ej, 2-ej,...,M-ej
ramki oznaczone sa odpowiednio 1,2,...,M; stan M+1 odwzorowuje prawid-
lowe przyjecie ostatniej ramki w transmitowanym ciggu informacji. Stany
odwzorowujgce oczekiwanie nadajnika w ciggu czasu, ktéry jest niezbedny
wtérnej stacji do transmisji 1-ej, 2-ej i 3-ej ramki w bloku odpowiédzi

- oznaczono odpowiednio T T, i T,s Przy transmisji informacji blokami

17 72 3
dowolnej dlugoéci(1:1,7 dla formatu normalnego) probabilistyczne grafy
standéw majg strukture analogiczng. Omdéwimy stany TA1' TA2""’TAN oraz
stan RR, Stan T odwzorowuje zdarzenie oznaczajgce, iz taimer odpo-

A1
wiedzi odliczyl czeéé time-out’u diugodci tR/n sekund; stan TA2 odwzo-

rowuje zdarzenie oznaczajgce, iz taimer odpowiedzi odliczyl czesdé
time-out u diugosdci 2tR/n sekund; stan TAN odpowiada odliczeniu peilnego
czasu time-out’u diugoséci Nt“/n selkund; stan RR odwzorowuje zakonczenie
transmisji ramki superwizorowej z Komendg RR.

Na podstawie grafu (rys. 1) okre$lono zalezno$ci dla prawdopodo-

bienstw poszczegbdlnvch przeiséd (galezie nie oznaczone majga prawdopodo-



Rys.
Fig.

1.
1.

Probabilistyczny graf standéw
The graph of probabilistic states

o6l
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biefdstwo przejécia réwne jedno$ci), Probabilistyczny graf stanbéw jest
podstawg do budowy grafu funkcji tworzgcych prawdopodobierstw przejéé
nadajnika z jednego stanu do nastepnego. Z takiego grafu, po dokonaniu
tozsamo$ciowych przeksztalcen, otrzymano zalezno$ci dla funkcji tworzg-
cych prawdopodobienstw przej$é nadajnika pierwotnej stacji ze stanu O

do pierwszego stanu T, - F1(x); z pierwszego stanu T, do drugiego stanu

T3, z drugiego stanu %3 do trzeciego stanu T3 itd., - Fz(x) ; Z przed-
ostatniego stanu T3 do stanu M+1 - F3(x).

Nastepnie dla okreélenia probabilistyczno-czasowych charakterystyk
linii transmisji danych sterowanej dang wersjga protokolu HDLC obliczo-
no : A1 - $rednig liczbe krokéw (krok - czas transmisji jednej ramki
lub wyczekiwania w ciggu czasu niezbednego dla odbioru jednej ramki-
-odpowiedzi) , ktére ma wykonadé stacja,by zrealizowaé prawidiowsg trans-
misje bloku skladajgcego sie z pierwszych 1 ramek ciggu informsacji
o diugoé$ci M ramek; A3 - $rednig liczbe krokdéw niezbednych do prawidlo-
wej transmisji bloku skladajgcego sig¢ z ostatnich 1 ramek tego ciggu
informacji; A2 - $rednig liczbe krokéw, ktére ma wykonaé stacja,by zre-
alizowadé prawidlowg transmisje bloku skladajgcego sie z dowolnych po-

zostalych 1 ramek ciggu informacji. Powyzsze wielkos$ci rdéwne sg:

A1:9--F1 (x) Ly A2=%F2(x) —

d
dx _ » A3= g3 Fj(x) x=1

Wéwczas $rednia liczba krokéw wykonanych przez pierwotng stacje niezbed-
nych dla prawidlowej transmisji bloku skladajgcego sig¢ z 1 ramek
K1p réwna jest:

K1 =A1/8 + A2 (e-2)/¢ + a3/e , €= ]M/l[ )

Jx[— najblizsze calkowite nie mniejsze ¢,

Wielko$¢ M1pjest réwna:
M1_=K1_/21
p P/
Wykorzystujgac omdéwiong metodyke w analogiczny sposéb zbudowano

probabilistyczny graf stanéw dla nadajnika stacji wtérnej, dokonano

analogicznych przeksztalcen i obliczen., Obliczono efektywng przepusto-

wo$é 1linii transmisji danych - R:
R= (RP+RS)/2 , Rp:L/(L+ \{/)mp , RszL/(L+*F) Mo,
L - diugos$é pola informacyjnego w ramce (bit) 3 ? - ogdblna liczba

nieinformacyjnych bitéw z uwzglednieniem sekwencji flagowej, ¥ =40,
oraz

Ts,r:1/(VR) T (L+ ¥) - to s tg= (L+ V),
V - szybko$é transmisji informacji (bit/s) .

Dla okre$lenia liczby j* rozpatrzmy nierdéwno$é:
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3 R
-1 - P?R)d > <PPR ZAD)l

Biorgc pod uwage, ze
1 i i
_ R R R R
b Pgn—%; ¢, (1 - Ppp = Pyp)  (Ppgp + Pyp) '

PED - prawdopodobieidstwo pojawienia si¢ niezdetektowanego przeklamania
w transmitowanej ramce,
liczbe j‘ mozna okreélié mnastepujgco:

x_ 1°g[1' (Pﬁn ZAD)1]
Jt= T 1 R R 1,6 R R . 1-1
log [¥=1 c, (1-PPR-PND) (PPR+PND) ]

Otrzymane analityczne zaleznoéci dla obliczania poszukiwanych pro-
babilistyczno-czasowych charakterystyk linii transmisji danych zostaly
zaprogramowane w jezyku FORTRAN na EMC i przedstawione dla rdéznych kom-
pletéw danych w formie wykreséw,
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ANALYSIS OF TIME OUTS FUNCTIONING ON MATHEMATICAL MODEL
OF HDLC PROTOCOL OF NUMERICAL DATA TELETRANSMISSION CONTROL

The paper is devoted to an analisis of the protocol HDLC - control-
led data link control work performance, A point -to- point half-duplex
line of normal response with an asymetrie information exchange and
time-outs is investigated. A methodology of analitical characterization
of time - probabilistic characteristics of protocol HDLC - controlled
data link control is presented.

AHAJIU3 OYHKIMOHUPOBAHHUS "TANM-AYTOB" HA OCHOBE MATEMATUYECKOH MOIEJMX
[IPOTOKOJIA HDLC VYIPABJIEHUS TEJIENEPEIAYEA LUOPOBHIX IAHHEIX

PaboTa mnocBAmeHa aHanu3dy 30PeKTUBHOCTH OQYHKIIMOHUPOBAHHWA 3BEHbEB Tiepe-
ayy HOaHHHX, yOpaBifgeMuX NpoTokosioM HDLC M ucnosb3yeMeX B TejleobpaboTke
nUPPOBHX HOAHHHX. B paboTe OGBUIO HCCJIEeNOBaHO IOBYXTOUYEUYHOEe 3BeHO, paboTawuee
B IOJIYOYMJIEKCHOM pEeXHMe HOPMAaJIbHHX OTBETOB C aCHUMMETPHYEeCKHM I'padukoM 06—
MeHa MHOOPMALUMSAMM M C YYETOM BIMAHUA TawM-ayTa. llpencraBjeHa MeTOOMKa aHa-
JIMTUYECKOTO OmnpenesyieHuss BEepOATHOCTHO-BPEMEeHHHX XapaKTepHCTUK IJId OLeHKH
30PeKTUBHOCTH OYHKIMOHUPOBaHUA 3BEeHbBEB Iepeladyd JaHHHX, YMNPapJIsgieMHX Ipo-
TokoJiom HDLC.
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DOSTOSOWANIE POLSKICH SYSTEMOW INFORMAC]I
NAUKOWO-TECHNICZNE] DO BEZPOSREDNIE] WSPOLPRACY
Z SIECIA KOMPUTEROWA MSINT PANSTW RWPG

W referacie oméwione zostaly podstawowe problemy, jakie bedg rozwigzywad
projektanci i wdrozeniowcy sieci teleinformatycznej Miedzynarodowego Sys-
temu Informacji Naukowej i Technicznej paristw RWPG z punktu widzenia uzyt-
kownikdéw tej sieci w Polsce, a takze zadania zwigzane z dostosowaniem pol-
skich systeméw informacji do bezposredniej wspéipracy z siecig parstw RWPG.
Ponadto referat zawiera aktualny wykaz baz danych udostepnianych w sieci
w 1985 r. przez ZSRR, Czechoslowacje i Bulgarie.

Zgodnie z postanowieniami 26 posiedzenia KPP paristw cztonkowskich MCINT
w 1983 r. w Moskwie kraje czlonkowskie RWPG przystapity do realizacji wspdl-
nej, zintegrowanej sieci informatycznej Migedzynarodowego Systemu Informacji
Naukowej i Technicznej.
Povwolana zostata Grupa Robocza ds. projektowania i uruchemienia sieci
MSINT. Dotychczas odbyty sig cztery plenarne posiedzenia grupy roboczej.
Prace grupy roboczej ds. sieci MSINT prowadzone sg réwnolegle z pracami
grupy roboczej specjalistéw z Miedzyrzadowej Komisji ds. Elektronicznej Tech-
niki Obliczeniowej pafistw RWPCG opracowujgcej projekt i wdrozenie sieci tele-
transmisyjnej INTERSIEC. Oba projekty s z sobg skoordynowane.
Sieé MSINT tworzona jest jako jedyna siel informatyczna Miedzynarodowe-
go Systemu Informacji Naukowej i Technicznej paristw RWPG.
Projektowanie sieci odbywa sie¢ zgodnie z nastepujacymi zasadami:
1/ podstawowym przeznaczeniem sieci MSINT jest sprawne $wiadczenie ustug in-
formacyjnych na rzecz uzytkownikéw z paristw cztonkowskich MSINT - przy wy-
korzystaniu baz danych, dialogowych systeméw wyszukiwania informaciji i tele-

komunikacyjnego przekazywania danych,

* Centrum Informacji Naukowej, Technicznej i Ekonomicznej, Warszawa
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2/ w sieci MSINT wykorzystywane bedq bazy danych tworzone lub opracowywane
przez organy MSINT, a takze poszczegélne krajowe bazy danych,

3/ w sieci MSINT beda wykorzystywane gléwnie /ale nie wylacznie/ $rodki tech-
niczne produkowane w paristwach RWPG /JS RIAD, SM EMC i mikro - EMC/,

4[] sie¢ MSINT bedzie otwartym zrzeszeniem wspdlpracujacych systeméw, ktére
pozwala na rozszerzenie skladu wykorzystywanych baz danych, technicznych

$rodkéw przetwarzania danych i uzytkowych programéw przetwarzania informaciji,

5/ sieé MSINT tworzona jest przy wspdlpracy z MK ds. ETO paristw RWPG /pro-
jekt INTERSIEC/ oraz przy $cislym wspéldzialaniu z siecia krajowych centréw
automatycznego przesytania informacji poszczegdélnych panistw RWPG oraz resor-

tami lacznoéci paristw - uczestnikéw sieci.

Prace zwiazane z projektowaniem, wdrazaniem i eksploatacjg uzytkowg sieci MSINT

zostaly podzielone na 3 etapy:

1/ etap przygotowawczy [1983-84 r./
2/ eksploatacja prébna /1985 r./
3/ eksploatacja uzytkowa - od 1 stycznia 1986 r.

W ramach etapu przygotowawczego zostaly opracowane nastepujace zagadnienia:

1/ Zagadnienia ogélne, a w tym m.in. :

- przepisy dotyczgce utworzenia sieci,

- terminologia wykorzystywana w projekcie sieci,

- wykaz dokumentacji sieci MSINT,

- zasady wspdéldziatania sieci MSINT z istniejgca siecig narodowych centréw
automatycznego przesylania informacji naukowo-technicznej,

- zasady koordynaciji prac z projektem INTERSIEC,

- opracowanie procedur sterowania siecig MSINT.

2/ zagadnienia organizacyijne i prawne, a w tym m.in. :

- zasady rozwigzywania zagadnieni organizacyjnych przy $wiadczeniu ushug
informacyjnych i przy rozliczeniach finansowych w ramach sieci MSINT,

- okrgs’lenie skladu baz danych dostepnych dla uzytkownikéw sieci MSINT,

- wzory typowych uméw o wspdlpracy poszczegdlnych organizacji i jednostek

organizacyjnych z siecig MSINT.
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3/ funkcjonowanie sieci MSINT, a w tym m.in. :

- architektura sieci MSINT,

- tworzenie planéw koordynacyjnych i planéw roboczych,

- tworzenie przepisdéw dotyczacych o$rodkéw automatycznego przetwarzania
danych i punktéw terminalowych w sieci,

- tryb powotlania Centralnej Stuzby Informacyjnej sieci MSINT.

4/ problemy techniczne budowy sieci MSINT, a w tym m.in. :

- wymogi w odniesieniu do dokumentacji technicznej sieci,

- wymogi w zakresie wyposazenia technicznego sieci.

Z punktu widzenia praktycznego wykorzystania sieci MSINT dla realizacji ustug
informacyjnych, przeznaczonych dla uzytkownikéw systeméw informacji naukowo-tech-
nicznej w Polsce - nalezy wykonal szereg prac zwigzanych nie tylko z podstawowymi
zasadami funkcjonowania sieci, czy problemami wyposazenia sieci w kompatybilne
érodki techniczne o wysokiej jako$ci, ale gtéwnie prace zwigzane z realizacjg wyso-
kojako$ciowych ustug przez wyspecjalizowane oérodki informacji, a takze prace
zwigzane z przygotowaniem materialéw metodycznych dla uzytkownikdéw sieci.

Wynika stad, ze najistotniejsze prace, z punktu widzenia uzytkownika systemdéw infor-
macji, sa dopiero do zrobienia.

Brak jest jeszcze opracowania szczegélowych przepiséw tak podstawowych
zagadnien jak:

1/ przepisy, dotyczace uprawnienl wlaécicieli baz danych i zbioréw informacji/w tym
informacji zrédlowej/,
2/ przepisy okre$lajace tryb zbierania i zakres udostepniania informacji w zaleze

nos$ci od rodzaju uzytkownika i trasy przesyhu informaciji,

3/ okre$lenie zasad dostepu do Zrddel informacji jako konsekwencji otrzymania in-

formacji pochodnej lub skierowujacej,

4[] okreélenie zasad upowszechniania informacji z uwzglednieniem praw autorskich

i umdéw licencyjnych dotyczacych eksploatacji maszynowych baz danych,

5/ przepisy okreélajace uprawnienia wlascicieli i uzytkownikéw terminalowych kori-
cédwek abonenckich,

6/ zasady pracy i tryb podejmowania decyzji przez Centralng Stuzbe Informacyjna
sieci MSINT.
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Harmonogram udostepniania baz danych w sieci MSINT paiistw RWPG
w trybie zdalnego wyszukiwania informacji /wg stanu na dzied 1 czerwca 1985 r. /

Dziend Czas Nazwa bazy danych Miejsce dystrybucii
tygodnia udostepniania informacji
/Wg czasu moskiew-
skiego /

Poniedziatek 10,00-12,00 GORIZONT CINTI /LRB/
10,00-12,00 INSPEC B CINTI /LRB/
14,00-16,00 INSPEC AX CINTI /LRB/
10, 00-20, 00 Bazy danych INION INION /ZSRR/

8,30-11,45 ASSKP UVTEI /CSRS/

12,00-14, 45 ASSKP UVTEI /CSRS/
15,00-18, 45 ASSKP UVTEI /CSRS/
12,00-18,00 NTOE MCINT

Wtorek 10, 00-13, 00 BIOSIS CINTL /LRB/
12,00-18,00 Bazy danych VINITI VINITI /ZSRR/
10, 00-20, 00 Bazy danych INION INION /ZSRR/

8, 30-11,45 ASSKP UVTEI /CSRS/

8,30-11,45 INFORMATIKA UVTEIL /CSRS/

12,00-14, 45 ASSKP UVTEL /CSRS/

15,00-18, 30 ASSKP | UVTEL /CSRS/

12,00-18, 00 Bazy danych zgodnie z MCINT
zamowieniem

Sroda 14, 30-16, 30 GORIZONT CINTI /LRB/
12,00- 18,00 Bazy danych VINITIL VINITI /ZSRR/
10, 00-20,00 Bazy danych INION INION /ZSRR/

3,30-11,45 ASSKP UVTEL /CSRS/
12,00-14, 45 ASSKP UVTEI /CSRS/
15, 00~18, 00 ASSKP UVTEI /CSRS/
12,00-14, 30 MSIS NIR MCINT
15,00-16,00 INIS MCINT

Czwartek 10,00-12,00 VINITI- AE CINTI /LRB/
14,00-16,00 GORIZONT CINTI /LRB/
14,00-16, 00 INSPEC C CINTI /LRB/
12,00-18,00 Bazy danych VINITL VINITI /ZSRR/
10, 00-20,00 Bazy danych INION INION /ZSRR/
14,00-18,00 MSP /MPU/ UVTEI /CSRS/
12,00-18, 00 MSIS NIR MCINT

Pigtek 10,00-12,00 MSIS NIR CINTI /LRB/
14,00-16,00 MEDIK X CINTI /LRB/
14,00-16,00 VINITI-elektratechnika X CINTI /LRB/
14,00-16,00 VINITLradiotechnika X CINTI /LRB/
12,00-18,00 Bazy danych VINITI VINITI /ZSRR/

10,00-17,00 Bazy danych INION INICN /ZSRR/
8,30-11,45 ASSKP UVTEI /CSRS/

12,00-15, 30 ASSKP UVTEL /CSRS/

14,00-18,00 INIS MCINT

gdzie: x . baza udostepniana jest w trybie teletransmisji przez caly tydzieh
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Ponadto nalezy opracowad szczegdlowe instrukcje do stuzbowych procedur siecio-
wych oraz calo$é spraw zwigzanych z trybem zamawiania i dostarczania kopii
oryginatéw.

Obecnie, w Miedzynarodowym Centrum Informacji Naukowej i Technicznej oraz

w Wszechzwigzkowym Instytucie Naukowo-Badawczym Stosowanych Systeméw Zauto-
matyzowanych w Moskwie trwajg prace nad ogélnosieciowym je¢zykiem rozkazéw dla
konwersacyjnych systeméw wyszukiwania informacji tekstowej, przeznaczonym dla
sieci MSINT. Jezyk ten ma by¢ spdjny z jezykami stosowanymi w teletransmisyjnych
systemach krajéw wysoko rozwinietych gospodarczo i zgodny z normami 1SO.

Z punktu widzenia uzytkownika sieci MSINT nalezy opracowal szereg materiatéw
metodycznych, takich jak:

1/ informatory rozkazdw dla wszystkich systemdw automatycznego wyszukiwania

informacji wykorzystywanych w sieci MSINT,
2/ opisy baz danych dostepnych w sieci MSINT,

3/ opracowanie zawierajace instrukcje dla uzytkownikéw abonenckich koricéwek
terminalowych

i wiele, wiele innych.

Pracy jest jeszcze bardzo duzo. Niemniej jednak kraje takie jak: Zwigzek Ra-
dziecki, Czechostowacja, Bulgaria i Wegry rozpoczely juz prace w trybie konwer-
sacyjnym, nie czekajac na oficjalne uruchomienie sieci w dniu 1.01.1986 r.

Wezly sieci sa zlokalizowane w nastepujacy sposdb:

1/ ZSRR - VNIIPAS w Moskwie /wraz z zintegrowanymi szeécioma centrami baz

danych, w tym VINITI, INION i MCINT/,

2/ Czechostowacja - UVTEI w Pradze /wraz z siecia 25 terminali na terenie

catego kraju/,
3/ Bulgaria - CINTI

L] Wegry - cztery zintegrowane centra baz danych, w tym OMIKK i INFORMATIK.

Dodatkowo state polaczenie z siecig inteligentnej konicéwki terminalowej zlokalizo-
wanej na Kubie w Hawanie z wykorzystaniem teletransmisji kosmicznej.

Ponadto przeprowadzono w 1984 i 1985 r. udane sesje teletransmisji informacji z
wykorzystaniem teletransmisji satelitarnej z osrodkami informacji w:

1/ Wietnamie - Hanoi

2/ Mongolii - Ulan Bator.
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W pazdzierniku 1984 r. uruchomiony zostal terminal w Centralnym Instytucie Infor-
macji i Dokumentacji NRD w Berlinie, a w kwietniu 1985 r. podobny terminal w Insty-
tucie Podstaw Informatyki PAN w Warszawie. Terminale te pracujg na stalych, wydzie-

lonych liniach tgcznoséci z Moskwg z szybkos$cig jedynie 300 boddéw.

Uwzgledniajac rozwdj sieci MSINT, a takze rozwdj ustug informacyjnych w ramach
tej siecifod 1 stycznia 1986 r. ustugi realizowane bedg wylacznie odplatnie/, nalezy

w Polsce skupié si¢ na realizacji trzech podstawowych warunkdédw partherstwa:

1/ posiadanie wlasnych baz danych,
2/ dysponowanie bazami wlasnymi i zakupionymi, udostepnianymi w jezyku rosyjskim
lub angielskim,

3/ posiadanie wlasnego sprzetu do teleprzetwarzania informaciji.

ADAPTATION OF POLISH SYSTEMS
OF SCIENTIFIC AND TECHNOLOGICAL INFORMATION TO A DIRECT COOPERATION
WITH THE MSINT COMPUTER NETWORK OF COMECON COUNTRIES

The paper presents fundamental problem that must be solved by
designers and implementators of teleinformatic network realized within
International System of Scientific and Technical Information of CMEA
countries from Polish users point of view as well as tasks connected
with Polish information systems adaptation to direct co-operation
with the network.

The paper connects also the actual list of data bases offered in 1985
for network users by USSR, Czechoslovakia and Bulgaria.

NIPUCNOCOBJIEHHE IOJIBCKUX CUCTEM HAYYHO-TEXHUYECKOH HHOOPMALMU
K HENOCPEINCTBEHHOMY COTPYIHHUYECTBY C CETBI0O CTPAH - YJIEHOB C3B

B pedepaTe o6CyXOeHH OCHOBHHE BOINPOCH, KOTOpHEe 6ynyT pemaTh NPOEKTHPOBIHU-—
KM M MCIIOJIHUTENIM TeJIeMHPOPMALlMOHHON ceTH MexOyHapOoOHON CHCTEeMH Hay4YHOH

¥ TexHuuYeckor uHPopMauuu cTpaH - 4JeHOB COB C TOUYKH 3pPEeHHs NoTpebUuTrenen
3Toit cetu B [IHP, a Takxe 3amadyu, CBA3aHHHE C IIPUCIOCO6GJIEHUEM IOJIbCKUX HH-
dopMaLlMOHHHEX CHUCTEM K HelNoCpenCTBEHHOMY COTPyIOHHYEeCTBY C CeTbl CTpaH -

- yyeHOB C3B. Kpome Toro pedepaT COOEpPXHUT aAKTYaJIbHHH CIHUCOK 6a3 OaHHHX
CCCP, YexocnoBakKHMM U Bonrapuu, KOTOpHE IOOCTYNHH B ceTu B 1985 r.
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MOZLIWOSCI POPRAWY WYKORZYSTANIA
KANALU W RADIOWEJ SIECI TELEINFORMATYCZNEJ 0 NIE-
KONTROLOWANYM DOSTEPIE

Radiowe siecl teleinformatyczne - naziemne (typu LAN) i sateli-~
tarne (typu WAN) charakteryzujg sig¢ szeregiem istotnych zalet.
Zalioczyé do nich mozna: eliminacj¢ zlozonych probleméw topologi-
cznych, brak probleméw wyboru trasy, atwosé rozbudowy oraz duzg
niezawodnosé. Reguly dostepu uzytkownikéw do wielodostgpowego
kanalu radiowego zaliczane sg do warstwy 3, w architekturze logi-
cznej ISO. W referacie przedstawiono wybrane sposoby poprawy spra-
wnosci wykorzystania kanaiéw w sieciach stosujgoych reguly nie-
kontrolowanego dostgpue.

1. WSTEP

Szybki wzrost ilosci informacji wymienionych pomigdzy komputerami
spowodowal duze zainteresowanie radiowymi technikami realizacji komu-
tacji pakietéw (wiadomosci) . Kanaly radiowe sg coraz czgsciej wyko-—
rzystywane do tworzenia zaréwno lokalnych teleinformatycznych sieci
naziemnych (typu LAN) , jak tez sieci satelitarnych (typu WAN ) .

W sieci radiowej z komutacjg pakietéw wykorzystywane sg wiasnosci dy-

fuzy jne kanalu radiowego. W praktyce oznacza to, Ze tego typu sieci

charakteryzuje miedzy innymi :

~ brak ziozonych problemdéw topologicznych istniejgcych przy projekto-
waniu sieci naziemnych, jak tez brak problemu wyboru trasy przy
przesytaniu informacji,

- praktyczny brak ograniczein przy dolgczaniu nowych uzytkownikéw,

~ mozliwosé przemieszczania sie¢ uzytkownikdw,

- bardzo duza niezawodnos¢é,

- statystyczne wyréwnywanie obcigzenia sieci.

Reguly przesytania informacji pomigdzy uzytkownikami sieci zaliczane

do warstwy 3 w architekturze logicznej ISO [9] mozna podzielié na

3 zasadnicze grupy

(i) - reguly dostepu niekontrolowanego,

® Politechnika Gdariska, Instytut Telekomunikacji
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(1i) = reguty dostepu czgdciowo kontrolowanego,

(iii) - reguly dostgpu kontrolowanego,

Protokoly nalezace do grupy (1) nakladajg jedynie niewielkie ograni-
czenia na pracg¢ uzytkownikéw sieci. Sprawia to, ze efektywno$é wykorzy-
stania kanaiu radiowego jest wéwczas niewielka. Referat niniejszy po-
éwigoony jest opisowi wybranych sposobéw poprawy sprawnoscl wykorzysta-
nia kanaiu poprzez pewne modyfikacje regui niekontrolowanego dostgpu.
lodyti;noje te dotyozyé bedsg sposobdéw wymiany informacji w warstwach
2-giej 1 3-ciej, tj. w warstwie komunikacji (logioal link layer) oraz
warstwie dyst;ybuoji (network layer) .

2. REGULY DOSTEPU NIEKONTROLOWANEGO

Do grupy niekontrolowanego dostgpu zaliczane sg dwie podstawowe
wersje protokoiéw komunikaoyjnyoh [17] , [40] , okreslome w literatu-
rze jakos reguia ALOHA z kanalem asynchronicsnym ( pure ALOHA protocol)
oraz reguia ALOHA 3 kanaiem synchronicsnym (slottc¢? ALOHA) . Obie re-
guly dosté¢pu dopuszcsajg praypadkowosé chwil wprowadzania pakietdw do
kanalu, jak réwnies brak jakiejkolwiek koerdynacji w pracy poszczegélnych
nadajnikéw. Fakt ten sprawia, ze sprawnosé wykorzystania kanalu jest
stosunkowo mala w pordéwnaniu z usyskiwang w sieciach naziemmych. Miarg
wykorsystania kanalu jest przy tym tzw. sredni przepiyw pakietdéw S
(channel throughput ) . Wyraza on s$rednig liczbg pakietéw udanie tran~
smitowanych w oczasie odpowiadajgeym przykladowo diugosci pakietu L.
Rseosywista zajetodé kanalu (total traffic ) jest oczywisdcie w prazypadku
reguil niekontrolowanego dostgpu wigksza - z uwagi na mozliwosé wystepo~
wania interferemcji.

W praypadku protokolu “pure ALOHA", w ktérym przesyliane sg jedynie
potwierdsenia pesytywne o pakietach odebranych poprawnie w caXosci,
wykorsystanie kanalu osigga wartoséé 1/,, (ok. 18,4% ). Dla protokotu
"glotted ALOHA", w ktérym oé ozasu podzielona jest na ramki o diugo-
godi rdwhoj pojedynczemu pakietowi, wykorzystanie kanaiu moze byé
dwukrotnie wigksze, tazn. 1/., czyli ok. 36,8% . Zmiany éredniego
przeplywu S w funkeji zmian 3ajqtoscli G dla obu tyeh protokoldw
ilustruje rys. 1.

3. METODY POPRAWY SPRAWNOSCI WYKORZYSTANIA KANALU

Okazuje sig, %e podane powyzej sprawnosci wykorzystanie kanalu
18,4% 1 36,8% mozna wyraZnie poprawié bez wprowadzania istotnych zmian
w regule dostepu, t;. zachowujge niekontrolowany dostep do kanailu.
Efekt ten mozna praykiadowo uzyskaé poprzez:

1 - wprowadzenie priorytotdv; dla réznych grup uzytkownikéw, polega-
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jacych na zréznicowaniu mocy nadajnikéw,

2 - wzajemne uzaleZnienie mocy nadajnikéw, diugoéci przesyianych pakie-
téw i (lub) intensywnosoi wprowadzania pakietéw do sieoi,

3 - zastosowanie odpowiednich metod kodowania ( kody cykliosne, rekuroeg-
cyjne, kody pseudoszumowe ) ,

4 - modyfikeéje protokoiu "pure ALOHA", poprzezs dopuszcsenie ozg¢dciowe]
akoeptacji pakietdéw w przypadku pakietéw wielosegmentowych,

5 - modyfikaoje protokoiu "glotted ALOCHA® dla izw. fazy rozwigzania

konfliktu.
4
03 \S flr)e Te g(r)-%
A= 30
02
S —
= 80. ///\ pure ALOHA
'US . G 0.4 + N + a G
S 0 as .19 . 02 04 06 08
2ajetose (traffic)
Rys. 1. Sredni przepiyw w funkeji Rys. 2. Wpiyw efektu przechwy-
zsajetodci kanaiu tywaniu na wykorzysta-
Fig. 1. Channel throughput vs. nie kanaiu
total traffic Fig. 2. Influence of capture
effect on channel

throughput
Wprowadzenie priorytetéw mocowych (pkt. 1 i 2) Jest réwnowazne - w
przypadku sieci typu LAN z wydzielonym wezlem centralnym - zréznico-
waniu odleglodci poszczegdélnych uzytkownikéw od centrum [4] . Uwzgle-
fniajge tzw. efekt przechwytywania sygnaldéw wystepujgcy w kanatach
radiowych w.cz. mozna uzyskaé znaczny wzrost sprawnogci wykorzysta-
nia kanalu. Wyniki analizy przeprowadzone dla systemu ALOHA z kana-
tem asynchronicznym [6] - przy zalozenius
a/ pelnego przechwytywania pierwszego z interfencyjnych pakietéw ( przy
speinieniu odpowiednich warunkdéw mocowych ) ,
b/ ciggiego rozkladu uzytkownikéw w pewnym przedziale odleglosci
<im1n' rm‘;> o szerokosci i
c/ prgykladowyoh modeli tlumienia sygnaidéw w kanale(f(r) - f.tiumie~
nia) oraz zadanej postaci funkoji gestoscl obcigzenia g(r) zilustro-
wane zostaly na rys. 2.
W stosunku do przeplywu S pokazanego na rys. 1 obserwuje sie¢ ok. 35%
poprawe. Dalszy wzrost maksymalnej wartosci S mozna o0s8iagngé poprzez
wiasciwe uzaleznienie mocy (wzglednie odlegiosgci ) nadajnikéw oraz
intensywnosci pracy i (lub) dlugosci przesylanych pakietéw. Przyporzg—
dkowujgo uzytkownikom, dla ktérych moc sygnaléw w punkcie odbioru
(np. wezle centralnym ) jest najwigksza,pakiety najdiuzsze uzyskaé
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.mozna sprawnogé wykorzystania kanatu rzedu 0.5 - 0.75 [5] . Jest to
wartoéé bardzo duza wziawszy pod uwage prostote protokoiu "pure ALOHA".
Nalezy jednak zaznaczyé, ze sprawnoscl rzedu 0.75 osiggane mogg byé w
przypadku podzialu uzytkownikéw na duzg (wiekszq od 10) liczbg klas
priorytetéw.
Innym stosunkowo skutecznym sposobem poprawy S moze by¢é stosowanie
wiadciwych metod kodowania, pozwalajgoych na prawidiowg interpretacje
przesylanej informacji réwniez przy pewnych naiozeniach si¢ pakietédw.
Do tego celu siuzyé mogg odpowiednie kody rekurencyjne [8] ( przykiado-
wo ortogonalne kody rekurenoyjne) , ozy tez kody blokowe charakteryzu-
jgce si¢ wiasciwoséciami pseudoszumowymi. Stosowanie kodéw pseudoszumo-
wych wigze si¢ 7z przesylaniem sygnaldéw szerokopasmowych 7] . Systemy
stosujgece tékio sygnaly okreslone s§ w literaturze mianem systemdéw
SSMA (Spread-Spectrum Multiple-Access ) . Stosujgc protokék "pure ALOHA"
mozemy méwié o tzw. przechwytywaniu czasowym (opéZnienionym -~ delay
capture) . Uzyskiwana dla tych systemdéw sprawnoséé wykorzystania kanaiu
jest rzedu 0.7-0.9 [37] . W przypadku systeméw SSMA, czyli z sygnalami
szerokopasmowymi - o wiasciwosciach pseudoszumowych - przepiyw S nie
moze byé jednak traktowany jako jedyny parametr. Parametrami réwnie
waznymi sg§ szerokosé pasma kanalu, jak tez zawartosé informacyjna pakie-
téw. Wiadomo przy tym, ze sygnaly (kody) pseudoszumowe charakteryzujg
si¢ bardzo duzg redundancjge.
vKoleJna metoda zapewniajgca wzrost <Sredniego przeplywu wigze sig¢ - w
przypadku protokoiu pure ALOHA - z dopuszczeniem czgsciowej akceptacji
Jednego z pakietéw interferujgcych - z uwzglednieniem (lub bez) efektu
przechwytywania. Pomijajgc efekt przechwytywania wykorzystanie kanalu
osigga wéwczas wartosé maksymalng réwng 0.25 - dla diugich pakietéw
wielosegmentowych o stalej Da] lub geometrycznie zmiennej diugosci
[12] . Na rys. 3 pokazano zmiany przeplywu S przy zmianach G w zalezno-
éci od liczby m segmentdéw informacyjnych.

W podstawowej wersjl system ALOHA z kanalem synchronicznym przyjmuje
si¢, %e zaréwno pakiety nowe, jak i retransmitowane przesylane sg w
identyczny sposdéb,tzn. w kolejnej ramce czasowej. Sprawia to, Ze inter-
ferencje pakietéw mogg sig¢ powielaé w kolejnych ramkach. Istnieje cala
klasa algorytméw, w ktérych postgpowanie uzytkownikéw w razie zaistnie-
nia kolizji pakietdéw ulega modyfikacji. Sg to protokoly z tzw. algory-
tmami fazy rozwigzania konfliktu. Z chwilg zajscia interferencji rozpo-
czyna 8i¢ faza rozwigzania konfliktu, w ktérej uozestniczg jedynie
uzytkownioy, ktérych pakiety nalozyly sig¢ wzajemnie [2] , [11]. Jezeli
przy wyznaczaniu S dla tych regul uwzglednimy rdéwniez efekt przechwy-
tywania silniejszego z sygnaléw przez wegzel centralny, to otrzymujemy
wartosci rzedu 0.5. Na rys. 4 podano przyblizony charakter zmian
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Rye. 3. Zmiany S dla protokoiu Rys. 4. Zmiany S w funkeji zmian

z ozg¢sciowg akoeptacjg wsp6iosynnika przechwyty-
Fig. 3. Variations of S for the wania

protocol with partial Fig. 4. Throughput versus capture

acceptance faotor

éredniego przeplywu S w funkeji zmian wspélczynnika przechwytywania T,
przy zalozeniu [27] : réwnomiernego rozkiadu uzytkownikéw w obszarse
o jednostkowym promieniu, jednakowych moocy nadajnikéw oraz stosowania
tzw. algorytmu z oczekiwaniem na czgsciowe rozwigzanie konfliktu.

4. UWAGI KONCOWE

Przedstawione rozwazania pozwalajg zorientowaé si¢ w skutecznosoi
stosowania réznych metod. Jednooczesnie réznorodnosé sposobéw ingere-
ncji zaréwno na poziomie stosowanych sygnaidéw, kodéw czy tez modyfika-
cji algorytméw pracy uzytkownikéw nie pozwala na jednoznaczne pordéwna-
nie oméwionych metod. Pomijajgc metodg 3 - uwzgledniajgcg stosowanie
sygnaléw szerokopasmowych - mozna stwierdzié, ze wzrost sprawnosci
wykorzystania kanalu moze by¢ osiggany bgdZz poprzez wzrost ilosci
informacji pomocniczej o stanie sieci (metody 4 i 5),czy tez usytuo-
waniu uzytkownikéw (metody 1 i 2 ).
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POSSIBILITIES OF IMPROVEMENT OF CHANNEL UTILIZATION
IN A PACKET SWITCHING RADIO NETWORK WITH UNCONTROLLED ACCESS

The rapid growth of computer communication has motivated an inten-
se interest in packet switching radioc techniques. Throughout last
years many operational schemes has been studied. Radio metvwork
performance is typically characterized by the channel utilization
In the paper uncontrolled access protocols are discussed. Using
these protocols the possibilities of improvement of the channel
utilization the channel throughput are analysed. Some examplary
resuls of the channel throughput variations for the considered
protocols are also presented in the paper.

BO3MOXHOCTH YJIVULIEHUA UCIIOJIb3OBAHUMSA KAHAJIA B CETU TEJIEOBPABOTKHU
CO CBOBOJHBIM IOCTYIIOM K PAIMOKAHAJY

OueHp BHICTPOE pa3BUTHEe O6MeHa HHOopMauuu B ceTsAX 3BM cTasio NpUYUHOH
60JIBLIOI'O HHTEepeca K MeTomaM OOoCTylla INakeTOB K HNHPOKOBemaTeJIbHOMYy pa-
IOMOKaHally. B TeueHue IOCJIeOHHMX JIeT OBUIM MCCJIeOOBAaHH MHOT'HE aJITOPUTMH
mocTtyna. KauecTBo ceTH Teneo6paboOTKHM XapaKTepH3yeTCs THINHUYHHEM Ko3ddu-
LHEeHTOM 3arpy3KH pamguoKaHasla. B craTbe O6CYIOWJIM aJITOPHUTMH CJIYy4anHOI'O
mocTyrna u ux momudukauuu. [IpUMeHsAs 3THU aJlOPUTMH, aHaJIU3UpPOBaJIM BO3-
MOXHOCTH YyJIyUWIEHHSI MCIIOJIb3OBaHUA paluokaHasna. [IpuBeleHH TOXE HEeKOTOPHE
pes3ynbTaTH, Kacawmyuecs H3MeHeHHH 3arpy3kKH paluHoKaHasna IOJisd O6CyxIOaeMbX
aJITOPHUTMOB.
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ANWALIZA LETODY KONUTACJI HYBRYDOWEJ W SIECI 7 INTEGROWANEJ

W pracy przedstawiono model wezta sieci telekomunikacyjnej,w ra-
mach ktdérego realizowana jest metoda komutacji hybrydowej. Dla po-
danego modelu przeprowadzono oceng jakos$ci obstugi, przy czym jako
wskafnik jako$ci przyjeto Srednie opdénienie, jakiemu podlegaja
przesytane informacje przy rdéznych modyfikacjach tej metody. Ponad-
to w rozwazaniach uwzgledniono wspdiczynnik wykorzystania kanatu
wspdélnego. Na zakohczenie podano wyniki obliczed numerycznych obra-
zujgce korzysci, ktdére wynikajg ze stosowania tej metody.

1. WSTEP

Osiagniecie duzego stopnia wykorzystania sieci telekomunikacyjne]j
jest mozliwe dzigki bardziej efektywnemu uzytkowaniu istniejacych w
kazde] sieci zasobdw, ktdére dzieki specyficznym wtasciwosciom przesyta-
nych »przez nis strumieni ;nformacji by*y do niedawna w pewnym stopniu
mernotrawione. Riorac pod uwage klasyczng sieé telefoniczng mozemy za-
uwazydé, ze z uwagl na stosowang w niej metode komutacji, jaka z reguty
jest metoda konutacji kanatdw,istnieje w niej pewien zbidr podkanatdw,
ktdére z uwagi na rodzaj obs*ugi (ze stratami) pozostajg niewykorzysta-
ne. 7 natury strumienia telefonicznego wynika, ze prdba ograniczenia
liczby niewykorzystanych podkanatdw wigze sie z pogorszeniem jakosSci
jego obstugi, czego miarg z reguly jest wskafnik strat. W sieciach kom-
suterowych réwnies konieczny jest kompromis miedzy stopniem wykorzys-
tania podkanatdéw a jakoscig obs*ugi, wyrazong na ogdt w tym pfzypadku
nrzev $rednie opdgnienie przesytania informacji komputerowych.

7 konwencjonalnych sieciach telekomunikacyjnych istnieje wyragny
sodziat na sieci ukierunkowane na obstuge kazdej z kategorii strumie-
nia informacji. 7 reguly w sieciach komputerowych stosowana jest meto-

da. komutacji informacji, ktdérej szczegélng odmiang jest konubtacja pa-

ricbdu. Padenia nad uspravmieniem przesytania informacji telefonicz-

wyeh i komputerovych przez sieé inspirowane sq dhzeniem do wykorzysta-

* Akademia Techniczno-Rolnicza w Bydgoszczy, Wydzia* Telekomunikacji i Elekirotechniki
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nie odmiennych metod komutacji w tej samej sieci telekomunikacyjnej.
Stosowanie réznych metod komutacji w weztach sieci znane jest pod poje-
ciem komutacji hybrydowej (KH). W zwigzku z tym integracja obstugi obu
kategorii wspomnianych wyzej strumieni informacji w ramach tego samego
wezta ma na celu tgczenie zalet metod komutacji, jakie pozwalajg na
sprawne przesyianie kazdego z rozwazanych strumieni informacji. Ponadto
tworzenie sieci zintegrowanej,w ktdérej weztach realizowana jest metoda
KH ma na wzgledzie poprawe efektywnoséci wykorzystania przepustowodci
kanatu wspélnego, dzigki wykorzystaniu istniejgcych w niej rezerw, ja-
kie wynikaja z obstugi obu strumieni informacji. Ze sposobami wykorzys—
tania przepustowos$ci kanalu wspdélnego zwigzane sg rdzne modyfikacje me-
tody KH, uzaleznine od stopnia wymieszania obu strumieni. Stopied ten
jest kwestig wyboru uzaleznionego przede wszystkim od wzgleddw jakoscio-
wych i ekonomicznych.

2. ISTOTA METODY HYBRYDOWEJ

Zaproponowang w pracy [2] metode KH w niniejszym opracowaniu rozwa-
zymy w trzech odmianach, a mianowicie:

a) KHd‘ ktéra polega na deterministycznym podziale przepustowos$ci kana-
2u wspdlnego C na dwa rozigczne zbiory podkanatdw, ktdére stuzg do
wytgcznej obstugi kazdej kategorii strumienia informacji. Przfjmie-
ny, ze przepustowos$ci poszczegdlnych podkanatdw C1 sq sobie réwme.
Podzia} przepustowoséci kanalu wspdlnego jest zalezny od liczby pod-
kanatéw obstugi, przy czym S Jjest liczbg podkanatdéw oddanych do dy-
spozycji uzytkownikdéw telefonicznych,a N odpowiednio, uzytkownikdw
teleinformatycznych,z tym, ze przepustowosé rdéwng NCl bedzieny tra-
ktowad jako catro$é przeznaczong dla podsystemu obstugi strumienia
informacji komputerowych,

b) KHr polegajacg na randomizowanym podziale przepustowosci C, przy
czym potozenie ‘granicy podziatu zalezy od liczby zajetych porgcze-
niani telefonicznymi podkanatdéw ze zbioru <0,S». Dla obstugi stru-
mienia informacji komputerowych pozostaje $rednio rzecz biorgc
przepustowosé réwna C-ES, C,, gdzie 5, Jjest dyskretny wicienng lo-
sowg reprezentujaca liczbe zajetych podkanaldw obstugi strumienia
telefonicznego,

c) KHR, ktéra podobnie jak b) dotyczy zmiennego podzialu przepustowos-
ci C, jednak w tym przypadku zalezy od liczby pookana}OJ, w ktérych
przesytany jest gtzunleﬁ d¢wiekdw nmowy. Rozwazymy tu fakt istnienia
przerw w trakcie kazdej rozmowy telefonicznej,jakie wynikajg z kon-
wersacyjnegO'trybu‘wymiany informacji w czasie trwania potgczenia
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telefonicznego oraz naturalnych przerw zwigzanych z procesem generowa-
nia strumienia mowy przez czlowieka [3] . 7 tego wzgledu model pracy
koncdéwki telefonicznej bedziemy traktowaé jako stacjonarny proces odno-
wy [1] » jaki wynika z przemienno$ci standw pojawiania sie¢ i zaniku sy-
gnatu mowy w podkanale, w ktdérym realizowana jest obstuga potgczehia te-
fonicznego. Oznaczajgc przez §m dyskretng zmienns losowg opisujgcg li-
czbe kolcdwek telefonicznych generujgcych segmenty mowy, mozemny wyzna-—
czyé przepustowosé, ktdéra moze byé oddana do obstugi strumienia infor-
macji komputerowych. Jest ona rdéwna C-(E§m)cl.

%. ZAEOZ’ENIA DO MODELU ZINTEGROWANEGO SYSTEMU OBSEUGI

Dokonujgc oceny wprowadzonych wskafnikdéw zalezy nam na tym, by z
jednej strony model wezia mozliwie wiernie odzwierciedlat jego wtrasnos-
ci,a z drugiej, by prowadzit do wynikdéw w mozliwie prostej i zwartej po-
staci. Dla potrzeb tak rozumianej analizy przyjmiemy ogdlne zatozenia
dotyczace stirumieni wprowadzanych do wezta:

- liczba #rddex strumienia telefonicznego jest skodczona i wynosi R,

- strumien zgtoszen jest prostym strumieniem Poissona o $rednich inten-
sywnosciach zgtoszetrh telefonicznychA, oraz pakietdéw informacji kompu-
terowych Ay,

- wekafnikiem jakosci obstugi strumienia telefonicznggd jest prawdopode-
biefstwo wystgpienia strat PB,

— liczba podkanaldw obstugi S speinia warunek R> S,

- napiywajgce pakiety informacji komputerowych reprezentujg wiadomosci
jednopakietowe o statej dtugosci uy .

Traktujac wezet jako system obstugi, przyjmowaé bedziemy, #e obstu-
za pojawiajacego sie zgroszenia polega na przydzieleniu jemu podkanatu
na czas trwania sygnatu przenoszicego informacje. Pomijamy przy tyn
czas, jeki zwinzany jest z realizacjg dostepu, zaktadajgc, ze jest bar-
dzo krétki. W zwigzku z tym,zgodnie z przyjetg reguty dostepu, jaksy wy-
korzystamy przy obstudze kazdego strumienia informacji, przyjmieny ze-
spét zatozen dolyczgcych tej reguly:

- podkanaly s niezawodne, nie wmoszg zak}décen do przesytanej informa-
cji, a czas propagecji przenoszgcych je sygnatéw jest pomijalnie maty,

- kazderu grdédtu informacji rozpoczynajgcemu cykl aktywnoéci przydzie-
lony jest jeden z podkanatdéw zaliczanych do grupy podkanatdéw.wolnych,

- podkanatr zaliczemy do grupy podkanatdéw wolnych z chwilg,gdy wykorzys-—
tujace go frédio kodczy cykl ektywnosci,

- cvklami aktywnosci w przypadku obstugi strumienia telefonicznego si
bloki, jakie dotyczg dwdéch poziomdw porovatosci tego strumienia (zgto-
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szenia telefoniczne i segmenty mowy), przy czym uwzgledniad je bedzie-
oy w zalezno$ci od rozwazanej modyfikacji metody KH,

- w ramach podkanaldéw ze zbioru« 0,S> obstuga strumienia telefonicznego
odbywa sig¢ z priorytetem,

- obstuga pakietdéw informacji komputerowych odbywa sie z buforowanien,

a pojemno$é bufora jest nieograniczona,

- przy realizacji dostepu do dowolnego podkanatu obowigzuje reguta pet-
nego dostegpu, co oznacza, ze nie moze wystgpié sytuacja, w ktdrej wol-
ny podkanat nie mdégiby byé oddany do obstugi aktywizujgcej sie kohcdw-—
ki.

4, OCENA JAKOSCI METODY KH

Méwigc o jako$ci metody KH mamy na uwadze rozwazane wskafniki jako$-
ci oraz stopien wykorzystania przepustowos$ci kanalu wspdlnego. W celu
podania zalezno$ci umozliwiajgcych obliczenie ich wartoéci dla poszcze-
gélnych modyfikacji metody KH wprowadzimy oznaczenia nastepujgcych wspdr-—

czynnikdws:
s - wykorzystania podkanatdéw L0,Syzwigzany ze zgroszenianmi,
£ - wykorzystania podkanatéw £0,S>zwigzany z segmentami,
P.;.f,,,,z,‘ - wykorzystania podkanatu obstugi informacji komputerowych,
Uy, U,, 4, -~ podziaiu przepustowosci pomiegdzy podsystemy obstugi,
’id"},r’i‘ - globalnego wykorzystania przepustowosci C,

Eifg, EK, ,Ep ~ $redniej liczby oczekujgcych w buforze pakietéw.’
Jako pierwsze przy ocenie jako$ci meétody KH rozwazymy wspéiczynniki
globalnego wykorzystania przepustowoéci kanaiu wspélnego, przy czym ko-
rzyStajac z pracy [4) podamy zalezno$ci ostateczne. Pordwnanie przepro-
wadzimy przyjmujgc, ze kazda z modyfikacji nie prowadzi do pogorszenia
$redniego opdfnienia przesytania informacji komputerow&ch. W zwigzku 2z
tym obliczefh dokonamy w oparciu o zaleznosci

£, = Eﬂgmﬁ_:_lim_ o
$ag [1-5 ) (% ) a:’ )
(%o e JIN+5-El
El$W Pn +( e s 1-ig (N (&v) .
i N+5
B3m* E";;s Z(R) .“Gv) Z 1-; & )ms—ss.)
% N+S (3)

gdzie: a, jest érednin netezeniem strumienia telefonicznego generowane—
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go przez jedng kodcdwke) ot i B parametry se;mentdw mowy i przerw.
Obliczenia przeprowadzono przyjmujgc podstawowe wielko$ci, jakie o-
pisujs obie kategorie strumienia informacji. Do oceny wspdiczynnika
globalnego wykorzystania kanaXu wspdlnego (patrz rys.l) korzystany z
zaleznosci (1),(2) i (3),przyjmujac nasterujace dane: R=73, S=25, N=25,
Cl:64kbity/s, aV=0,1;0,9. Liniami ciggtymi zaznaczono charakterystyki

3

40 - KHe
03
“. . z z
Rys.l.Efektywnos$é wykorzystania
04 - przepustowosci kanatu

wspdlnego
a2

Fig.l.Hybrid switching transmis-
sion efficiencies

o.'z a'~ a'a a8 wrf.’d
odpowiadajgce PB=2,2xlO—9 a liniami przerywanyni PB=O,46.

Do oceny wplywu dodetkowej przepustowos$ci niewykorzystanej przez
obstuge strumienia telefonicznego na wskafnik jakosci obstugi strunie-
nia informacji komputerowych, jakin jest $rednie opdZnienie ich przesy-
trania, skorzystamy rdéwniez z zalezno$ci zawartych w pracy [4] , przy
czyn jako miare opdZnienia rozwazaé bedzieny tu $rednig liczbe oczeku-
jacych w buforze pakietdéw informacji komputerowych. Dla kazdej modyfi-
kacji metody KH wyznaczaé je bedziemy z ponizszych zaleznosci

Sl

. s F) (4
EKs= A= Pud :
£;K - 5¥: {4 lz;lq-tl(“-F% 2}} (g)

= m-fl *® alne

2
R 2

EK, = - .&1[4_ 1R

.((R &R‘ 2‘: {4 Ze' U. P' Pm (6)

Proedsvawione wysej zaleznosci zostary wyprowadzone przy warunku, “e
nie wprowedzamy do obstugi dodatkowego strumienia informacji kompute-
rowych. Takie ujecie ma na celu oceng woprywu dodatkowej przepustowos-
et Holkenurow ze zbiorul 0,32 ne drednia liczbg oczekujgcych pekietdw.
- z - = N o (= 2 P -
Ukazuje to rys.2, na ktoryw okazano charakterysbtyki uzyskane dla tych
samych canych jak poprzednio. Lodejmy ponadto, #e zaleznosci (5) i (8)
reprezentujs pevwnsg aproksynacjeg, ktéra pozwala na wykorzystanie zna-

nych wynikdw z Georii masowej obsiugl.
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Rys.2.8rednia liczba oczekujgcych
pakietdw .
Fig.2. Avereze number of pakets
in queue

o2 au o6 o8 40 fd

5. WITIOSKI

Przedstawione modyfikacje metody KH pozwalajs na stwierdzenie, se
najbardziej sprawna w ocenie przyjetych wskaZnikdw jest metoda KTl
7 pordéwnania prezentowanych metod wynika, ze wskagnik Pﬁ odgrywa istot-
ng role w przypadku obstugi strumienia informacji komputerowych metodg
KHr' W édwietle tych wnioskéw widziny, ze sprawne wykorzystanie wepdlne-
go kana*u zalezy od tego, jakie potencjalne mozliwosci posiada weze? i
jaka jest catkowita przepustowo$é tego kanaru.
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ANALYSIS OF HYBRID SWITCHING LETODS Iiv CONMLUNICATION NZTJORK MOLTL

The »aper presents an analysis of & communication network ::ode
integrating the circuit- and packet - switching metods. Inbtegration
of this methods is term hybrid switching. For the iolel, the per-
formance evaluating made. The average network deley and hLf‘lﬂlhnc*
of Ln@ C‘dnftl ubilizeatvion is © criterion. The

2 r;")llf ied.

OLEHKA TMBPUIHOU KOMMYTAIIMM B MOIEJIM CETH CBA3HU

[lpencTaBsieHa MoAeslb CeTH CBA3M, YUYHUTHBAwmas HHTErpauuKw MeToAa KOMMyTa-—
UMM KaHaJIOB M MeToda KOMMyTalHMH MakeTOB. 3Ta HHTerpauusa ABJIAETCA ru6-
PUIOHEM METONOM KOMMyTauuu. I 3TOro MeTona OBUIH yKa3aHH pe3yJibTaThl
OLleHKH KadeCTBa CeTH IO KPHUTEepHw CpelHero Ono3maHusa BO BréMeHH Nepexo-—
na uHPopMauuM uYepe3 ceThb U 3PPeKTHBHOCTH HCINOJIb30OBaHHSA KaHaina. Paccyx-—
IeHUA HWJUIWCTPUPOBAaHH MPHUMEPOM.
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