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Sieci komputerowe, zarówno rozległe jak i lokalne, są od kilkunas­
tu. lat przedmiotem narastającego zainteresowania badaczy konstruktorów 
i producentów sprzętu komputerowego. Wielodostępne systemy przetwarzania 
informacji obsługiwane przez wiele połączonych w sieć komputerów, znala­
zły na świecie liczne i efektywne zastosowania w nauce, technice i admi­
nistracji.

W Polsce, prace nad budową sieci komputerowych zapoczątkowane 
w 1978 roku na Politechnice Wrocławskiej, przyniosły liczne konkretne ? 
rozwiązania sprzętowe i programowe, które umożliwiły uruchomienie 
w 1983 roku na sprzęcie krajowym, z zachowaniem standardów ISO OSI, 
pierwszej w kraju Międzyuczelnianej Sieci Komputerowej (MSK), łączącej 
trzy ośrodki naukowe. W 1986 roku uruchomiono w Instytucie Komputerowych 
Systemów Automatyki i Pomiarów i WZ ELWRO Sieć Komputerową Jednolitego 
Systemu (SKJS), odpowiadającą również standardom ISO OSI, a mającą cha­
rakter produktu o uniwersalnym charakterze zastosowań, powielarnego 
w różnych konfiguracjach sprzętowych. W kilku ośrodkach informatycznych 
kraju są prowadzone również prace nad lokalnymi sieciami mikrokomputero­
wymi, rozważanymi jako systemy autonomiczne lub współdziałające z siecia­
mi rozległymi.

Konferencja, której materiały przedstawiamy, poświęcona jest zagad­
nieniom naukowym i technicznym oraz zastosowaniom w latach 1985-1986. 
Z uwagi na dość długi czas potrzebny na przygotowanie materiałów konfe­
rencyjnych, zostaną na konferencji przedstawione referaty uzupełniające, 
uwzględniające aktualne wyniki .prac nad zagadnieniami sieci komputerowych.

Mamy nadzieję, że konferencja ta stanie się, podobnie jak poprzednia, 
formun konferencyjnej wymiany myśli naukowej w tej dziedzinie informaty­
ki.

Komitet Programowy i Organiza­
cyjny Konferencji
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PODSIEĆ TRANSMISJI DANYCH SIECI MSK/KASK

W pracy przedstawiono założenia, rozwiązania techniczne i progra­
mowe węzła podsieci transmisji danych eksperymentalnej sieci kom­
puterowej HSK. Wskazano możliwości wykorzystania tych rozwiązań 
w sieci KASK. Scharakteryzowano aktualne tendencje w dziedzinie , 
sieci transmisji danych w świecie, wskazano prawdopodobny kieru­
nek rozwoju sieci KASK po zbudowaniu powszechnej sieci transmisji 
danych w Polsce.

1. WSEgP

Tracę nad budową podsieci transmisji danych (podsieci komunika­
cyjnej) Międzyuczelnianej Sieci Komputerowej (MSK) zostały zainicjowa­
ne w połowie 1979 roku. Przed wykonawcami postawiono wówczas następu­
jące zadania:
- budowa i wdrożenie do eksploatacji 3-węzłowej podsieci komunikacyj­

nej,
- przygotowanie specjalistów projektowania i budowy sieci transmisji 

danych,
- opraco'wanie narzędzi i metod bądawczo-pomiarowych sieci komputero­

wych.
Prace nad oprogramowaniem węzłów podsieci komunikacyjnej prowa­

dzono równolegle w Politechnice Wrocławskiej i Politechnice Śląskiej, 
dokonując niezbędnych uzgodnień, aby zapewnić współpracę obu wersji 
węzłów. Przyjęte wówczas założenia są spójne.z założeniami określony­
mi dla MSKfc], Założenia te,można'sprowadzić do następujących zagad­
nień;

^Politechnika Wrocławska, Centrum Obliczeniowe
•Uniwersytet Wrocławski, Centrum Obliczeniowe 
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- wykorzystanie sprzętu krajowego lub krajów RWPG, 
- oparci# się na międzynarodowych standardach i normach, 
- budowa od podstaw całego niezbędnego oprogramowania, 
- zapewnienie łatwej rozbudowy sieci.

Przyjęto także, że liczba linii, jaką węzeł powinien obsłużyć, 
nie może być mniejsza niż 6, i że w pierwszym etapie będą to linie 
o szybkości 2400 bit/s.

Główną funkcją węzła jest odbiór i nadawanie informacji od (do) 
współpracujących abonentów i innych węzłów podsieci.Realizacja tej 
funkcji jest zazwyczaj połączona z koniecznością spełniania wielu 
czynności dodatkowych, jak: 
- buforowanie danych, 
- wybór drogi w podsieci, 
- przeprowadzenie niezbędnych akcji korekcyjnych^ 
- sterowanie i pomiary, 
- współpraca z operatorem węzła.

2. POSSIEC KOMUNIKACYJNA SIECI MSK

,2.1. Struktura podsieci

Konfigurację podsieci komunikacyjnej przedstawiono na rys. 1. 
liniami przerywanymi zaznaczono, połączenia nie eksploatowane na bieżą­
co. Koncentrator terminali znajduje się w fazie testowania. Węzły pod­
sieci są połączone liniami telefonicznymi. Stosowana szybkość transmi­
sji - 2400 bit/s.

Terminale są przyłączone do sieci za pomocą procesorów czołowych 
(ang.front-end processor) lub poprzez koncentrator. Komputery oblicze­
niowe ODRA 1505 i R-32 są włączone do sieci także poprzez procesory 
czołowe. Kogą one być równocześnie dostępne z lokalnych terminali.

Sprzętową konfigurację węzła tworzy minikomputer SH—3 z następu­
jącymi modułami (rys.2): 
- procesor CM 1301, 
- pamięć operacyjna 28 k słów, 
- pamięć dyskowa (2.5 Kbyte), 
- menitor ekranowy, 
- czytnik taśmy dziurkowanej (perforator taśmy-opcjonalnie), 
- drukarka mozaikowa (opcjonalnie), 
- adaptery liniowe ALS-11.
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Rys.2. Struktura sprzętowa węzła 
i’ig.2. Node hardware structure

Adaptery liniowe ALS-11 są kompatybilne z adapterami DOT-11 
firmy DEC. Zostały one wykonane w Politechnice wrocławskiej. Istotnym 
ograniczeniem tych adapterów jest brak bezpośredniego dostępu do pamię­
ci (DMA), co wymaga obsługi przerwań na poziomie znakowym.

Dyski są używane do celów pomocniczych - organizacji restartu wę­
zła oraz zbierania przez system pomiarowo-diagnostyczny podsieci-da- 
nych dotyczących pracy węzła i podsieci.

Oprogramowanie węzła podsieci komunikacyjnej [i,2,6] dla minikom- 
.putera Sh-5 .zbudowano jako samodzielny program, rezydujący całkowicie 
w pamięci operacyjnej, i-iożna w nim wyróżnić (rys.5) część tworzącą 
prosty system operacyjny (koordynator, programy sterujące urządzeń, 
obsługa operatora) oraz część użytkową (odbiór, przetwarzanie i nada­
wanie danych, generowanie i przetwarzanie informacji poniarowo-steru­
jących itp.).

Funkcje węzła, są realizowane w modułach pracujących na różnych 
poziomach priorytetu, zgodnie z architekturą procesorów rodziny Sił, 
przy czym działania uwarunkowane czasowo (v/ymagające krótkich czasów 
reakcji) zlokalizowano na wyższych poziomach priorytetu (np. cbsługa 
przerwań adapterów liniowych i urządzeń zewnętrznych), natomiast po­
zostałe - o słabszych uwarunkowaniach czasowych-na niższych. Poziomy 
priorytetu 6,5 i 4 przeznaczono dla obsługi przerwań zewnętrznych, po­
ziomy 5 i 2 - do przetwarzania o różnym stopniu pilności.
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.. strukturze programu wyodrębniono zadania kilku typów,będące 
zamkniętymi częściami spełniającymi określoną funkcję. Zadania są 
zwykle -uruchamiane przez koordynator, niekiedy - przerwaniem zewnę­
trznym, a po zakończeniu pracy oddają sterowanie do koordynatora. Za- 
drnia współpracują ze sobą przez koordynator, mogą się wzajemr.- e uak- 
tywniać, przekazywać dane oraz korzystać z zestawu podprogramów.

frogram węzła zajmuje około 22 k słów pamięci operacyjnej, pozo­
stawiając około 6 k słów na struktury danych (opisy linii, opisy połą­
czeń logicznych itp.) oraz bufory.

Siorąc pod uwagę potrzebę rozszerzenia funkcji wybranego węzła 
o zadania pomiarowo-sterujące podsieci, opracowano wersję nakładkową 
systemu operacyjnego węzła. W realizacji tej zadania pomocnicze wyko­
nywane na poziomie 2 rezydują na dysku, co pozwala na znaczną rozbudo­
wę oprogramowania węzła, szczególnie o funkcje poraiarowo-sterujące. 
J.ersja taka jest jednak bardziej zawodna i jak dotychczas była wyko­
rzystywana jedynie eksperymentalnie. Docelowo dla węzłów pomiarowo- 
sterujących oraz o dużym ruchu przewidywano zastosowanie minikompute­
ra 3^-4.

..2. Usługi

wrotokół zewnętrzny i wewnętrzny, zastosowany v podsieci komuni­
kacyjnej jest oparty na zaleceniach CCITT f4,5] -X.21 bis na poziomie 
fizycznym i Z.25 na poziomach liniowym i pakietowym.

Jako protokół międzywęzłowy (wewnętrzny) wykorzystano zmodyfiko­
waną wersję protokółu k.25. W- nagłówku ramki przesyłany jest dodatko­
wo adres DTE (ang.Terminal Eąuipment) nadawcy - 8 bajtów. Ułatwia to 
działanie odpowiednich procedur w węźle, ale zabiera 8 znaków z pasma 
przepustowości linii.

Dodatkowe elementy w ruchu, międzywęzłowym stanowią pakiety pomia- 
rowo-diagnostyczne. Są- one identyfikowane w nagłówku pakietu za pomo­
cą pola GEI (ang. General format Identifier), równego 1111 i rozróż­
niane między sobą w oparciu o rozszerzenie pola GEI.Pakiety pomiarowo- 
diagnostyczne są przesyłane na zasadzie datagramów. Celem uniknięcia 
zapętlenia, dopuszczalna liczba przejść międzywęzłowych jest ograni­
czona.

Usługi podstawowe podsieci na styku do DTE wynikają z protokółu 
i.25. W aktualnej wersji podsieci wdrożono następujące opcje: 
- połączenia wirtualne (stałe i czasowe), 
- potwierdzenia typu1 końcowego (ang. end-to-end), 
- standardowa długość pola danych pakietu - 128 oktetów, 
- numeracja ranek i pakietów modulo 8,



11
negocjacja rozmiaru okna.

Dla ułatwienia obsługi podsieci opracowano wewnętrzny system po­
miarowo—diagnostyczny pozwalający na rejestrację ważniejszych zdarzeń, 
a także wprowadzono zestaw pakietów pomiarowo—diagnostycznych jako 
usługi dodatkowe.

System pomiarowo-steiTijacy (SPS) ma strukturę modularna, która 
pozwala na wygenerowanie pewnego podzbioru modułów tego systemu, 
funkcje spełniane przez SPS można podzielić na lokalne i rozproszone.

System lokalny zamyka się całkowicie w ramach węzła. Głównym jego 
zadaniem jest zbieranie danych o pracy w>ęzła, składanie ich na dysku 
oraz monitorowanie. Przetv.'arzanie pamiętanych na dysku danych domiaro­
wych wykonywane jest w trybie pośrednim. W systemie lokalnym nie ma 
mechanizmów wymiany informacji między węzłami, natomiast przetwarzanie 
danych pomiarowych daje statystyczny obraz pracy węzła. Zebrane i za­
pamiętane w systemie lokalnym dane tworzą bazę informacyjna, wykorzyst 
waną dalej w systemie rozproszonym. Baza ta powstaje w oparciu o dwa 
mechanizmy: rejestrację zdarzeń i rejestrację stanów.

Rejestracja zdarzeń polega na odnotowaniu faktu wystąpienia okre­
ślonego zdarzenia w pracy węzła. Przykładami zdarzeń istotnych dla pra 
cy węzła są: nawiązanie połączenia, wysłanie określonego typu pakietu, 
przyjęcie ramki, wyłączenie linii, restart węzła itp. Dobór zdarzeń 
do rejestracji uwarunkowany jest potrzebami wynikającymi zarówno z e- 
ksploatacji sieci ESK, jak i z prac badawczych prowadzonych nad pod­
siecią.

Najprostszym sposobem rejestracji jest zwiększenie o jedność licz 
nika, przyporządkowanego danemu zdarzeniu, w momencie wystąpienia zda­
rzenia. W pewnych wypadkach, oprócz zliczania, rejestruje się dodatko­
we atrybuty zdarzeń, co przy natychmiastowym przetwarzaniu daje opis 
zdarzenia w postaci danych statystycznych, takich jak wartość średnia 
czy maksymalna parametru.liczbę przetwarzanych parametrów oraz liczbę 
danych statystycznych ogranicza czas przetwarzania, który musi tu być 
bardzo krótki.

Rejestracja stanów polega na okresowym notowaniu chwilowej war­
tości określonych parametrów, charakteryzujących stan węzła. Wartości 
te przechowywane są w pamięci dc chwili następnego pomiaru. Niektóre 
parametry podlegają bieżącemu przetwarzaniu, dzięki czemu w każdej 
chwili dostępna jest ich wartość średnia i maksymalna. Eoment rejestra' 
cji wyznacza zegar, lub zadanie operatora. Częstość rejestracji zalezy 
od szybkości zmian wartości parametru.
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System rozproszony pozwala na wymianę informacji pomiarowo-ste- 
.rująoej pomiędzy węzłami. Mechanizmem wymiany są pakiety pomiarowo- 
sterujące. 'ii każdy' węzeł wbudowane są moduły umożliwiające tworzenie 
nadawanie i odbiór pakietów. Pakiety inicjowane są przez, operatora do­
wolnego węzła, żądającego informacji z podsieci. W tym celu zdefinio­
wany został prosty język poleceń, pozwalający na tworzenie i wysyłanie 
w podsieć pakietów. Odpowiedzi na wysyłane pakiety monitorowane są 
w węźle generującym pakiet.

Struktura pakietów pomiarcwo-sterujących została zaprojektowana 
zgodnie z pakietami protokołu 2.25 fi], obowiązującego w sieci MSK. 
Bóżnią się one kodem GFI, który ma postać 1111 dla pakietów systemu 
BBS. Nagłówek pakietu, poza kodem GK oraz typem pakietu zajmującego 
drugą połowę oktetu, zawiera adres odbiorcy, adres nadawcy, czas wysy­
łania pakietu oraz znacznik odbicia. Znacznik ten przyjmuje wartość 
1 w pakietach nadawanych (pierwotnych), a wartość 0 w pakietach odpo­
wiedzi. Poniżej nagłówka jest pole danych, którego rozmiar i znaczenie 
zależy od typu pakietu. Długość pakietu pomiarowego nie może być więk­
sza niż maksymalna długość standardowego palcie tu w KSK.

W obecnie eksploatowanej wersji węzła wdrożono następujące pakie­
ty pomiarowo-sterujące: echo, śledzenia drogi, drogi wymuszonej i sonda.

Bazując na zdobytych doświadczeniach opracowano nową wersję SIS. 
Zasadniczo nowa jakość tego rozwiązania polega na wyróżnieniu w pod­
sieci węzła pełniącego funkcję centrum pomiarowego (CB), obok normal­
nych funkcji węzła. Węzeł CP ma możliwość realizacji szeregu dodatko­
wych funkcji w relacji '‘nadrzędny-podrzędny”. Są to m.in.synchroniza­
cja czasu w podsieci, zbieranie informacji o stanie podsieci, zdalna 
ingerencja w pracę poszczególnych węzłów.

Podstawowymi elementami SPS są pakiety pomiarowo-sterujące oraz 
dziennik systemu. Pakiety służą do komunikowania się Cl z podsiecią, 
jak również poszczególnych węzłów pomiędzy sobą. W dzienniku groma­
dzone są. informacje o pracy węzłów i podsieci. Jest on prowadzony 
przez CP. Poszczególne węzły mogą prowadzić tzw. dzienniki lokalne, 
do których zapisuje się informacje o pracy danego węzła.

W stosunku do 'wcześniejszej wersji. SPS struktura pakietów pomia- 
rowo-sterującyoh uległa jedynie nieznacznej modyfikacji. Poszczegól­
ne pakiety rozróżniane są przez kod grupy i kod rozszerzenia. Pozwala 
te na. włączanie/wyłączanie całych grup pakietów. Wprowadzono nastę­
pujące grupy pakietów:
• pakiet synchronizacji czasu, 
• pakiety diagnostyczne podsieci, 
• pakiety pobierania danych.
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- pakiety modyfikacji kodu, 
- pakiety sztucznego ruchu, 
- pakiety dialogu operatorskiego, 
- pakiety autonomiczne.

źródłem, inicjującym generowanie pakietów mogą być: operator, 
zegar lub określone zdarzenie w węźle, kiektie pakiety (np.modyfika­
cji kodu) są zastrzeżone dla OT.

Wyżej opisana wersja SIS została sprawdzona jedynie w warunkach 
laboratoryjnych.Do jej wdrożenia nie doszło z porodu ograniczeń pamię­
ci minikomputera SN-3, a także MERA-60.

2.5. Obsługa operatorska

Obsługa operatorska węzła powinna być ograniczona do minimum. 
Jednak na etapie wstępnej eksploatacji sieci jest ona niezbędna. Do 
podstawowych czynności operatora należy załadowanie węzła, obsługa sta 
nów awaryjnych i zakończenie pracy; Do dyspozycji operatora przewidzi a 
no kilkanaście poleceń ułatwiających współpracę z węzłem. Umożliwiają 
one wykonanie takich czynności, jak przydział urządzeń zewnętrznych, 
zmiany daty i czasy, monitorowanie stanu węzła, wysyłanie pakietów’ po- 
miarowo-Eterujących itp.

2.4. lanametry techniczne węzła

Do podstawowych parametrów ilościowych węzła należy przepustowość 
i opóźnienie tranzytowe. Z dokonanej analizy oraz pomiarów wynika, że 
czas przetwarzania ramki w; węźle jest rzędu kilku milisekund i jest 
minimalny w porównaniu z czasem transmisji (zwłaszcza przy szybkości 
transmisji 2400-9600 bit/s). Opóźnienie w węzie może odgrywać istotne 
rolę v pobliżu jego nasycenia (tj.w warunkach tworzenia się kolejki 
do nadajnika linii).

Przepustowość węzła jest wyrażana w bit/s lub w ramkach na sekun­
dę. Z wartości przepustowości wynika liczba linii, jaką węzeł noże 
obsłużyć. Obliczono szacunkowo przepustowość węzła dla minikomputerów 
Sli-5 i 1L.-4, pracujących z adapterami liniowymi AIS-11 i ALS-11;.. 
(adapter AIS-IIE ma mechanizm DMA, natomiast A1S-11 wymaga obsługi 
przerwań znakowych). Obliczeń dokonano wychodząc z warunku niegubienia 
przerwań w najbardziej niekorzystnych okolicznościach (przesyłanie 
ciągu krótkich ramek). Z obliczeń wynika, że węzeł może obsłużyć dc 8 
(dla SM-5/AŁS-11) i do 20 (dla SM-4/AŁS-111.) linii przy szybk-osci 
2400 bit/s.
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2.5. uzyskane doświadczenia

Pamięć komunikacyjna \r konfiguracji z rys. 1 zaczęła pracę W koń­
cu ISSJroku. Wcześniej, przeprowadzono szereg doświadczeń nad pracą 
w warunkach, laboratoryjnych węzłów zainstalowanych, w jednym pomiesz­
czeniu. Opracowano specjalne narzędziapomiarowo-diagnostyczne dla ce­
lów badawczych. Zasadniczo można wyróżnić dwa rodzaje prowadzonych ba­
dań. Pierwszy kierunek to badania jakościowe, dotyczące poprawności za­
stosowanych rozwiązań, drugi - badania ilościowe wybranych charakterys­
tyk węzła i podsieci.

nadania jakościowe prowadzone w dwóch.- wariantach: 
- za pomocą specjalnie wykonanego Modułu Intensywnego Testow'ania (MIT), 
- w' warunkach eksploatacyjnych.

u pierwszym wypadku testowany był, w warunkach intensywnego ru­
chu, węzeł uzupełniony o moduł^ MIT (uproszczone DTE), w drugim - pod- 
sieć w warunkach zbliżonych do rzeczywistej eksploatacji.

Jakże badania ilościowe węzła i podsieci prowadzone były w dwóch 
wariantach:
- za pomocą systemu Intensywnego Testowania (SITWA), 
- za pomocą Modułu Cperacyjnego-Eomiarowego (IIOP).

System SITNA opracowano, wychodząc z symulacyjnej metcdy testowa­
nia węzła. Z kolei MOI został wykonany w oparciu o MIT.Istotną różni­
cą między tymi systemami polega na tym, że SITNA stanowi uzupełnienie 
oprogramowania węzła o moduły symulujące ruch i moduły pomiarowe, na­
tomiast KOP stanowi rodzaj DTE zlokalizowanego poza węzłem.

Przeprowadzone badania i bieżąca eksploa tacja podsieci potwier­
dziły słuszność przyjętych założeń i poprawność zastosowanych rozwią­
zań, Pozwoliły one na określenie właściwych procedur techniczno-orga­
nizacyjnych eksploatacji i opracowanie dokumentacji eksploatacyjnej. 
Sformułowano także szereg wniosków dotyczących weryfikacji niektórych 
procedur, szczególnie tych związanych z obsługą, diagnostyką i stero- 
waniem pracą węzłów/ i podsieci.

5. PCDSIEd KOMUNIKACYJNA SIECI KASK

>. 1. Siec KASK

Sieć KuSK ma być bezpośrednią kontynuacją i rozwinięciem sieci 
.EK. Przewiduje się rozwój ilościowy i jakościowy sieci w następują­
cych kierunkach:
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- zwiększenie liczby komputerów obliczeniowych (hostów), przez dołą­
czenie nowych ośrodków dysponujących komputerami ODRA 1305, R-32, 
R-34,R-€O;

- dołączenie mini- i mikrokomputerów (oK-4, IDE EC i kompatybilne) 
jako urządzeń D2E, współpracujących z siecią wg. Zalecenia X,25 
(terminali pakietowych- mini- i mikrohostów);

- łączenie z sieciami lokalnymi, które będą. pojawiać się w środowisku 
akademickim, poprzez urządzenie typu "gate-way" ;

- rozwój podsieci transmisji danych, przez rozbudowę istniejących wę­
złów i instalacje nowych w dalszych ośrodkach;

- rozszerzenie zasobów sieciowych (.głównie baz danych);
- pełne wdrożenie planowanych usług sieciowych (w tym transferu zbio­

rów) i wprowadzenie ncwych.
Realizacja tych planów wiąże się z zakupem dodatkowego sprzętu 

(pamięci dyskowe do istniejących komputerów obliczeniowych, dodatkowe 
urządzenia dla dołączania nowych komputerów - komputer CDRń 1325 
i adapter UaL-01 dla dołączenia komputera OBRA 1305, procesor transmi­
sji danych 10 8371 dla dołączenia komputera jednolitego systemu, nowe 
węzły, modemy, terminale itp.), co wymaga sporych nakładów finansowych. 
Dodatkowe środki finansowe muszą być przewidziane na koszty eksploata» 
cyjne.

3.2. kodsieć komunikacyjna

Rozwój podsieci transmisji danych sprowadza się do instalacji 
nowych węzłów, opartych na rozwiązaniach sprawdzonych i eksploatowa­
nych dotychczas w sieci MSK.

Węzeł na minikomputerze Sk-3 ma stosunkowo rozbudowane oprogramo­
wanie (.zwłaszcza w zakresie diagnostyki i sterowania siecią), bazuje 
jednak na adapterach liniowych, wykonanych w ograniczonej ilości 
i przestarzałej obecnie konstrukcji. Kie udało się doprowadzić do u- 

ruchaniania produkcji tych adapterów w większej ilości. Również kra­
jowy producent minikomputerów SM (ERA Warszawa) nie wdrożył do produk­
cji tego urządzenia (mimo opracowania prototypu SM-DUP), prawdopodob­
nie ze względu na przewidywany mały zbyt). Tak więc mimo produkcji 
w kraju minikomputera SM-1300, będącego unowocześnioną wersją SM-5, 
nie ma szans na instalowanie nowych węzłów na tym minikomputerze.

ramach sieci MSK prowadzono również prace nad przeniesienie 
oprogramowania węzła na minikomputer SK-4, licząc na zwiększenie mocy 
węzła dzięki większej pojemności pamięci operacyjnej (oprogramowanie 
węzła na SM-3 w maksymalnym wariancie z trudem mieści się w dostępnej 
na nim pamięci i ogranicza parametry węzła, tj. liczbę linii, pojem- 
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nopć pamięci buforowej, liczbę możliwych kanałów logicznych itp.), 
większej szybkości procesora i zainstalowaniu nowych adapterów AŁS11- 
M, pracujących na zasadzie DMA. Jedną z wersji oprogramowania węzła 
(bez rozbudowanych funkcji diagnostyki i sterowania siecią) udało się 
eksperymentalnie uruchomić na minikomputerze SM-4 z adapterami stare­
go typu, ale wersja ta nigdy nie była eksploatowana. Ograniczenia fi­
nansowe i trudności wykonawcze spowodowały, że wykonano ze sporym 
opóźnieniem jedynie 5 egzemplarze adapterów nowego typu. W rezultacie 
prace te zakończyły się niepowodzeniem i wariant węzła na SK-4 również 
nie może być brany pod uwagę przy budowie sieci KASK.

Węzeł na minikomputerze MERA-60 (CM 1Ó2O), jakkolwiek uboższy 
pod względem oprogramowania (nie zaimplementowano na nim pełnego za­
kresu funkcji diagnostyki i sterowania), opracowany był w ścisłych 
kontaktach z producentem minikomputera, z myślą o seryjnej produkcji. 
Dotyczy to zwłaszcza adapterów liniowych,będących jedyną niestandar­
dową częścią konfiguracji węzła. Dzięki temu węzeł na minikomputerze 
KERA-6O najbardziej nadaje się do powielania w sieci ŁASK, jakkol­
wiek oznaczałoby to rezygnację z funkcji diagnostyczno-sterujących 
(realizowanych w tej wersji węzła w ograniczonym zakresie), istot­
nych dla utrzymywania sprawności podsieci, zwłaszcza przy większej 
liczbie węzłów.

Istnieje jeszcze możliwość rozbudowy sieci przez wykorzystanie 
rozwiązania, opracowanego w ramach prac nad siecią JZJS/2: procesor 
transmisji danych DC 8371, związany z komputerem obliczeniowym R-52, 
może spełniać także funkcje węzła. Jednakże połączenie go z istnie­
jącymi węzłami wymaga dodatko-wych prac programowych, niezbędnych dla 
dostosowania protokołu wewnątrzsieciowego (międzywęzłowego).

Istotnym oprogramowaniem rozbudowy sieci transmisji danych 
sieci ŁASK jest możliwość uzyskania nowych łącz stałych (dzierża­

wionych) pomiędzy ośrodkami akademickimi. Resort łączności, dysponu­
jąc ograniczoną liczbą takich łącz,nie jest zainteresowany udostęp­
nianiem nowych łącz klientom. Taka polityka może w poważnym stopniu 
zablokować rozwój ilościowy sieci, a także zmienić jego kierunek, -wy­
muszając rozbudowę w obrębie poszczególnych ośrodków akademickich 
(gdzie łatwiej o łącza lokalne), równocześnie osłabiając więzi pomię­
dzy różnymi miastami.
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4. EENLEECJE HO Z WOJOWE

Siedząc historię sieci komputerowych w świecie i obecne tenden-( 
o je, nożna z dużą dozą prawdopodobieństwa stwierdzić, że eksperymen­
talne sieci komputerowe typu MSK/kASŁ z czasem musza ustąpić nie;oca 
sieciom, bazującym na powszechnej sieci transmisji danych z komutacją, 
pakietów, tworzonej i administrowanej przez resort łączności, Iz. tartim 
rozwiązaniem.przemawia szereg czynników' m.in.stały wzrost zapotrzebo­
wania na usługi transmisji danych, wywołany postępami elektroniki, 
gwałtownym rozwojem techniki komputerowej, upowszechnieniem kompute­
rów w różnych dziedzinach gospodarki narodowej itp.

zadaniem powszechnej sieci transmisji danych jest zaoferowanie 
łatwo dostępnych środków dla tworzenia połączeń i transmisji danych 
pomiędzy różnymi urządzeniami, rozmieszczonymi w różnych punktach 
kraju.Rozbudowane sieni tego typu oferują możliwość podłączenia m.in, 
komputerów oraz terminali asynchronicznych i synchronicznych, pracują­
cych zgodnie z przyjętymi na świecie standardami (CCITT X.25, 1.3, 
1.28, 1.29). Urządzenia te mogą być podłączane przez łącza trwałe, 
dzierżawione, możliwy' jest także dostęp poprzez sieć telefoniczną 
i teleksową. Oferuje się różne szybkości transmisji i rodzaje styków 
abonenckich. Gama sieć transmisji danych nie świadczy na ogół żadnych 
usług poza transmisją danych - funkcje te spełniają urządzenia końco­
we dołączone do sieci.

współczesne sieci transmisji danych buduje się, korzystając 
z najnowszej technologii, jako urządzenia wielomikroprocesorowe.  
Rozwiązania takie cechuje:
- daleko posunięta modularność, co ułatwia budowę węzłów’ (central) 

o różnej wielkości, oraz obsługę i naprawy a także modernizację;
- bardzo wysoka niezawodność pracy, uzyskiwana dzięki stosowaniu 

specjalnych rozwiązań (np. dublowaniu sprzętu automatycznej dia­
gnostyce, zdalnej sygnalizacji awarii);

- wysokie parametry techniczne(np. liczba linii abonenckich w węźle 
rzędu 500 i w’ięcej, przepustowość wręzła rzędu 1000 pakietów/s, 
liczba połączeń logicznych około 5000 itp,).

- najnowsze tendencje światowe zmierzają do integracji usług trans­
misyjnych poprzez cyfrową. transmisję różnego typu informacji (da­
nych, głosu, obrazów/).

pierwszym etapie buduje się sieci hybrydowe, służące dc prze­
syłania mowy i danych... tym zakresie osiągnięto już znaczny postęp 
i wiele firm oferuje gotowe produkty, w tym zintegrowane terińnale 
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i yzw. lńX (łrivate Branch lócchange). Powszechna szała się możliwość 
dostępu do sieci komputerowych z sieci telefonicznych i teleksowych.

Sieci hybrydowe są etapem przejściowym, do budowy w pełni zintegro­
wanych sieci, tzw. Integrated Serrices Bigital Networks (ISDII). Sieci 
takie wejdą do eksploatacji z początkiem lat 90-tych. Zapewni. one 
szeroki wachlarz usług w zakresie przesyłania danych, mowy, tekstu, 
grafiki, obrazów nieruchomych i ruchomych.Użytkownik będzie posiadał 
dostęp do tych usług poprzez ograniczony zestaw standardowych,wielo­
funkcyjnych interfejsów.

»' parze z rozwojem usług sieciowych postępuje rozwój w zakresie 
linii transmisyjnych, modemów, węzłów i terminali. Coraz powszechniej­
sze zastosov/anie znajdują łącza satelitarne i światłowodowe. i.‘a łą­
czach świaiłwodowych osiągana jest szybkość 400 iibit/s.Cechy szcze­
gólne tych łącz to niski koszt jednostkowy, duża pojemność, niewrażli- 
wosć na zakłócenia zewnętrzne.

Opracowuje się nowe metody modulacji. Znaczne postępy osiągnięto 
w zakresie kodowania i upakowywania (kompresji) danych. Powoduje to 
stałą obniżkę kosztów jednostkowych-łącz,np. dla linii telefonicznych, 
przenoszących cyfrov/y sygnał mowy o 15% rocznie.

■■ zakresie węzłów' obserwuje się budowę wielomikroprocesorcwych 
central przełączających o przepustowości do 2000 pakietów/s. dzięki 
daleko iaącej modularyzacji istnieje możliwość tworzenia różnych kon­
figuracji węzłów, od najprostszych do bardzo złożonych, rozproszonych 
terytorialnie, np. firma Telematics Int.Ltd.oferuje rodzinę produktów/ 
do budowy sieci w postaci programowalnych w/ęzłów wieloprocesorowych, 
o przepustowości 100-800 pakietów/s, z protokółami 1.25, -1AB, a także 
własnymi, z centralnym sterowaniem i zarządzaniem pracą sieci.

Godna odnotowania jest duża aktywność w zakresie urządzeń pomoc­
niczych dc budowy, uruchamiania i testew/ania pracy sieci.Bardzo popu­
larne są testery i analizatory przystosowane do badania całej gamy 
protokołów'.

5. UuAGi KCiMOkE

Rozwiązania techniczne sieci lISK/lASK trudno nazwać nowoczesnymi; 
pod względem sprzętowym można je porównać do eksperymentalnych sieci 
zachodnich z pierwszej połowy łat siedemdziesiątych.Parametry tech­
niczne sieci (np. liczba węzłów, liczba linii, szybkości transmisji, 
liczba możliwych połączeń logicznych itp.) są bardzo niskie,jeśli po­
równać je z istniejącymi obecnie sieciami. Jednak zaimplementowane 
protokoły są nowsze i opierają się na dokumentach ISO i CCIII z począt- 
kulat osiemdziesiątych. Stwarza to szanse przeniesienia części rozwia- 
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zaii (oprogramowania funkcjonującego w komputerach obliczeniowych), 
na nową oazę tecnniczną, tj. na przyszłą powszechną sieć transmisji 
danych, która zapewne powstanie w Polsce. Jest to przedsięwzięcie ko­
nieczne. Z dostępnych informacji wynika, że resort łączności prowadzi 
od pewnego czasu prace w tym kierunku. Se w-zględu na niezbędny zakres 
prac nie należy jednak oczekiwać udostępnienia usług tej sieci przed 
rokiem 1990. Po tej pory sieć ŁASK musi bazować na własnej sieci 
transmisji danych; w przyszłości możliwe będzie połączenie wszyst­
kich zasobów; sieci ŁASK dc powszechnej sieci transmisji danych,co 
stw'arza perspektywę jej rozbudowy.
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COMKUKICATION SU3KETW0RŁ OF TEE KSK/łaSK ŁETWORKS
In the paper the hordware and software Solutions of the data trens- 

mission node of the Interuniversity. Computer Network MSK are present- 
ed. The possibility of utilization those Solutions in the KASK network 
is discussad. Actual world trends in data communication and tendencies 
in KASK developments have bun described.

CETE HEPEŁAW4 JAHHHX'BHBMCJUITEJILHJK CETEK MCK/KACK
B CTarse paccMaTpHBamTca noroKenaa k TexHHHec.KHe a nporpaMMHHe 

pejneHHH ysaa ceia nepe^a-ąa saHHHx oKcnepHMeHiaaBHofi ce-
ih MCK. YKasana bosmoshoctł HCnoubsoBSUHa stboc pememfi b cesa KACK. 
npenciaBneałi aKTyanbiiue reHAesuHu pasBaras cerefi nepeASTiE abubsk u 
sami BosMOKHHe HanpaBJteHHS pasBETHH cera KACK c yueTois sseApenKa b Hojjł- 

jne noETOBoft cera nepeąa^z Aansmc.
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USŁUGI I STANDARDY SIECI TRANSMISJI DANYCH

Istotną częścią składową sieci komputerowych są sieci transmisji 
danych. Użytkownik ma do dyspozycji usługi i udogodnienia,zależne 
od rodzaju sieci transmisji danych. Ponadto urządzenia końcowe 
użytkownika muszą spełniać standardy, które również są zależne od 
rodzaju sieci. W referacie przedstawiono charakterystyki użytkowe 
oraz przegląd standardów stosowanych w różnych rodzajach sieci 
transmisji danych.

1. WPROWADZENIE

Równolegle z burzliwym rozwojem sprzętu informatyki i jego opro­
gramowania, obserwuje się w ostatnich latach również intensywny rozwój 
sieci komputerowych. Stanowiska pracy wyposażone w mikrokomputery oso­
biste, muszą funkcjonować w oparciu o jednolite bazy informacyjne oraz 
pcwi.my posiadać możliwość komunikacji z innymi stanowiskami pracy. 
Jednolitość baz jak i problemy komunikacji należy widzieć zarówno w 
skali przedsiębiorstwa lub instytucji, jak i w skali regionu, resortu, 
a docelowo również w skali międzynarodowej. Stąd wynika naturalna po­
trzeba budowy sieci komputerowych lokalnych, regionalnych, krajowych, 
a także potrzeba połączeń międzynarodowych. Lokalne sieci komputerowe 
są wprawdzie sprawą wewnętrzną przedsiębiorstwa lub instytucji, ale po- 
trzeba ich łączenia z sieciami regionalnymi, wymaga uwzględnienia w fa­
zie ich projektowania sposobów takiego łączenia - wykracza więc poza 
lokalne ramy; problemy te są przedmiotem osobnych referatów i nie będą 
dalej omawiane. Natomiast sprawą dotyczącą wszystkich użytkowników 
sieci komputerowych, są sieci transmisji danych w rozległych sieciach 
komputerowych (regionalnych i krajowych). Użytkowników interesują 
praktycznie tylko usługi jakie może realizować sieć transmisji danych; 
nie interesują ich na ogół szczegóły budowy takiej sieci. Dlatego w 
referacie ograniczono rozważania do charakterystyk użytkowych różnych 
rodzajów sieci transmisji danych oraz wymagań jakie muszą spełniać
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urządzenia końcowe użytkowników, aby mogły one być włączone do tych 
sieci.

W referacie podane zostały charakterystyki dzierżawionych linii 
telefonicznych i zbudowanych w oparciu o nie, sieci transmisji danych 
z komutacją pakietów (PSPDN), sieci transmisji danych z komutacją kana­
łów (CSPDN), komutowanych sieci telefonicznych (PSTN) oraz sieci zinte­
growanych (ISDN). Dla każdego rodzaju sieci podany został komplet stan­
dardów jakie muszą spełniać urządzenia końcowe użytkowników aby mogły 
być do tej sieci włączone.

2. CHARAKTERYSTYKI UŻYTKOM SIECI TRANSMISJI DANYCH

Już przy budowie systemów wielodostępnych ( komputer obliczeniowy 
obsługujący grupę terminali), na początku lat sześćdziesiątych, wystą­
pił problem wierności przesyłania informacji; zdawano sobie sprawę z 
tego, że wierność ta musi być absolutna - komputery na poziomie proce­
sów aplikacyjnych są bezradne wobec błędnie przesłanego nawet pojedyn­
czego bitu. Rozważania na ten temat doprowadziły do techniki podziału, 
przesyłanej informacji, na bloki o stałej długości oraz zastosowania 
mechanizmów kontroli parzystości poprzećznej i wzdłużnej. Przesyłanie 
informacji odbywało się zgodnie z protokołami zorientowanymi znakowo. 
Protokoły te są do dziś stosowane w komunikacji terminal - komputer 
obliczeniowy, np. ISO-? w systemach Odra 1300..Mechanizmy te okazały 
się mało skuteczne przy większych rozmiarach bloków przesyłanej infor­
macji oraz przy przesyłaniu informacji w relacji komputer - komputer. 
Radykalną poprawę sytuacji uzyskano po wprowadzeniu mechanizmu nadmia­
rowych kodów cyklicznych (CRC). V/ oparciu o ten mechanizm powstały pro­
tokoły liniowe zorientowane bitowo, np.: SDLC, HDLC i LAP 3, które za- _o 
pewniają przesyłanie informacji z elementową stopą błędu 10 , wystar­
czającą obecnie do większości zastosowań sieci komputerowych. Tak niską 
stopę błędu uzyskuje się dzięki utrzymaniu podziału przesyłanej infor­
macji na bloki - zwane ramkami - sprawdzaniu poprawności przesłania 
ramki i retransmisji ramek przesłanych z błędami. Protokoły te posia­

dają ponadto procedury sterowania przepływem, które dostosowują tempo 
nadawania ramek w urządzeniu nadawczym do aktualnych możliwości odbior­
czych urządzenia odbierającego. Zwiększanie liczby urządzeń współpracu­
jących w ramach sieci komputerowej, doprowadziło do zaprojektowania 
protokołów sieciowych nadbudowanych na protokołach liniowych, umożliwia­
jących współpracę dowolnych urządzeń w sieci. Jeżeli wypadkowa stopa 
błędu sieci transmisji danych jest niezadawalająca, to wówczas stosuje 
się jeszcze jeden stopień mechanizmu CRC w warstwie transportowej (4-ta 
klasa protokołu transportowego). W ten sposób powstały sieci komputerowe 
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z pakietową techniką przesyłania informacji. Z uwagi na wymaganą wyso­
ką bierność przesyłania informacji oraz opisane wyżej skuteczne sposo­
by jej osiągania, technika pakietowa jest obecnie kanoniczną techniką 
stosowaną we wszystkich rodzajach sieci komputerowych.
« początkowej fazie rozwoju rozległych sieci komputerowych (na przeło­
mie lat 1960/1970), były one budowane w oparciu o istniejące środki 
łączności} były to na ogół dzierżawione linie telefoniczne - rzadziej 
komutowane linie telefoniczne. W miarę wzrostu liczby użytkowników 
oraz potrzeby coraz szybszej transmisji, rozwiązania takie stawały się 
niewystarczające. Dalszy rozwój sieci komputerowych był niemożliwy bez 
zbudowania odrębnych publicznych- sieci transmisji danych. Na początku 
lat siedemdziesiątych rozpoczęto budowę sieci z komutacją kanałów 
przeznaczonych wyłącznie do transmisji danych. W 1973 r. w Green Book 
CCIII, ukazała się rekomendacja X.21, określająca interfejs pomiędzy 
urządzeniami komputerowymi użytkowników a publiczną siecią transmisji 
danych z komutacją kanałów (CSPDN). Zastosowanie elektronicznych cent­
ral komutacji kanałów powodowało, że znacznemu skróceniu uległy czasy 
nawiązywania połączeń oraz zmnaejszył się poziom zakłóceń. Prace nad 
pakietową techniką przesyłania informacji doprowadziły do publicznej, 
sieci transmisji danych z komutacją pakietów (PSEDN). W 1977 r. w 
Orange Book CCITT, ukazała się rekomendacja X.25, określająca interfejs 
pomiędzy urządzeniami komputerowymi użytkowników (DTE) a siecią PSEDN 
(DCE). Kraje, które wcześnie rozpoczęły budowę GSPDN (RRN, Japonia), 
dokończyły ich budowę i przekazały do publicznej eksploatacji. Nato­
miast wszystkie kraje rozwinięte zbudowały u siebie sieci PSPDN. Obec­
nie w krajach rozwiniętych trwają prace nad budową sieci zintegrowa­
nych (ISDN), które w oparciu o impulsową technikę transmisji (PGM), 
służą do przesyłania mowy, danych, obrazów oraz filmów. Tak więc rozwa­
żając sieci transmisji danych, należy uwzględnić wszystkie wymienione 
wyżej rodzaje sieci (rys. 1). Przed podaniem charakterystyk poszczegól­
nych rodzajów sieci, warto porównać ich podstawowe parametry użytkowe, 
są one podane w Tablicy 1.
Dla użytkowników ważny jest jeszcze jeden parametr, a mianowicie - 
koszt przesyłania informacji. Dla poszczególnych rodzajów sieci, koszty 
te są różne w każdym kraju; wszędzie jednak najdroższe jest przesyłanie 
poprzez linie dzierżawione, a najtańsze - poprzez komutowane sieci 
telefoniczne.
Ponadto użytkownicy powinni wiedzieć jakie standardy musi spełniać ich 
urządzenie końcowe, aby możliwa była współpracy z danym rodzajem sieci 
transmisji danych; objaśnia to rys. 2.



DTE

LAN

X.21bit X.25

DTE 
ASM

dtepm

DTEPM

DTE PM

linie dzierżawione

X.32X.2i

X.32

PSPDN

X.21/X.21bie
_i_______

X.3. X.28. X

X.25

dtepm ■ 
dteasm 
PSPDN -
CSPON ■

ISDN
LAt I

urządzenie końcowe pracujące w trybie pakietowym 
urządzenie końcowe pracujące w trybie asynchroniczny

sieć transmisji danych z komutację pakietów
eleć transmisji danych z komutację kanałów
komutowana sieć telefoniczne
sieć zinteqrojana
lokalna sieć komputerowa

Rys .
Fig.

Łączenie terminali 

Connection DTE ta

do PSPDN, poprzez różne rodzaje sieci transmisji danych

PSPDN vla dtfferent kinds of data transmission networks



•/ b/ c/ d/

PSPDN CSPDN PSTN ISDN

nawiązanie 
połączenia

transaiaje 
danych

nawiązanie 
połączenia

transmisja 
danych

Rys. 2. Standerdy urzędzeń końcowych /DTE/ współpracujących z róZnymi sieciami 
transmisji danych

Fin. 2. Stendarde of DTE's. connected to dlfferent data tranemiseion natwork



25

Tablica 1. Szybkość transmisji i stopa błędu dla różnych, rodzajów 
sieci transmisji danych.

Table 1. Bata signalling ratę and error ratę in different data 
transmission networks.

Bp. ■ Rodzaj sieci Szybkość 
transmisji b/s
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stopa błędu
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2.1. Dzierżawione linie telefoniczne

Jak wynika z tablicy 1, posiadają one dobre parametry eksploata­
cyjne; szczególnie ważna jest duża maksymalna szybkość transmisji. 
Obecnie są one stosowane powszechnie w sieciach komputerowych z komu­
tacją pakietów PSEDN, do realizacji następujących połączeń: 
- pomiędzy węzłami komutacji pakietów, 
- komputer obliczeniowy - węzeł, 
- sieciowy koncentrator terminali - węzeł 
oraz bardzo często do realizacji połączeń: 
- terminal - sieciowy koncentrator terminali, 
- terminal - komputer obliczeniowy. 
Ponieważ w pierwszej grupie połączeń stosowana jest wyłącznie transmisja 
dupleksowa, niezbędne jest dzierżawienie 2-ch par przewodów. Technika 
komutacji pakietów umożliwia jednoczesną realizację, na jednym 
4-przewodowym połączeniu, do 4096 połączeń logicznych; stwarza to moż­
liwość dobrego wykorzystania łącza, dzięki jednoczesnej obsłudze wielu 
użytkowników. Szybkość transmisji 48 kb/s, wymaga dzierżawienia całej 
grupy pierwotnej (12 kanałów).
Urządzenia końcowe użytkowników (DTEpy')> którymi mogą być komputery 
obliczeniowe, koncentratory terminali oraz terminale pracujące w trybie 
pakietowym, muszą spełniać rekomendacje podane na rys. 2a.
2.21 bis piJ, stanowi podzbiór V.24 i DTEy^ może współpracować z modema­
mi serii V [2j, podanymi w tablicy 2. Na poziomie liniowym stosowany 
jest LAP 3 a na sieciowym - 2.25 [1] .
'S sieci z komutacją pakietów mogą być realizowane dwa podstawowe rcoza- 
je usług:
- przełączane połączenia logiczne (VC),
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Tablica 2. Rodzaje modemów serii V 
labie 2. V-series type of modems

| Typ
| moderW

Szybkość 
transmisji b/s

Tryb 
pracy Rodzaj sieci

■
V.21 do 300, start/stop dupleks telefoniczna komutowana

’ V.22 1200/600 
synchroniczne

dupleks telefoniczna komutowana
/oraz dzierżawiona
2-przewodowa/

V .22 bis 2400/1200 dupleks telefoniczna komutowana 
/oraz dzierżawiona 
2-przewodowa/

V .23 600/1200
synchroniczna lub 
asynchroniczna

półdupleks 
albo dupleks

telefoniczna komutowana 
albo dzierżawiona
4-przewodowa

'.'.26 2400 dupleks albo 
półdupleks

dzierżawiona
4-przewodowa

V .26 bis 2400/1200 półdupleks telefoniczna komutowana

V.26 ter 2400 dupleks telefoniczna komutowana 
/oraz dzierżawiona 
2-przewodowa/

V .27 4800 dupleks albo 
półdupleks

dzierżawiona
4-przewodowa

V,27 bis 4800/2400 dupleks albo 
półdupleks

dzierżawiona
4-przewodowa

V .27 ter 4800/2400 półdupleks telefoniczna komutowana

V.29 9600 dupleks dzierżawiona
4-przewodowa

V.32 9600/4800 dupleks telefoniczna komutowana 
/oraz telefoniczna 
dzierżawiona’



- stałe połączenia logiczne PTC .
W trakcie korzystania z przełączanych połączeń logicznych realizowane 
są następujące usługi: 
- nawiązywanie połączenia, 
- wykrywanie i poprawa błędów transmisji, 
- sterowanie przepływem, 
- rozłączanie połączenia.
W stałych połączeniach, logicznych nic stosuje się nawiązywania i roz­
łączania połączenia.
Oprócz usług, które są obligatoryjne, sieć transmisji danych z komuta­
cją pakietów, powinna realizować udogodnienia, które są opcjonalne. 
Rekomendacja X.2 [5j, wymienia dla połączeń typu VC sieci pakietowej 
następujące podstawowe udogodnienia, które powinny być realizowane w 
skali międzynarodowej:
- negocjacja parametrów sterowania przepływem,
- negocjacja klasy przepustowości,
- wywołania przychodzące zabronione,
- wywołania wychodzące zabronione,
- nanał logiczny jednokierunkowy - wychodzący, 
- zamknięta grupa użytkowników.

2.2. Sieci transmisji danych z komutacja kanałów

Usługi CSPDN polegają na ustanawianiu połączenia pomiędzy urządze­
niami końcowymi pracującymi w trybie pakietowym, jego utrzymywaniu oraz 
rozłączaniu połączenia. Usługi te realizowane są zgodnie z rekomendacją 
X.21 [ij. W fazie transmisji danych mogą być stosowane procedury LAR B 
i X.25 (rys. 2b), podobnie jak w sieci PSPDN; jest to niezbędne z uwag: 
na zbyt wysoką stopę błędu występującą w CSPDN. Tak więc za poprawne 
przesłanie informacji odpowiadają komunikujące się urządzenia końco:e 
użytkowników. Stosowana jest transmisja dupleksowa. Urządzenia końcowe 
wyposażane są w autowzywaki, które automatycznie nawiązują wymagane po­
łączenie. Z podstawowych udogodnień, które w CSEDN powinny być realizo­
wane w skali międzynarodowej, rekomendacja X.2, wymienia tylko zamknię­
tą grupę użytkowników.
W "1985 r., w Red Book, ukazała się po raz pierwszy rekomendacja X.J2 
[iJ, określająca interfejs pomiędzy DTE i DCE, dla terminali pakieto­
wych włączanych do PSBDN poprzez CSPDN albo PSTN (rys. 1). Rekomendacja 
ta jest w początkowej fazie opracowania; dotychczas opracowane zostały 
tylko propozycje identyfikacji i rejestracji zgłaszających się termira- 
li; pozostałe problemy są "for further study". W szczególności zapowie- 
dziano propozycje procedur dla poziomu liniowego i sieciowego; nf. .;ży 
się spodziewać, że na poziomie liniowym pozostanie LAP 3, dlatej? że 
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obecnie nie ma nic lepszego; natomiast na poziomie sieciowym mogę być 
realizowane procedury X.25 jak na rys. 2b, albo uproszczone procedury 

sieciowe, jak w terminalach TELETEX*u.

2.3. Komutowana sieć telefoniczna

Usługi PSTN polegaję na ustanawianiu połęczenia, jego utrzymaniu 

oraz rozłęczeniu. Nawięzywanie połęczenia odbywa się dwustopniowo, naj­
pierw wg numeru telefonu a następnie pakietem cali reguest wg X.25. 
Nawięzywanie połęczenia wg numeru telefonu może się odbywać ręcznie 

lub przy pomocy autowzywaka zgodnego z V.25 . Przesyłanie danych
może się odbywać zgodnie z proceduremi X.25; na poziomie liniowym prze­

widuje się również możliwość stosowania transmisji półdupleksowej, 
zgodnie z rekomendację T.71 [4J. Jak wynika z tablicy 1 sieć PSTN po­
siada najgorsze parametry użytkowe a dodatkowo mogę występować przerwy 

w połęczeniach. W jednak w przyszłości należy przewidywać jej wykorzys­
tanie w sieciach komputerowych. Nie do pomyślenia jest bowiem doprowa­

dzenie wszędzie gdzie potrzeba, sieci transmisji danych ze stykiem X.25 
czy X.21; byłoby to równoznaczne z powtórnym zbudowaniem następnych 

dwóch (z uwagi na dupleks) sieci telefonicznych. Należy przewidywać 
dostęp do sieci także małych zakładów pracy, małych miejscowości czy 
wsi a przede wszystkim terminali domowych. To chyba z myślę o nich 

rozpoczęto opracowywanie, wspomnianej już, rekomendacji X .32 z uwzględ­
nieniem opcji transmisji półdupleksowej . Terminale włęczane sę do sieci 

poprzez modemy, podane w tablicy 2. Przy okazji należy odnotować rozpo­
częcie produkcji modemów akustycznych, umożliwiajęcych realizację 
sprzężenia terminala z aparatem telefonicznym; modem taki został rów­
nież opracowany w kraju (modem MAK650, produkowany przez Spółdzielnię 

"ART" w Szczecinie). Oprócz terminali pracujęcych w trybie pakietowym, 

przewiduje się również włęczanie do sieci terminali asynchronicznych 
Cdteasm - na rys. 1); mogę one być włęczane do PSPDN poprzez PSTN lub 
CSPDN oraz urzędzenia przejścia z/na format pakiet owy (PAD), które sę 

częścię PSPDN. Współpraca terminali asynchronicznych z PSPDN odbywa się 
zgodnie ze standardami X.3 [s), X.28 i X.29 [1]• Coraz częściej słyszy 

się opinie, że proste terminale asynchroniczne o małej szybkości trans­
misji będę zanikały na korzyść terminali inteligentnych budowanych w 
oparciu o coraz doskonalsze mikrokomputery osobiste; w zwięzku z tym 

pod znakiem zapytania stawia się celowość uwzględniania PAD-ów w budo­
wanych obecnie sieciach komputerowych.
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2.4. Sieć zintegrowane

Podobnie Jak w sieciach CSPDN i PSTN, sieć ISDN realizuje usługi 

nawiązywania połęczenia, utrzymania połęczenia na czas transmisji da­
nych oraz rozłączania połęczenia(w oparciu o techniki komutacji kanałów. 
Procedury realizujące te usługi zawarte sę w rekomendacjach serii I, 

przedstawionych na rys. 2d. VI fazie transmisji danych mogę być stosowa­

ne procedury LAP B oraz procedury sieciowe X.25. Jeżeli terminal posia­

da "stare" styki X.21/X.21 bis, to jego podłęczenie do ISDN odbywa się 
tak jak przedstawiono na rys. 3.

il
ii

ii ------ 
ii

TA - adapter terminala, 
NT - zakończenie sieci, 
LT - zakończenie linii, 
S - podstawowy interfejs dostępu do ISDN (2x64 + 16} kb/s, 
T - pierwotny interfejs dostępu do ISDN 2.048 Mb/s.

Rys. 3. Sposób włęczenia DTE do ISDN 
Fig. 3. Support of DTE by an ISDN

Szczegółowe rozważania na temat dołęczania tego typu terminali do ISDN 
zawarte sę w rekomendacji X.3O [ij, która ukazała się po raz pierwszy 
w Red Book w 1985 r. VI tym samym czasie powstała rekomendacja X.31 flj , 

która zawiera opis włęczania terminala pracujęcego w trybie pakietowym 

wg X.25 do PSPDN poprzez ISDN.(rys. 1). Zgodnie z X.31, interfejs po­
między ISDN i PSPDN ma być realizowany wg X.75 [_5^|. Problemy współdzia­

łania ISDN z X.25 sę obecnie w fazie opracowywania; propozycje rozwię- 
zań omawiane były między innymi na Kongresie IFIP we wrześniu 1S86 r. 
i sę obszernie przedstawione w referatach i [_7^.

VI dniach 9-12 czerwca 1986 r. odbyła się w Londynie międzynarodowa 

konferencja poświęcona sieciom zintegrowanym. Z referatów wynika, że 
w krajach rozwiniętych, do 1990 r., połowa przesyłanych informacji, 

będzie przenoszona poprzez łęcza ISDN.
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2.5. Łączenie lokalnych- sieci komputerowych LAN do PSPDN

Interfejsy terminali (DTE) do sieci lokalnych są przedmiotem osob­

nych referatów i nie będą dalej omawiane. W tym miejscu, należy tylko 
zwrócić uwagę, że włączanie lokalnych sieci komputerowych do rozległych 

sieci komputerowych, odbywa się zs pomocą interfejsu X .25 (rys. 1). 
Z uwagi na to, że w sieciach lokalnych może pracować jednocześnie wielu 

użytkowników, nie stosuje się łączenia LAN do PSPDN poprzez PSTN i 

CSPDN.

3. SIECI METROPOLITALNE

Dotychczas,rozległe sieci komputerowe na terenach dużych aglomera­

cji miejskich, budowane są w topologii typu gwiazda. Urządzenia końcowe 
użytkowników komunikuję się ze sobą poprzez centrale komutacji pakietów 
(węzeł lub węzły) . Połączenia urządzeń z centralą realizowane są obec­

nie na liniach dzierżawionych a w przyszłości również na komutowanych 

liniach telefonicznych. Taka sieć metropolitalna ma na ogół połączenia 
z centralami na terenie innych miast, stanowiąc część rozległej sieci 

krajowej. Ostatnio rozważa się możliwość budowy sieci metropolitalnych 
typu backbone (kręgosłupowych) (rys. 4). Są to pierścienie obejmujące 

swoim zasięgiem całe miasto, do których dołączone są komputery oblicze­

niowe dużej mocy (H) oraz urządzenia terminalowe użytkowników (T).

Rys. 4. Sieć metropolitalna typu backbone
Fig. 4. Metropolitan area network backbone type

Pierścień jest szerokopasmowym kablem koncentrycznym lub światłowodem. 

W nośniku takim funkcjonuje jednocześnie kilka szybkich kanałów, np.: 

10 kanałów po 10 Mb/s każdy, Dest to więc rodzaj sieci lokalnej typu 
token ring, posiadającej duże rozmiary. Sieć taka, poprzez odpowiedni 

adapter może być połączona z krajową rozległą siecią komputerową 

PSPDN.
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4. JAKO^t POŁĄCZEŃ SIECIOWCH

W praktyce mogę występować duże różnice w jakości połączeń siecio- 

wych, uzyskiwane w różnych rodzajach sieci transmisji danych lub w róż­
nych wykonaniach sieci tego samego rodzaju, Jakość połączenia siecio­

wego oceniana jest wypadków? stopą błędu sieci transmisji danych (DCE)e 
a więc wynikająca zarówno z jakości linii łączących, jak i pośredni­

czących w połączeniu węzłów lub/i central komutacji, a także często­

tliwością upadkór; połączenia, a więc częstotliwością rozłączeń lub ze­
rować, Parametry liczbowe dotyczące jakości połączeń sieciowych podane 

są w X.213 oraz ISO/DIS8348. Ponadto wprowadzony został przez ISO po­
dział połączeń sieciowych na trzy następujące typy:

A - połączenia sieciowe z akceptowalną stopą błędu i akceptowalną 

częstością występowania, sygnalizowanych rozłączeń lub zerować;
3 - połączenia sieciowe z akceptowalną stopą błędu i nieakceptowalną 

częstością sygnalizowanych rozłączeń lub zerować;
C - połączenia sieciowe z nieakceptowalną przez użytkownika stopą 

błędu.

Urządzenia końcowe użytkowników (DTE), mogą być w znacznym stopniu 
uniezależnione od jakości połączeń sieciowych. Mechanizmy uniezależnie­

nia mogę być implementowane w DTE, w protokole transportowym, znajdują­

cym się na 4-tym poziomie Modelu Odniesienia. W ramach prcc ISO, opra­
cowano protokół transportowy zawierający 5 klas (0r4); szczegóły można 
znaleźć np. w [8]. VI dokumencie tym zalecane jest stosowanie, w zależ­

ności od typu wykorzystywanego połączenia sieciowego, następujących 
klas protokołu: 

typ A - klasa 0 lub 2;
typ 3 - klasa 1 lub 3; 

typ C - klasa 4.

Klasy protokołu 1, 3 i 4 zawierają mechanizmy utrzymywania połączenia 

transportowego (pomiędzy urządzeniami końcowymi), podczas upadku połą­

czenia sieciowego oraz samoczynnego uruchamiania procedur nawiązywanie 
nowego połączenia sieciowego. Klasa 4 posiada ponadto procedury CRC, 

które podobnie jak na poziomie liniowym, wykrywają i korygują błędy 
występujące w czasie transmisji. Warto zwrócić uwagę, że w przypadku 

sieci transmisji danych złej jakości (połączenia sieciowe typu C), 
sieć komputerowa funkcjonuje, ale czasy przesyłania informacji, zwłasz­
cza transfery dużych zbiorów, mogą być wielokrotnie dłuższe niż w sie­

ciach transmisji danych dobrej jakości.
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5. WNIOSKI

Na podstawie powyższych rozważań można sformułować następujące 

wnioski:
1 W sieciach komputerowych, podstawową technikę przesyłania informacji 

jest technika pakietowa; wynika to z wymaganej bardzo wysokiej 
wierności przesyłania informacji pomiędzy urządzeniami komputero­

wymi.
2 Sieci transmisji danych z komutację pakietów PSPDN są i w naj­

bliższych latach będę podstawę do budowy sieci komputerowych. W 

szczególności urządzenia końcowe z interfejsem X.25, będę podstawo­
wym sprzętem w sieciach komputerowych.

3 Docelowo, powszechną siecią transmisji danych dla sieci komputero­

wych, będą sieci zintegrowane (ISDN), służące jednocześnie do 

przesyłania danych, głosu, obrazów oraz filmów.

4 Docelowo należy przewidywać konieczność łączenia terminali pracu­

jących w trybie pakietowym do komputerów obliczeniowych, poprzez 

komutowaną sieć telefoniczną (PSTN).
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SERVICES AND STANDARDS OF DATA TRANSMISSION NETWORKS

In the paper review of the services and standards of different 
kinds of data transmission networks is presented. Ali the problems 
from uaers point of view are described. In particular PSPDN, CSPDN, 

PSTN and ISDN, and connections between these networkę are presented. 

Also the standards users DTE’s in different cases of connections are 
indicated. Finally sonę conclusions for present projects of Computer 
networks are sugested.

yCJDTB 0 CTAHJlAPTłl CETEfi EEPEJIAHK AAHŁK
B craiŁe npeflCTaMeH aKiyajiBHbifi npocMtup yciiyr z cianflapTOB 
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c io"xz apeHHH noaŁaoBaiejieił. B nacTaociz npeflcraBJieHH CBofiCTBa ceiefl 
nepe^awz Aarnoc c KOMMyianneił naKeioB, KOMMyiapzefl KanaJioB, KOMMympoBaB 
mw reJie^oHHŁK ceieił,HHierpHpoBaHHHX ceiefi z CBHseił Mesmy hhmz. OpzcaHH 
Tazse ciaHflapTH repMZHaaoB. B 3aKJnoqeHzz BHeaem npexnoJioxeHHH othoch— 
rejiBHO npoeKTOB hobmx ceiefi EM.
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P30J3KTCWANIB LOKALNYCH SIKCI KOMPUTEROWYCH, 
WYBÓR M3T0DY DOSTĘPU DO MEDIUM T3ANSMISYJNSGO

H pracy przedstawiono zagadnienie wyboru metody dostępu do medium 
transmisyjnego 'lokalnej sieci komputerowej.
Projektowanie lokalnej sieci komputerowej, poprzedzane analizą 
wymagań użytkowników, prowadzi do takiej konstrukcji sieci, która 
jest, według pewnego kryterium, najlepsza dla klasy zadań genero­
wanych przez użytkowników sieci. Analiza wymagań użytkowników 
obejmuje zarówno jakościowe jak i ilościowe wymagania. Rezultatem 
tej pierwszej są przede wszystkim wymagania na system przetwarza­
nia danych, podczas gdy wynikiem analizy wymagań ilościowych są 
parametry rozwiązania w określonej klasie rozwiązań sieciowych. 
System automatycznego przetwarzania danych dla przewidywanych 
zastosowań projektowanej sieci lokalnej jest uzależniony od algo­
rytmów przetwarzania zadań użytkowników, metod podziału zasobów 
sieciowych i algorytmów przydziału zasobów sieciowych. Dla usta­
lonych algorytmów przetwarzania zadań oraz metod podziału zasobów 
sieciowych, badany jest związek między algorytmami przydziału 
zasobów sieciowych a metodami przydziału zasobów komunikacyjnych 
oraz zagadnienie ich wzajemnego dopasowania.Przyjmując, że pro­
jektowana lokalna sieć komputerowa jest siecią magistralową 
a kanał transmisyjny pracuje w trybie rozgłoszeniowym, przeanali­
zowano przydatność znanych algorytmów dostępu do medium transmi­
syjnego do realizacji typowych transakcji przydziału zasobów 
sieciowych.

1 .WPROWADZENIE
rozproszony system komputerowy to system złożony z wielu autono­

micznych jednostek przetwarzających ogólnego i specjalnego przeznacze­
nia, połączonych systemem komunikacyjnym. System komunikacyjny umożli­
wia w tym przypadku nie tylko komunikację pomiędzy poszczególnymi 
jednostkami systemu ale także podział i przydział zasobów systemu. 
W rezultacie, zadania lokalne mogą być przekazywane i przetwarzane 
w różnych (odległych) jednostkach systemu. Przyczyną przekazywania 
zadań może być konieczność skorzystania z zasobów niedostępnych lokal­
nie lub możliwość wykonania zadania w korzystnejszych warunkach (np. 
w krótszym czasie) [24] •

Instytut Sterowania i Techniki Systemów, Politechnika Wrocławska,'. 
Wrocław
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Rozwój technik mikrokomputerowych i telekomunikacyjnych oraz potrzeba 
przybliżenia zasobów komputerowych do miejsc powstawania i wykorzysty­
wania informacji wpłynęły na rozwój systemów wieloprocesorowych: 
systemów wielodostępnych i sieci komputerowych. Obydwa wymienione 
rozwiązania są, w pewnym sensie, skrajnymi realizacjami systemów 
wieloprocesorowych: pierwsze są orientowane na przetwarzanie scentra­
lizowane podczas gdy drugie na przetwarzanie rozproszone i j. obsługę 
zadań użytkowych i dostęp do zasobów komputerowych w systemie rozpro­
szonego przetwarzania danych
Rozwój sieci komputerowych, będący następstwem postępu technologii 
i rozumienia korzyści wynikających ze stosowania przetwarzania rozpro­
szonego, doprowadził do wyodrębnienia dwóch grup rozwiązań sieciowych: 
rozległych (zdalnych, publicznych) sieci komputerowych i lokalnych 
sieci komputerowych (m.in. [ife] ). Podstawą takiego podziału jest 
uniwersalność i specjalizacja odpowiednio rozległych i lokalnych sieci 
oraz różne mechanizmy wykorzystywane do organizacji komunikacji między 
zasobami sprzętowo-programowymi komputerów sieci. Podczas gdy pod 
względem własności warstw wyższych architektury logicznej brak jest 
istotnych różnic w obydwu wymienionych grupach rozwiązań, to dla 
lokalnych sieci komputerowych charakterystyczne jest znaczne uproszcze­
nie systemu komunikacyjnego w porównaniu z systemem komunikacyjnym 
sieci rozległych. Z tego też względu, podstawą do podziału sieci 
lokalnych są charakterystyczne dla ich systemów komunikacyjnych: 
struktura topologiczna, metody dostępu do medium transmisyjnego oraz 
medium transmisyjne wykorzystywane w sieci [5,7,'IJ,24-] .

0 jakości dostarczanych przez lokalną sieć komputerową usług, 
podobnie jak i w przypadku rozległych sieci komputerowych, decyduje 
stopień dopasowania systemu komunikacyjnego sieci do rodzaju zadań 
realizowanych w sieci oraz wymagań użytkowników związanych z genero­
wanymi przez nich zadaniami użytkowymi. 
Rodzaj zadań obsługiwanych przez lokalną sieć komputerową oraz wymaga­
nia użytkowników (jakościowe i ilościowe) związane z obsługiwanymi 
zadaniami, decydują o algorytmach automatycznego przetwarzania i meto­
dach dostępu do zasobów [3]. Zarówno algorytmy automatycznego przetwa­
rzania jak i metody dostępu do zasobów (metody rozmieszczenia zasobów 
i metody ich udostępniania), tworząc system automatycznego przetwarza­
nia, określają wymagania pod adresem systemu komunikacyjnego sieci. 
Wymagania te mogą być spełnione w lokalnej sieci komputerowej poprzez 
dobór struktury topologicznej sieci, metody dostępu do medium i medium 
transmisyjnego. Przyjmując, że o doborze struktury, metody dostępu 
oraz medium decydują w głównej mierze odpowiednio: wymagania niezawod­
nościowe i technologiczne, wymagania jakościowe systemu automatyczne"" 
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przetwarzania oraz wymagania ilościowe użytkowników, istotne jest 
zadanie doboru odpowiedniej metody dostępu do medium transmisyjnego 
wykorzystywanego w lokalnej sieci komputerowej do systemu automatyczne­
go przetwarzania będącego rezultatem analizy wymagań użytkowników. 
Zadanie to jest elementem znacznie ogólniejszego problemu dopasowania 
systemu komunikacyjnego lokalnej sieci komputerowej do rodzaju wykony­
wanych. zadań i wymagań związanych, z wykonywanymi zadaniami. Zadanie to, 
jak i wymienione wcześniej bardziej szczegółowe zadanie może być 
sformułowane dwojako:
- dla danego systemu komunikacyjnego sieci taka organizacja obsługi 

zadań, która maksymalizuje stopień spełnienia wymagań użytkownika, 
lub

- dla danych zadań i ustalonych wymagań użytkowników taki system 
komunikacyjny który, dla przyjętego kryterium, jest optymalny 
w założonej grupie dopuszczalnych rozwiązań.

Zasadność tak sformułowanych zadań (dobór systemu komunikacyjnego lub 
jego poszczególnych elementów dla pewnej grupy zadań) w przypadku 
lokalnych sieci komputerowych wynika z tego, że realizacja zadań w 
lokalnej sieci komputerowej jest bezpośrednio uzależniona od metod 
dostępu a tym samym od metod przydziału zasobó?/ komunikacyjnyeh.Podobne 
zadania, w przypadku rozległych sieci komputerowych, są znacznie 
baj dziej złożone gdyż stosowane tam mechanizmy sterowania przepływem na 
różnych poziomach, metody doboru tras, złożone mechanizmy potwierdzeń, 
itd., tworząc złożony system sterowania komunikacją, utrudniają ekstra­
kcję związków jakości usług z poszczególnymi, stosowanymi w sieci 
mechanizmami.

Prace nad doborem odpowiednich metod dostępu do systemu komunika­
cyjnego lokalnej sieci komputerowej, dostosowanych do klasy zadań reali­
zowanych w sieciowym systemie rozproszonego przetwarzania danych, 
prowadzone są w związku z poszukiwaniem algorytmów sieciowych dla zadań 
identyfikacji i rozpoznawania [i] w pracach nad wykorzystaniem lokalnej 
sieci komputerowej NBTRX [2] do wspomagania prac badawczych i dydaktyki.

2 .LOKALNE SIECI KOMPUTESOS®

Jakkolwiek brak jest jednoznacznych i powszechnie uzawanych defi­
nicji lokalnych sieci komputerowych, to istnieje szereg ich własności 
charakterystycznych, spośród których eksponowane są między innymi 
następujące: wspólnie wykorzystywane medium transmisyjne, duże szybkości 
transmisji,' niska stopa błędów, geograficzne (przestrzenne) rozproszenie 
zasobów, itd.
Istotą tych definicji jest odnoszenie własności charakterystycznych dla 
lokalnych sieci komputerowych do rozwiązań właściwych dla sieci dużych.
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Porównując te dwie grupy rozwiązań sieciowych, dla lokalnych systemów 
sieciowych charakterystyczne są [19] !
- duża szybkość transmisji (do 10 Mbit/s) i niska stopa błędów (10-^), 
- bardzo prosty mechanizm potwierdzeń - w większości przypadków, 

potwierdzanie pojedynczych pakietów (wiadomości),
- krótkie wiadomości z krótkimi nagłówkami oraz brak konieczności 

segmentowania,
- minimalne wymagania na sterowanie siecią, przepływem i przeciążenia­

mi jako konsekwencja bardzo prostej struktury topologicznej,
- brak konieczności wyznaczania tras, jako następstwo wykorzystywania 

jednego medium transmisyjnego,
- małe opóźnienia wnoszone przez system transmisyjny z powodu małych 

odległości i dużych szybkości transmisji, oraz
- bardzo proste mechanizmy adresowania z powodu prostej struktury 

topologicznej.
Możliwość odrzucenia konieczności stosowania złożonych procedur stero­
wania i zarządzania systemem komunikacyjnym, charakterystycznych dla 
rozległych sieci komputerowych, powoduje, że system komunikacyjny 
lokalnej sieci komputerowej jest stosunkowo prosty i do opisu jego 
architektury wystarcza opis jego struktury topologicznej, metody dostę­
pu do medium transmisyjnego i samego medium transmisyjnego [22}. 
Trzy, wymienione wyżej elementy opisu, są także podstawą do podziałów 
dokonywanych w grupie lokalnych sieci komputerowych,

3 .PPOJBKTOWANIE LOKALNYCH SIBCI KOMPUTBEOOTCH

Projektowanie dowolnego systemu komputerowego, w tym także sieci 
komputerowych, jest zawsze związane z koniecznością dokonywania wyboru 
pomiędzy różnymi rozwiązaniami, zaspakajającymi różnym kosztem w różnym 
stopniu wymagania użytkowników. Z powodu mnogości alternatywnych 
rozwiązań, konieczne jest zdyscyplinowane postępowanie, pozawalające na 
precyzyjne zdefiniowanie zadania projektowania i otrzymanie rozwiązania 
tego zadania.Proces projektowania lokalnej sieci komputerowej można 
podzielić na następujące etapy [5j:
1, Analiza wymagań, celem której jest kodyfikacja żądań i oczekiwań pcd 

adresem sieci, pozwalająca na zdefiniowanie zadania projektowania 
oraz wybór różnych alternatyw rozwiązania. Analiza ta dotyczy tak 
istniejących jak i przewidywanych wymagań.

2. Formułowanie kryterium wyboru, celem uzyskania "wspólnego mianownika” 
umożliwiającego porównywanie alternatywnych rozwiązań.

3. Wybór rozwiązań alternatywnych wśród rozwiązań dopuszczalnych.
4 .1?ościowy opis otrzymanych rozwiązań alternatywnych.
5 . Wybór rozwiązania spośród różnych dopuszczalnych rozwiązań.
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Spośród pięciu wyżej wymienionych etapów, najistotniejszy jest etap 
pierwszy, gdyż pozostałe etapy, bazując na rezultatach etapu pierwszego 
służą praktycznie do weryfikacji i oceny rozwiązań wygenerowanych na 
podstawie przeprowadzonej analizy wymagań.3tap pierwszy jest także naj­
trudniejszy, gdyż w przeciwieństwie do czterech dalszych, których 
realizacja może być w znacznym stopniu oparta na metodach formalnych 
(analitycznych lub/i symulacyjnych) [6,10,23], tu muszą być wzięte pod 
uwagę także wymagania niewymierne.

Analiza wymagań, obejmująca żądania (wymagania które muszą być 
spełnione) i oczekiwania (wymagania które mogą być spełnione) dotyczy 
wymagań jakościowych i ilościowych.
Rezultatem analizy wymagań jakościowych i ilościowych są odpowiednio: 
Kierunek poszukiwania rozwiązania oraz obszar rotwiązań.
0 ki arunku poszukiwania rozwiązania zadania projektowania decydują:
- podstawowe atrybuty rozwiązania których spełnienie jest niezbędne 

aby rozwiązanie mogło być przyjęte jako dopuszczalne (klasy użytko­
wników, rodzaje zasobów, rozwiązania technologiczne, ograniczenia 
ekonomiczne, wymagane dostosowanie do istniejących standartów, itp.) 

- pożądane cechy automatycznego systemu przetwarzania danych (scentra­
lizowany, rozproszony, hierarchiczny, itd.), oraz

- dopuszczalne lub przewidywane zmiany zastosowań, technologii, 
standartów, możliwe do przewidzenia zmiany wymagań w następstwie 
zastosowania określonego rozwiązania, itd).

Określony przez wymienione wyżej grupy kierunek poszukiwania rozwiąza­
nia jest uszczegóławiany w wyniku analizy wymagań ilościowych.Stopień 
uszczegółowienia zależy od możliwości ilościowego oszacowania:
- liczby i lokalizacji zasobów sprzętowych (istniejących i przewidywa­

nych) ,
- charakterystyk strumieni danych w sieci, 
- charakterystyk jakościowych usług, oraz 
- charakterystyk sprzęgów sprzętowych i funkcjonalnych.

Dwupoziomowa, hierarchiczna analiza wymagań użytkowników jest konsekwe­
ncją tego, że zmiana wymagań jakościowych może w znacznej mierze 
zmienić klasę w której poszukiwane są rozwiązania, podczas gdy zmiana 
wymagań ilościowych powoduje zmianę parametrów w klasie rozwiązań 
(np. zmianę parametrów pojedynczych i sumarycznego strumieni danych 
generowanych przez użytkowników).

W analizie wymagań jakościowych najistotniejszym elementem jest 
określenie klasy automatycznego systemu przetwarzania danych.
0 ile bowiem podstawowe atrybuty rozwiązań i dopuszczalne oraz przewi­
dywane zmiany stanowią zbiór ograniczeń które muszą lub powinny byc 
spełnione,o tyle przyjęcie określonego systemu automatycznego przetwa­
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rzania ma decydujący wpływ na organizację przetwarzania i komunikacji 
w sieci, a dalej na charakterystyki ilościowe projektowanego systemu. 
0 systemie automatycznego przetwarzania danych decydują (Rys. 1):
- algorytmy przetwarzania danych, 
- podział zasobów, oraz
- algorytmy dostępu do zasobów.

Algorytmy przetwarzania danych, określone są przez przewidywane zasto­
sowania sieci tzn. przez rodzaje zadań użytkowników.Charakterystyka 
algorytmów polega na sprecyzowaniu ich możliwych dekompozycji, możli­
wych realizacji równoległych w następstwie przyjętej dekompozycji 
i wymagań na realizację zadania (komunikacja między procesami) [12] . 
Wymienione wyżej trzy elementy są wzajemnie związane w ten sposób, że 
im głębsza dekompozycja zadania, tym większa ilość możliwych operacji 
równoległych i tym większe zapotrzebowanie na transmisję między 
odpowiednimi procesami. Realizacja określonych algorytmów przetwarzania 
danych wymaga udostępnienia określonych zasobów, głównie procesorów 
i pamięci ale także zasobów transmisyjnych w przypadku przestrzennego 
rozproszenia tych pierwszych. Ponieważ w środowisku sieciowym wiele 
algorytmów (korzystających ze wspólnych zasobów) może być wykonywanych 
jednocześnie, wymagane jest istnienie algorytmów dostępu do wspólnych 
zasobów, uwzględniających wzajemne relacje pomiędzy różnymi zadaniami 
oraz relacje pomiędzy częściami tego samego zadania. Zadaniem tych 
algorytmów jest rozstrzyganie sytuacji konfliktowych powstających 
w rezultacie ubiegania się o te same zasoby, w tym samym czasie, przez 
więcej niż jeden procesów. W sytuacji gdy dostęp do zasobów odbywa się 
poprzez odpowiednie korzystanie z systemu komunikacyjnego, algorytmy 
dostępu do zasobów jednoznacznie określają sposoby korzystania z syste­
mu komunikacyjnego.
W lokalnych sieciach komputerowych, których system komunikacyjny oparty 
jest na jednym, wspólnie wykorzystywanym medium transmisyjnym, sposoby 
korzystania z systemu komunikacyjnego sprowadzają się w rzeczywistości 
do metod przydziału jednego kanału komunikacyjnego poszczególnym 
nadaniom użytkownika.
lak więc zadanie przydziału zasobów w lokalnej sieci komputerowej spro­
wadza się do przydziału dwóch kategorii zasobów: zasobów sieciowych 
(rozumianych jako zbiór procesorów, pamięci, urządzeń specjalizowanych, 
oprogramowania, itd) umożliwiających bezpośrednią realizację przetwa­
rzania danych (według odpowiednich algorytmów przetwarzania) oraz 
zasobów komunikacyjnych, umożliwiających pośrednio realizację przetwa­
rzania poprzez przekazywanie wyników i danych niezbędnych na poszcze­
gólnych etapach realizacji algorytmów. Zasoby komunikacyjne wykorzysty­
wane są także do przekazywania informacji dla celów synchronizacji 
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poszczególnych operacji przetwarzania. Dla zbiorów algorytmów przetwa­
rzania danych, dla których został ustalony podział zasobów sieciowych 
istotne jest to, w jakim stopniu mechanizm dostępu do systemu komuni­
kacyjnego pełni funkcje synchronizacyjne dla realizowanych algorytmów, 
0 przydatności mechanizmu dostępu do systemu komunikacyjnego dla 
określonego zbioru algorytmów, realizowanego w lokalnej sieci kompute­
rowej, decyduje ich wzajemne dopasowanie. W skrajnych przypadkach mogą 
to być następujące sytuacje:
- brak dopasowania tzn. wszelkie funkcje synchronizacyjne realizowane 

są poza systemem komunikacyjnym, a zadania systemu komunikacyjnego 
ograniczone są do przenoszenia nadawanych informacji,

- pełne dopasowanie tzn. stosowane metody dostępu do systemu komunika- 
cyjnego umożliwiają nie tylko przenoszenie nadawanych informacji 
ale również wybór i realizację komunikacji między procesami o odpo­
wiednich cechach (funkcje synchronizacyjne).

Jak zwykle w takich sytuacjach wszystkie rozwiązania pośrednie pomiędzy 
skrajnymi, włącznie z tymi ostatnimi, mogą być stosowane ale konsekwen­
cją mniejszego lub większego dopasowania są odpowiednio niższa lub 
wyższa jakość dostarczanych usług oraz mniej lub bardziej efektywne 
wykorzystanie zasobów komunikacyjnych sieci.
Za jak największym dopasowaniem przemawia także fakt, że z uwagi na 
stosunkowo niewielką moc obliczeniową instalowanych w sieciach lokal­
nych mikro lub/i mikrokomputerów, jedną z naczelnych zasad w trakcie 
projektowania jest dążenie do jak najmniejszego obciążania stacji 
sieci funkcjami komunikacyjnymi.
Reasumując, można stwierdzić, że w przypadku lokalnych sieci kompute­
rowych, jako rozproszonego systemu przetwarzania danych, celem analizy 
wymagań jakościowych jest określenie cech automatycznego systemu 
przetwarzania a następnie odpowiedniej metody dostępu do zasobów 
komunikacyjnych (Rys. 1).

4.ANALIZA WYMAGAŃ JAKOŚCIOWYCH NA SYSTEM KOMUNIKACJI LOKALNEJ 
SIECI KOMPUTEROWEJ

Typowe zastosowania lokalnych sieci komputerowych [3,22^ wymagają 
udostępnienia użytkownikom następujących możliwości [3*51 s
- zbieranie danych z procesów rzeczywistych i symulacyjnych, 
- konwersja danych,
- transmisja danych z miejsca ich zbierania lub/i przechowywania do 

miejsca ich przetwarzania lub/i przechowywania,
- rozproszone przetwarzanie (przetwarzanie lokalne, scentralizowane 

lub hierarchiczne), oraz
- przechowywanie danych i programów przetwarzania.
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Zastosowania lokalnych sieci komputerowych obejmują systemy automaty­
zacji prac biurowych, zarówno administracyjnych, jak i komputerowego 
wspomagania projektowania, w bankach, centralach handlowych, instytu­
tach badawczych i biurach projektowo-konstrukcyjnych, systemy rozsze­
rzonego wielodostępu w centrach obliczeniowych wyposażonych w duży 
system komputerowy, systemy zbierania i przetwarz"nia danych w czasie 
rzeczywistym, systemy sterowania procesami przemysłowymi, transportera, 
itd. Mimo różnych zastosowań, większość z wymienionych wyżej usług jest 
typowa dla wszystkich lokalnych sieci komputerowych, co najwyżej różne 
są proporcje pomiędzy wykorzystywanymi typami usług [$]. Analizując 
wymienione, typowe usługi lokalnych sieci komputerowych, można wyodrę­
bnić zbiór elementarnych transakcji związanych z udostępnianiem 
określonycn zasobów za pośrednictwem systemu komunikacyjnego sieci. 
Są to następujące transakcje:

1. I—*! tzn. transmisja informacji typu punkt-punkt.Transakcja ta
jest charakterystyczna dla systemu w którym nadawca informacji 
posiada dokładną informację o adresie odbiorcy.

2. 1—* m tzn. transmisja informacji w trybie rozgłoszeniowym, w tra­
kcie której informacja generowana przez nadawcę przeznaczona jest 
dla więcej niż jednego odbiorcy (transakcja charakterystyczna dla 
poczty elektronicznej).

3. Iz n(d) —* 1 tzn. transmisja informacji przez uporządkowany zbiór 
źródeł do pojedynczych adresatów (może być do tego samego) reali­
zowana po kolei, zgodnie z ustalonym dla źródeł porządkiem (tran­
sakcja charakterystyczna dla systemu zbierania informacji, w którym 
istotna jest kolejność nadawania przez źródła).

4. Iz n(p)—► 1 tzn. transmisja informacji przez zbiór źródeł do 
pojedynczych adresatów z tym, że w przypadku konfliktu źródeł 
wybierane jest źródło o największej wartości cechy charakterysty­
cznej (transakcja charakterystyczna dla systemów zbierania infor­
macji w których żądania generowane przez źródła mają różne priory­
tety a także dla systemów w których o jeden rodzaj zasobów może 
ubiegać się szereg procesów o różnych priorytetach). Istotą tej 
transakcji jest to, że przydział zasobów komunikacyjnych jest 
poprzedzany wyborem jednego ze źródeł wtedy gdy więcej niż jedno 
generuje żądanie transmisji.

5. 1 —» 1 z m(d) tzn. transmisja informacji przez jedno źródło do
jednego z ujść należących do uporządkowanego zbioru ujść. Transmi­
sje realizowane śą po kolei, zgodnie z uporządkowaniem zbioru ujsc. 
Dla tej transakcji ne jest uporządkowanie zbioru adresatów.
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6. 1—*-1 z m(p) tzn. transmisja informacji przez pojedyncze źródło 
'do jednego z ujść, będącego elementem zbioru ujść, z tym, że 
o wyborze tego ostatniego decyduje stan ujść (transakcja charakte­
rystyczna dla systemu w którym pojedyncze źródło ubiega się o dostęp 
do zbioru jednakowych zasobów, z tym, że zajętość tych zasobów 
stwarza konieczność wyboru np. zasobu wolnego lub mało obciążonego).

7. Iz n(d)—>-1 z m(d) tzn. transmisja informacji typu punkt-punkt, 
z tym, że istotne jest zachowanie kolejności par źródło-ujście 
biorących udział w transmisji (transakcja charakterystyczna dla 
sekwencyjnych algorytmów przetwarzania),

8. Iz n(d)—z m(p) tzn. transmisja informacji z zachowaniem 
uporządkowania po stronie źródeł, podczas gdy ujście wybierane jest 

i 
każdorazowo ze zbioru ujść na podstawie birżącego ich stanu.

9. Iz n(p)—>1 z m(d) tzn. informacje transmitowane są przez źródła 
do zbioru ujść udostępnianych w pewnym,,założonym porządku. Wybór 
po stronie źródła odbywa się na podstawie porównywania jakości 
źródła w przypadku konfliktu pomiędzy źródłami.

10. 1 z n(p)--»-1 z m(p) tzn. Informacje transmitowane typu punkt do
punktu, z tym, że po stronie źródeł konieczny jest wybór w przypad­
ku konfliktu, a po stronie ujść wybór jest uzależniony od stanu 
poszczególnych odbiorców. Transakcja to jest charakterystyczna dla 
systemu w którym wiele jednakowych zasobów udostępnianych jest 
jednocześnie źródłom żądań mogących mieć różne priorytety.

Wymienione transakcje charakteryzuje różny sposób przydziału zasobów 
sieciowych i komunikacyjnych, pozwalający na ich klasyfikację.
I tak dla transakcji (1) i (2) charakterystyczne jest to, że podział 
zasobów sieciowych jednoznacznie determinuje przydział zasobów siecio­
wych (tzn. pary źródło-ujście lub żródło-ujścia są ustalane ostatecznie 
w trakcie podziału zasobów) i jedynym zasobem rzeczywiście przydziela­
nym w czasie realizacji transakcji są zasoby transmisyjne.
Realizacjom transakcji (3) i (4) towarzyszy przydzielanie zasobów sie­
ciowych i komunikacyjnych. Konieczność przydzielania zasobów sieciowych 
wynika z tego, że podział zasobów określa tu. klasę użytkowników mogących 
korzystać z danego zasobu, natomiast sposób korzystania przez użytkowni­
ków danej klasy z danego zasobu jest rozstrzygany przez algorytm przy­
działu. W pierwszym przypadku, (3), zadaniem algorytmu przydziału jest 
nadzorowanie wcześniej ustalonego porządku, podczas gdy w drugim, (4), 
jest to rzeczywisty przydział "na bieżąco”. Przydział zasobów transmi­
syjnych jest tutaj poprzedzany przydziałem zasobów sieciowych po stro­
nie źródeł transmisji.
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Realizacja transakcji (5) i (6) przebiega podobnie do realizacji tran­
sakcji (3) i (4), z tym, że podział zasobów sieciowych definiuje grupę 
zasobów dla danego użytkownika.
Warunki realizacji transakcji (7)-(10) są o tyle inne od wcześniejszych 
że tutaj w wyniku podziału zasobów ustalane są grupy użytkowników 
korzystających z grup zasobów sieciowych i stąd bardziej rozbudowane 
zadania, konieczne do spełnienia przez algorytmy przydziału.
O ile w transakcjach (3) i (4) oraz (5) i (6) przydział zasobów trans­
misyjnych poprzedzany jest przydziałem zasobów sieciowych odpowiednio 
po stronie źródeł i ujść, to w transakcjach (7)-(10) przydział zasobów 
sieciowych konieczny jest tak po stronie źródeł jak i ujść. W transa­
kcjach (5)-(10) przydział zasobów po stronie ujść może być realizowany 
przed lub po przydziale zasobów komunikacyjnych. To czy zasoby sieciowe 
po stronie ujść przydzielane są przed czy po przydziale zasobów komuni­
kacyjnych, nie pozostaje bez wpływu na organizację systemu komunikacji: 
w pierwszym przypadku, po niezbędnych negocjacjach, transmisja ma 
charakter transmisji punkt-punkt; w drugim przypadku, po stronie ujść 
musi istnieć centrum decyzyjne wybierające dla odebranej informacji 
ostatecznego adresata (transmisja dwuetapowa).
Wybór odpowiedniego sposobu przydziału zasobów komunikacyjnych, będący 
jednym z zadań projektowania lokalnej sieci komputerowej, może być 
zatem związany z poszukiwaniem takiego sposobu przydziału zasobów 
komunikacyjnych, który jednocześnie mógłby rozwiązywać zadania przydzia­
łu zasobów sieciowych. Wiąże się to z koniecznością odpowiedzi na 
następujące pytania:
Jakie możliwości w tym zakresie posiadają znane metody dostępu stosowa­
ne w lokalnych sieciach komputerowych?, 
Czy istnieje możliwość skonstruowania takiej metody dostępu która 
rozwiąże w pełni zadanie przydziału zasobów sieciowych?, oraz 
Jakie metody dostępu powinny być zastosowane do realizacji wybranej 
transakcji wtedy gdy nie istnieje metoda dostępu bezpośrednio rozwią­
zująca wymagania danej transakcji?
W dalszych rozważaniach przyjmujemy, że system komunikacyjny lokalnej 
sieci komputerowej jest oparty na wielodostępnej magistrali pracującej 
w trybie rozgłoszeniowym.

5.METODY DOSTĘPU A REALIZACJA WYBRANYCH TRANSAKCJI

W celu zilustrowania możliwości wykorzystania znanych metod dostę­
pu do rozwiązywania zadań przydziału zasobów sieciowych, założymy, że 
wykorzystywane są następujące metody dostępu do medium transmisyjnego:
- CŚMA/CD (ang. Carrier Sense Multiple Access with Collision Detection) 
- przekazywanie znacznika (ang. token-bus), oraz
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- TDMA (ang. Time Division iiultiple Access).
tletddy te zostały wybrane spośród wielu znanych metod dostępu [7,14,15, 
17,20 i 21} , jako najczęściej wykorzystywane w istniejących instala­
cjach sieciowych. Przydatność tych metod do rozwiązywania typowych 
zadań przydziału zasobów ilustruje 'Tabela 1. Wybrane metody reprezentują 
trzy grupy metod dostępu t j . metody losowe (ang, contention), metody 
wyboru (ang. selection) i metody rezerwacji (ang. reservation) [14] .
(W Tabeli 1 "x" oznacza, że dana metoda dostępu w pełni spełnia wyma­
gania określonej transakcji. Lewa i prawa kolumna odnoszą się odpowie­
dnio do podstawowego i zmodyfikowanych algorytmów danej metody.)

Transakcja CSMA/CD T2MA

1 -»1 X X X X X X

1 -^m X X X X

1 z n(d)—*1 X X X X X

1 z n(p) -*■ 1 X X X

1—>1 z m(d) X
1 —► 1 z m(p) x
1 z n(d) —► 1 z m(d) x
1 z n(d) —►1 z m(p) x
1 z n(p) —• 1 z m(d) x
1 z n(p) —♦ 1 z m(p) x

Tabela 1. Przydatność metod dostępu do realizacji transakcji, 
labie 1. Access-control methods ability to solve transactions.

Zawartość Tabeli 1, wyraźnie świadczy o małej przydatności znanych 
metod dostępu do rozwiązywania zadań związanych z poszczególnymi tran­
sakcjami. Względnie duża przydatność metody przekazywania znacznika,to 
rezultat wbudowanego w metodę mechanizmu prioryfetowania. Rozwiązywanie 
transakcji typu (3) przy pomocy tej metody można osiągnąć przez przypi­
sanie wszystkim stacjom z grupy n(d) najwyższego priorytetu, niedostę­
pnego dla innych użytkowników. Obsługa transakcji (4) nie wymaga żadnych 
zmian w tej metodzie.
tlała przydatność omawianych metod dostępu wynika z tego, że nie dyspo­
nują one mechanizmem umożliwiającym wybór po stronie ujść.
Poprzez modyfikacje algorytmu CSMA/OD tzn. poprzez uzupełnienie podsta­
wowego mechanizmu o mechanizm rezerwacji (np. [17,18}) lub wyboru (np. 
[d]) można uzyskać metody rozwiązujące odpowiednio zadania transakcji 
(3) i (4). Podobnie, dobudowanie do podstawowej, statycznej metody TDMA 

mechanizmu dynamicznej rezerwacji (np.(14J), daje możliwość obsługi 
transakcji
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Analiza wymienionych wcześniej trzech metod dostępu do kanału transmi­
syjnego, pracującego w urybie rozgłoszeniowym, prowadzi do wniosku, że 
do obsługi transakcji możliwość poszukiwania odpowiednich
metod dostępu istnieje tylko w grupie metod wyboru, dla której to 
grupy charakterystyczne jest przeszukiwanie przed udzieleniem -Dozwole­
nia na transmisję. Wprowadzając do metody przekazywania znacznika 
dodatkowy mechanizm umożliwiający priorytetowanie po stronie ujść, 
istnieje możliwość, poprzez realizację dwustopniowej procedury przeszu­
kiwania [?], obsługi transakcji w których przydział zasobów komunika­
cyjnych jest poprzedzany przydziałem zasobów bądź po stronie ujść bądź 
po stronie źródeł i ujść.

Zadanie doboru odpowiedniej metody dostępu do zasobów komunika- 
cyjrjch dla określonych algorytmów przydziału zasobów sieciowych jest 
z gadnieniem wtórnym do tego w jaki sposób organizowane są algorytmy 
przydziału zasobów sieciowych.
Algorytmy przydziału zasobów sieciowych można podzielić biorąc za 
podstawę sposób gromadzenia informacji o stanie zasobów w sieci craz 
ilość informacji o stanie zasobów jaką posiadają poszczególni użytko­
wnicy. Algorytmy te można podzielić na scentralizowane i rozproszone, 
w obydwu grupach dokonując dalszego podziału w zależności od ilości 
informacji o zasobach (Hys. 2).
Dla poszczególnych, wybranych przypadków charakterystyczne jest to,że; 
- przydział zasobów sieciowych w systemie w pełni scentralizowanym 

oznacza, że istnieje centrum w którym gromadzone są informacje 
o zasobach i ich stanie a realizacja wszelkich przydziałów odbywa 
się poprzez korzystanie z usług tego centrum.

- przydział zasobów sieciowych w systemie lokalnie scentralizowanym 
polega na tym, że istnieją ustalone centra gromadzące informacje 
o zasobach i ich stanie. Oznacza to, że w sytuacji gdy istnieje 
jedno centrum, system jest systemem scentralizowanym, natomiast 
w sytuacji gdy liczba centrów równa jest liczbie użytkowników 
system jest systemem rozproszonym w którym lokalnie gromadzone z? 
informacje o zasobach i ich stanie jednego użytkownika.

- przydział zasobów w systemie rozproszonym z całkowitą informacją 
o zasobach i ich stanie oznacza, że całą informację o zasobach 
posiada źródło żądające dostępu do określonego zasobu, a tym samym 
wszystkie możliwe żądania mają jednoznaczne adresy.

- przydział zasobów w systemie całkowicie rozproszonym tzn. wtedy gdy 
informacja o zasobach i ich stanie gromadzona jest tylko w miejscach 
przechowywania zasobów oznacza, że przyznanie określonych zasobów 
wymaga przeglądnięcia wszystkich możliwych rozwiązań i wy brania 
spośród nich tego które zapewnia najwyższą jakość.
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Przyjęcie określonego systemu przydziału zasobów (scentralizowanego, 
rozproszonego,itd.) wpływa na sposób realizacji systemu komunikacyjnego 
a tym samym decyduje o niezbędnych do spełnienia transakcjach. Te osta­
tnie z kolei decydują o metodach przydziału zasobów komunikacyjnych - 
w rozważanym w tej pracy przypadku - o metodach dostępu do kanału 
transmisyjnego lokalnej sieci komputerowej.

6.PHZYŁLAD

Dla ilustracji zagadnienia dyskutowanego w tej pracy, rozważmy 
przykład systemu, przedstawionego na Bys. 3, będącego typowym przykła­
dem systemu rozproszonego [12] .
Wybór architektury lokalnej sieci komputerowej w przypadku systemu 
jak na Sys. 3, sprowadza się do wyboru struktury topologicznej, metody 
dostępu do medium transmisyjnego i medium transmisyjnego.
Załóżmy, że w omawianym przykładzie zadania realizowane są lokalnie 
a w razie konieczności skorzystania z zasobów rozmieszczonych w modu­
łach pamięci (1-m), generowane jest żądanie dostępu do pamięci. Obsługa 
żądania generowanego przez procesor polega na odpowiednim transferze 
z pamięci do pamięci lokalnej danego procesora. Zakładamy dalej, że 
zawartość modułów pamięci (1-m) jest taka sama, a żądania generowane 
przez procesory mają różne priorytety uzależnione od zadań wykonywanych 
przez poszczególne procesory. Przyjmując także, że żądania procesorów 
mają priorytet wyższy od żądań pamięci (żądania pamięci mają jednakowy 
priorytet), typowe dla tego przykładu są następujące transakcje:
- 1 z n(p) —oi z m(p)

Transakcja towarzysząca generacjom żądań przez procesory, wtedy 
gdy spośród kolidujących żądań należy wybrać żądanie o najwyższym 
priorytecie i przesłać je do modułu pamięci który jest wolny lub 
najmniej obciążony, oraz

- 1—► I
Transakcja towarzysząca generacjom żądań wtedy gdy nie występują 
kolizje oraz generacjom odpowiedzi przez moduły pamięci.

Dla skupienia uwagi, rozważmy możliwe rozwiązania dla obsługi żądań 
procesorów zakładając różne sposoby gromadzenia informacji o zasobach 
i ich stanie.
1. Jeżeli w danym systemie istnieje centrum posiadające wszystkie 

informacje o stanie wszystkich zasobów sieciowych, to realizacja tran­
sakcji 1 z n(p)-*• 1 z m(p) sprowadza się do realizacji dwustopniowej 
procedury:
- transmisja żądania (żądań) do centrum i wybór właściwego, oraz 
- 'wybór modułu pamięci i retransmisja wcześniej wybranego żądania. 
Oznacza to, że wyżej wymieniona transakcja zastała zdekomponowana na 



47
dwie prostsze transakcje! 1 z n(d)—wl oraz i—>1 (Rys. 4a). Uproszcze­
nie i dekompozycja transakcji początkowej wynika stąd, że konieczność 
wyboru źródła i ujścia zawarta w transakcji początkowej została prze­
niesiona z metody dostępu do centrum.

2. Jeżeli w danym systemie założyć istnienie dwóch centrów posiadają­
cych odpowiednio wszystkie informacje o stanie procesorów i pamięci, 
to realizacja omawianej transakcji sprowadza się do realizacji trzy­
stopniowej procedury:
- transmisja żądania (żądań) do centrum procesorów i wybór jednego, 
z żądań według wcześniej przyjętego kryterium, ■
- transmisja wybranego żądania do centrum pamięci, oraz 
- wybór modułu pamięci i retransmisja żądania.
Oznacza to, że w tym przypadku transakcja początkowa została zdekompo- 
nowana na trzy prostsze transakcje t j . 1 z n(d) —*1, 1 —5-1 i 1 —*-1 
(Rys. 4b).
3. Jeżeli w rozważanym systemie każdy z procesorów i modułów pamięci 

dysponuje całkowitą informacją o stanie zasobów sieciowych, to obsługa 
żądań sprowadza się do ustalenia przez każdy z procesorów jednoznacz­
nego adresu modułu pamięci a zadaniem metody dostępu do systemu komu­
nikacyjnego jest rozstrzygnięcie o realizowanym żądaniu, oznacza to, 
że transakcja początkowa jest zastąpiona przez transakcję 1 z n(p)—s-1. 
T.ybór modułu pamięci do którego adresowane będzie żądanie został 
przeniesiony z metody dostępu do poszczególnych procesorów generujących 
żądania (Rys. 4c). Sposób realizacji transakcji 1 z n(p)—s»1 został 
szczegółowo omówiony w £24].
4. -Jeżeli w omawianym systemie każdy z procesorów i modułów pamięci 

dysponuje informacją tylko o własnych zasobach, to obsługa żądań musi 
uwzględniać przegląd wszystkich zasobów i żądań w ramach metody dostę­
pu do systemu komunikacyjnego. Transakcja początkowa, w tym przypadku, 
nie może być zdekomponowana i zastąpiona przez złożenie kilku prost­
szych transakcji jak to miało miejsce w omawianych wcześniej przypad­
kach (Rys. 4d).
5. Jeżeli w danym systemie dostęp do modułów pamięci realizowany jest 

przez centrum pamięci, to transakcja początkowa może być zrealizowana 
dwuetapowo w postaci transakcji 1 z n(p) —s» 1 oraz 1—*>1 (Rys. 4e).

Przedstawione wyżej różne możliwości rozwiązywania zadania przy­
działu zasobów sieciowych w zależności od sposobu gromadzenia informa­
cji o zasobach i ich stanie nie wyczerpują wszystkich możliwych 
w tym przypadku sposobów dekomponowania transakcji początkowej. Ilustru­
ją one jedynie to, że istnieje wiele sposobów na rozwiązanie tak 
sformułowanego zadania. Jak z tego wynika pytanie o metodę dostępu 
jest jedynie częścią bardziej złożonego pytania o architekturę lokalnej 
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sieci komputerowej przeznaczonej do realizacji określonych zadań. Te 
ostatnie decydują o typie transakcji, będącej podstawą do poszukiwania 
struktury topologicznej sieci i metody dostępu.
Z przedstawionego przykładu wynika, że zadanie projektowania lokalnej 
sieci komputerowej, a dokładnie jej systemu komunikacyjnego, może 
byc postawione dwojako:
- dla przyjętego sposobu gromadzenia informacji o zasobach i ich sta­

nie oraz znanej transakcji początkowej znaleźć strukturę sieci 
i metodę dostępu umożliwiających realizację transakcji, lub

- dla znanych: struktury sieci i metody dostępu oraz znanej transakcji 
początkowej znaleźć taki sposób gromadzenia informacji o zasobach 
i ich stanie, aby umożliwić realizację transakcji początkowej.

W pierwszym z wyżej przedstawionych zadań, sposób gromadzenia informa­
cji decyduje o możliwych dekompozycjach transakcji początkowej, 
natomiast w zadaniu drugim posiadane możliwości wyboru wśród metod 
dostępu mogą decydować o strukturze systemu gromadzenia informacji 
o zasobach i ich stanie.
Możliwość realizowania określonej transakcji przez systemy sieciowe 
o różnej strukturze topologicznej w których wykorzystywane są różne 
metody dostępu do medium transmisyjnego powoduje konieczność posiadania 
miary "dobroci" poszczególnych, możliwych rozwiązań. Do tego celu mogą 
być przydatne powszechnie wykorzystywane miary jakości takie jak 
średnia przepustowość, średnie opóźnienie,itd., a zadaniem ich byłoby 
rozstrzyganie o przyjęciu lub odrzuceniu danego rozwiązania

7 .PODSUMOWANIA

Pozważane w pracy zagadnienie dopasowania metod dostępu do zaso­
bów komunikacyjnych lokalnej sieci komputerowej oraz algorytmów przy­
działu zasobów sieciowych dla założonego zbioru algorytmów przetwarza­
nia i ustalonego podziału zasobów sieciowych jest związane z wyborem 
określonego typu lub typów transakcji, realizowanych przez sieć, 
a następnie wyboru takich metod dostępu które umożliwiają realizację 
ustalonej transakcji. 
Zaproponowano zbiór podstawowych transakcji charakterystycznych dla 
najczęściej spotykanych zastosowań sieci komputerowych oraz oceniono 
przydatność powszechnie wykorzystywanych metod dostępu, reprezentują­
cych różne grupy metod, do realizacji poszczególnych transakcji. 
Na podstawie przykładu, wykorzystanego do zilustrowania prowadzonych 
rozważań, pokazano, że zadanie doboru metody dostępu do kanału trans­
misyjnego jest częścią bardziej ogólnego zadania doboru architektury 
lokalnej sieci komputerowej. Możliwość doboru struktury topologicznej 
i metody dostępu jednocześnie, daje szansę realizacji określonej
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zastosowania lokalnej sieci komputerowej 

ł
automatyczny system przetwarzania danych

I
algorytmy przetwarzania danych

podziat algorytmów 
dekompozycja

I 
podziat zasobów sieciowych 
(alokacja zasobów)

podziat funkcjonalny 
podział przestrzenny

algorytmy przydziału zasobów 
sieciowych

przydział zasobów sieciowych 
do realizacji jednego zadania

przydział zasobów sieciowych 
do realizacji wielu zadań

algorytmy przydziału zasobów komunikacyjnych

architektura lokalnej sieci komputerowej

struktura topologiczna
konfiguracja kanału transmisyjnego 
metoda dostępu do medium
medium transmisyjne

Rys. 1. Analiza wymagań jakościowych .
Fig . 1 . Qualitative reąuirements analysis.

Algorytmy przydziału zasobów 
sieciowych

rozproszone 
z pełną 
informacją 
o stanie 
zasobów

rozproszone

rozproszone 
z informacją 
tylko 
o stanie 
zasobów 
jednego 
użytkownika

Rys . 2 . Podziat algorytmów zasobów sieciowych .
Fig . 2 . NetWork resources scheduling algorithms division .
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Rys.3. System rozproszony do połączenia procesorów i pamięci .
Fig. 3. Distributed system for connecting processors and memory.

Rys. 4. Obsługa żądań w omawianym przykładzie .
Fig . 4. Access service in discussed example.
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transakcji w prostszy sposób niż wtedy gdy założona jest struktura to­
pologiczna sieci.
Dalsze prace w tym kierunku będą miały na celu znalezienie wskaźników 
ilościowych umożliwiających porównanie różnych rozwiązań i wybór 
najlepszego spośród dopuszczalnych.
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LOCAL AREA NETWORK DESIGN - ACCESS-CONTROL DISCIPLINE ADJUSTMENT 
PROBLEM

In the paper, the problem of access-control discipline adjustment 
in local area network designing process is discussed. 
Assuming that the tasks generated by users are served by distributed 
Computer system, i.e., local area network, both distributed data Proce­
ssing algorithms and network resource allocation determines network 
resource scheduling algorithms. Because the network resource scheduling 
is performed via network communication system, the problem which arises 
is: what kind of communication system access-control discipline should 
be adjusted for different kinds of network resource acheduling schemes. 
To answer this ąuestion, ten typical transactions that are usually 
performed in local area networks to meet resource scheduling gains, 
have been extracted. It wsa shown that some well-known access-control 
disciplines (CSMA/CD, token-passing and TDMA) to bus-type broadcast 
charnel have very Limited capability to serve the extracted transactions. 
A simple architecture for connecting processors and memory modules via 
local area network was used as an example to illustrate the discussed 
problem. The presented example was also used to show possible decompo- 
sitions of initial transaction into simple transactions chain which 
may be solwed using known access-control mechanisms.
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K KM^HjKAJŁMOHHO^
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WSPÓŁPRACA LOKALNYCH I ROZLEGŁYCH
SIECI KOMPUTEROWYCH-ZASADY I SPOSOBY IMPLEMEN­

TACJI

W pracy przedstawiono zasady współpracy lokalnych, i rozległych 
sieci komputerowych, na bazie prac standaryzacyjnych, prowadzonych 
na świecie. Zaproponowano rozwiązanie systemu sprzęgającego wg. 
tych zasad. Dla "dopasowania" protokołów komunikacyjnych sieci 
lokalnych i rozległych zaproponowano sposób doboru parametrów 
i opcji protokołów komunikacyjnych w sieciach lokalnych, a w szcze 
gólności sposób adresacji NSAP-ów w sieci LAN, przydział numerów 
kanałów logicznych oraz dobór rozmiaru pakietu, w LAN. Przedstawio­
ne rozwiązanie będzie wykorzystane dla łączenia sieci LAK/KASK 
i WAR/KASK.

1. WSTĘP

Podstawowym celem stosowania sieci komputerowych zarówno lokal­
nych jak i rozległych,jest zapewnienie użytkownikom sieciowym szybkie­
go i niezawodnego dostępu do zasobów, zazwyczaj zdalnych i dzielonych 
pomiędzy wielu użytkowników. Dla minimalizacji liczby operacji związa­
nych z fizyczną transmisją w sieciach, dąży się do takiego skonfiguro­
wania lokalnych sieci, aby gros transmisji sieciowych odbywało sic 
w obrębie poszczególnych sieci LAN.

Z uwagi na koszty zainstalowania i utrzymania zasobów, zazwyczaj 
"właściciel" sieci lokalnej nie jest w stanie zapewnić swoim użytkowni­

kom wszystkich, potrzebnych im zasobów w obrębie swojej sieci LAN. 
Stąd też potrzeba umożliwienia dostępu do zasobów innych sieci użytuo'.: 
nikom sieci lokalnych.

Odbywa się to bądź przez łączenie szeregu lokalnych sieci kompu­
terowych, bądź też poprzez łączenie sieci LAN z siecią rozległą-JA1>.

Idea tworzenia sieci rozległych - WAN obejmuje konieczność zapew­
nienia 'masowego użytkownika" dla efektywnego wykorzystania zasooów 
zainstalowanych vr sieci.Łączenie wielu lokalnych sieci z siecią roziv- 
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głą jest jednym ze sposobów spełnienia tego wymogu.
W niniejszej pracy przedstawiono ogólne zasady współpracy lo­

kalnych i rozległych siepi komputerowych, wyspecyfikowano problemy 
doboru parametrów i opcji protokołów komunikacyjnych w sieciach lokal­
nych dla współpracy z sieciami rozległymi Y.25 oraz przedstawiono 
architekturę systemu sprzęgającego sieci lokalne w sieciach WAN. 
Przedstawione w pracy problemy i propozycje ich rozwiązani a przewidy­
wane są do wykorzystania przy łączeniu lokalnych sieci LAN/KASK 
z krajową Akademicką Siecią komputerową KASK oraz z sieciami regio­
nalnymi .

2. ZASADY WSPÓŁPRACY LOKALNYCH I ROZLEGŁYCH SIECI KOMPUTEROWYCH

Łączenie lokalnych i rozległych sieci komputerowych musi zapew­
nić obok możliwości komunikowania się pomiędzy odpowiednimi komponen­
tami urządzeniowo-programowymi obydwóch typów sieci, wysoką efektyw­
ność poszczególnych sieci lokalnych, sieci rozległej oraz wymiany 
informacji pomiędzy nimi.. Różne media transmisyjne i różne zasady 
transmisji v tych dwóch typach sieci komputerowych prowadzą do ko­
nieczności rozstrzygnięcia szeregu kompromisów.

Jednym z podstawowych problemów są różne długości pakietów w lo­
kalnych i rozległych sieciach komputerowych. W sieciach LAN z uwagi 
na dużą szybkość transmisji, dużą odporność na zakłócenia i 52-bito- 
we zabezpieczenie kodowe preferowane są bloki o długości do 1512 
bajtów. Pozv;ala to na uzyskanie wysokiej efektywności przesłań.

W kolei w sieciach rozległych, przy niskiej jakości łączy 
i 16-to bitowym zabezpieczeniu kodowym dopuszczane są do transmisji 
•bloki - pakiety o długości znacznie niższej, zwykle 128 lub 256 
bajtów.

Przyjęcie kompromisowe odnośnie długości pakietów w sieciach 
lokalnych i rozległych musi uwzględnić również złożoność tzw. bram 
IWU-LAN/WAN X.25 Interworking Unit oraz zagadnienie opóźnień wprowa­
dzanych przez nie.

Podstawowym zadani em bramy - LWU jest "dopasowanie" zasad komu­
nikacji, w obydwóch typach sieci komputerowych, przy'zapewnieniu ma­
ksymalnej efektywności pracy sieci.Oznacza to dopasowanie lub konie­
czność transformacji protokołów komunikacyjnych obowiązujących w sie­
ciach lokalnych i sieci rozległej.

Z istoty mediów transmisyjnych protokół warstwy fizycznej różni 
sieci lokalne od rozległych. Różne są również zasady dostępu,ponie­
waż w sieci LAN istnieje wspólne medium transmisyjne, zaś w sieci 
WAN - podsieć komunikacyjna pracująca wg zasady stopniowego przesy­
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łania (store-and-forward).
Specyfika transmisji w sieciach rozległych oraz u sieciach lokal­

nych wykorzystujących media szerokopasmowe, pozwala na ujednolicenie 
zasad komunikacji - protokółów komunikacyjnych w warstwach - powyżej 
drugiej. Z uwagi na brak podsieci komunikacyjnej w sieci LAK, proto­
kóły poziomu LIC Jsą , zbliżone do protokółów poziomu pakietowego. 
Stąd też w nateriałach normatywnych f 2] przewiduje się implementację 
obsługi w IW trzech dolnych warstw architektury sieci.

Idea łączenia sieci lokalnych z siecią rozległą jest przedstawio­
na na rys. 2.1 [2] , na tle warstwowego modelu sieci LAN i WAN. Zgodnie 
z tą ideą protokóły warstw od trzeciej w górę w sieciach lokalnych 
i sieciach rozległych są identyczne.

Trzy podstawowe problemy związane ze współpracą sieci LAN i WAN 
na poziomie właściwego styku tj. .poziomie pakietowym, rozważono w dal­
szej części pracy. Są to zagadnienia: 
- adresacji NSAP-ów w sieci LAK 
- przydziału numerów kanałów logicznych 
oraz
- rozmiaru pakietu w sieci LAN.

Dopasowanie zasad obowiązujących w sieciach LAN i WAN na pozio­
mie pakietowym, jest możliwe poprzez dobór odpowiednich parametrów 
i opcji z zestawu dopuszczalnych. Takie podejście zaprezentowano 
w niniejszej pracy.

3. DOBÓR PARAMETRÓW I OPCJI PROTOKOŁÓW KOMUNIKACYJNYCH W SIE­
CIACH LOKALNYCH DLA WSPÓŁPRACY Z SIECIAMI ROZLEGŁYMI 2.25

3.1. Adresacja HSAP-ąw w sieci ŁAN

Współpraca sieci WAN z siecią LAK wymaga przyjęcia określonych 
ustaleń odnośnie adresowalna NSAP-ów (tj. punktów dostępu do usług 
warstwy sieciowej) w obu sieciach.
Ustalenia te powinny być zgodne ze standardem f1j.

Adres NSAP-u powinien identyfikować dany NSAP w obrębie całej 
sieci globalnej tj. sieci utworzonej przez połączenie sieci LAN 
z siecią WAN. Przydzielanie adresów NSAP-ów powinno zatem być koordy­
nowane przez Admi ni straćję sieci globalnej.
Sieć LAN stanowi zwykle część sieci globalnej zarządzaną przez od­
dzielną jednostkę organizacyjną nazywaną dalej Administracją sieci 
LAN. Aby zapewnić Administracji sieci LAN pewną niezależność od 
Admi ni straćji sieci globalnej w przydzielaniu adresów NSAP-ów, sieć 
LAN powinna tworzyć domenę adresową w sieci globalnej. Oznaczy, to 
zgodni p z f1J , że adres każdego NSAP-u sieci LAN składać się będzie 
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z dvpi części (rys.3.1):
IDP (InitialDomaihl Part) - część określająca domenę adresową w sieci 

globalnej),
332 (Domain Specific Part) - część identyfikująca NSAP w obrębie dome­

ny adresowej.
Część IBP dzieli się dalej na:
ATI (Aifthority and Pormat Identifier) - część określająca format 

części IDI oraz syntaktykę części DSP,
IDI (Initial Domain Identifier) - identyfikator domeny adresowej.

Format części IDI i jej zawartość określa Administracja sieci 
globilnej, natomiast dyntaktykę i zawartość części DSP-Administrac ja 
sieci -LAN. ' }

Spośród kilku zaproponowanych. w f 1J formatów IDI najwłaściwszym 
dla sieci budowanych, obecnie w kraju wydaje się format odpowiadający 
standardowi CCIII K.121.
V formacie tym IDI jest sekwencja cyfr o maksymalnej długości równej 
14. Część DSP może być określana za pomocą dwu rodzajów syntaktyk: bi­
narnej i. dziesiętnej. Wybór syntaktyki DSP zależy od specyfiki sieci 
LAK, jednakże wygodniejszą dla większości przypadków wydaje się syn- 
taktyka dziesiętna, w której 'wartość DSP jest wyrażana za pomocą cyfr 
dziesiętnych.Liczba tych cyfr nie powinna być większa niż 24. Każdej 
kombinacji formatu IDI i syntaktyki DSP odpowiada dwucyfrowa wartość 
części AFI. Dla formatu IDI zgodnego z X.121 i syntaktyki dziesiętnej 
DSP wartość ta wynosi. 36.

Adresy NSAP-ów w sieci WAN powinny być tworzone według tych samych 
reguł, jednakże może w nich być pomijana część DSP. Dopuszcza się więc 
istnienie domen adresowych zawierających tylko jeden NSAP.

Odpowiednio zakodowane adresy NSAP-ów przesyłane mogą być w po­
lach AF (Address Field) lub i AEF (Address Eztension Facility) pakie­
tów ustanawiających połączenia logiczne w warstwie sieciowej. Rozmiary 
pól AF mogą okazać się niewystarczające do zakodowania w nich pełnych 
adresów. W związku z powyższym proponuje się aby w pakietach pomiędzy 
r/RJ i stać jam i. sieci LAN adresy te umieszczone były w polu-AEF £2 J, 
Pole AF nie będzie wówczas wykorzystane. Każda cyfra adresu KSAP-u 
zapisywana będzie w polu AEF na jednym półoktecie - zgodnie z regułami 
kodowania dziesiętnego przedstawionymi w flji Część IDP powinna zos­
tać uzupełniona, o ile jest to konieczne, do maksymalnej liczby cyfr 
za pomocą zer prowadzących.

Powyższe zasady kodowania daresów NSAP-ów można przyjąć również 
dla pakietów przesyłanych pomiędzy stacjami w sieci LAN nie będącymi 
IWU, chociaż można stosować w takich przypadkach adresy skrócone, tj. 
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bez części IBP. Przyjmuje się wówczas domyślnie, że pominięta część 
IBP określa domenę odpowiadającą sieci LAN. Bral: części IBP w adresie 
NSAP-u powinien być odpowiednio zaznaczony, np. przez unii p^zczpri p cy­
fry zero na początku adresu (zgodnie z [jJ część ATI nie może zaczy­
nać się od cyfry zero).

Identyczne zasady przesyłania adresów NSAP-ów można zalecić także 
dla pakietów przesyłanych w sieci WAN. Zlecenie to mOże być jednak tru 
dne do zrealizowania w praktyce. Sieci WAN śą bowiem zazwyczaj siecia­
mi już istniejącymi. Często stosuje się w nich starsze wersje protoko­
łu 1.25, w których nie używa się jeszcze pól ATT. W przypadku różnych 
sposobów przesyłania adresów NSAP-ów w sieciach LAN i WAN zadaniem IW 
będzie dokonywanie konwersji danych adresowych w pakietach przesyła­
nych pomiędzy obiema sieciami.

Rozpatrzony zostanie dalej przykładowo sposób dokonywania takiej 
konwersji w IV.IT łączącym sieć LAN z istniejącymi sieciami MSK lub ASK.

W sieciach MSK ASK adresy NSAP-ów przesyłane są w polu AL pakie­
tów ustanawiających połączenia logiczne. Adresy te powstają przez zło­
żenie adresu węzła przełączającego, do którego podłączone jest BTE 
związane z danym NSAP-em oraz numeru tego BTE.
Adres węzła przełączającego składa się z od 1 do 6 cyfr i można go 
uważać za identyfikator domeny adresowej obejmującej wszystkie NSAP-y 
znajdujące się w BTE dołączonych do tego węzła. Numer BTE jest zawsze 
dwucyfrowy i można go uważać, za część BSP adresu NSAP-u. Część ATI 
nie jest przesyłana w pakietach - można domyślnie przyjmować, że jej 
wartość wynosi 56 (format X;1.21, syntetyka dziesiętna). Z punktu wi­
dzenia adresacji NSAP-ów najwygodniejszym sposobem połączenia sieci 
LAN z siecią MSK ASK jest potraktowanie IWU jako węzła przełączają­
cego posiadającego swój adres, natomiast stacji sieci LAN - jako BTE 
podłączonych do tego węzła i posiadających dwucyfrowe numery.
Numery BTE przypisane stacjom sieci LAN powinny być równe częściom 
BSP adresów NSAP-ów mieszczących się w tych stacjach.
Z powyższych ustaleń wynika, że liczba NSAP-ów sieci LAN mogących 
komunikować się z siecią MSE ASK nie może być większa niż 99 oraz , 
że części BSP adresów tych NSAP-ów muszą zawsze być dwucyfrowe i wy­
rażone w syntaktyce dziesiętnej. Adresy innych NSAP-ów w sieci LAN 
mogą być tworzone bez uwzględniania wymienionych ograniczeń.

Przedstawione rozważania prowadzą do wniosku,że konwersja adre­
sów NSAP-ów dokonywana w IWU polegać będzie na umieszczaniu odpowied­
nich fragmentów pola AEF pakietów odebranych z sieci LAN w pblu Au 
pakietów wysyłanych do sieci MSK ASK lub na czynności odwrotnej, 
co ilustruje rys. 3.2.



58

Jeśli nie przewiduje się łączenia sieci LAN z innego typu sie­
ci nmi WAN, wówczas w polu AEF zaniechać można zapisywania wartości 
AFI, a kodowanie części IDI ograniczyć do 6-ciu cyfr.

3.2. Przydział numerów kanałów logicznych

Metoda przydziału numerów kanałów logicznych powinna umożliwiać 
kojarzenie pakietów odbieranych w danym NSAP-ie z odpowiednimi połączę- • 
nj emj logicznymi wyłącznie na podstawie numerów kanałów logicznych za­
pisanych w tych pakietach. W sieciach LAN nie istnieje podsieć komuni­
kacyjna zapewniająca przydzielenie danego numeru kanału logicznego 
tylko jednemu połączeniu dochodzącemu do danego NSAP-u. W związku 
z powyższym zasady przydziału numerów kanałów logicznych określone 
w standardzie X.25 nie mogą być w sieciach LAN stosov.rane.

■ Sformułowane na wstępie wymaganie spełnia sposób przydzielania 
numerów kanałów logicznych przedstawiony w [4]. Sposób ten polega na 
stosowani u różnych numerów kanałów logicznych w paki etach przesyłanych 
z DTE Calling do DTE Called i w kierunku odwrotnym. Numery te są nego­
cjowane podczas ustanawiania połączenia logicznego w następujący spo­
sób.

DTE Calling w pakiecie GALL REQUEST umieszczs wartość 0 w polu 
określającym numer kanału logicznego. Wartość ta pełni rolę identyfi­
katora omawianego sposobu. W polu udogodnień pakietu CALL REOUEST 
umieszczana jest z kolei wartość numeru kanału logicznego, która powin­
na być używana w pakietach wysyłanych do DTE Calling. DTE Called wymy­
ła w odpowiedzi pakiet CALL ACCEPTED, który w polu numeru kanału logi­
cznego ma wpisaną wartość żądaną w pakiecie CALL REOUEST, natomiast 
w polu udogodnień - w^artość numeru kanału logicznego, która powinna 
być używana pakietach wysyłanych z DTE Calling. Ilustruje to rys.3.3.

Dodatkową zaletą przedstawionego sposobu jest to, że przydział 
numerów kanałów logicznych nie zależy od roli jaką przyjęło na siebie 
dane DTE we współpracy z odległym DTE (rola DTE lub DCE).

3.3. Rozmiar pakietu w sieci ŁAN

Jako normalny a zarazem domyślny rozmiar pakietu (rozumiany jako 
maksymalna długość pola danych w pakietach DATA) w sieci LAN proponu­
je się przyjąć 1.024 bajty. Jest to największy rozmiar pakietu zgodny 
zarówno ze standardem X.25 jak również ze standardem IEEE802. Dopusz­
cza się jednocześnie negocjowanie rozmiaru pakietu podczas ustanowie­
nia połączenia logicznego przez każdą stac.ję sieci LAN - w- tym IW.
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Przyjęcie wyżej podanego rozmiaru pakietu pozwala efektywniej 
wykorzystać możliwości sieci LAK jednakże wprowadza pewne komplikacje 
we współpracy sieci LAN z sieciami WAR, w których z reguły stosuje 
się mniejsze rozmiary pakietów - zazwyczaj 128 bajtów. Wynikają 
z tego określone konsekwencje odnośnie funkcjonowania BTU.Rozpatrzo­
ne zostaną dwa typy IWU: 
Typ A - IWU ma możliwość segmentacji i składania pakietów. 
Typ B - IWU nie ma możliwości segmentacji i składania pakietów.

IWU typu A

Kie jest konieczne negocjowani e rozmiaru pakietu w sieci LAN. 
Przyjmuje się domyślnie wartość 1.024.

Przesyłani u pakietów LATA przez IW towarzyszą procesy segmenta- 
cji(dla kierunku z LAN do WAL) i składani a (dla kierunku z WAN do LAN). 
W pakietach tworzonych w wyniku segmentacji odpowiednio ustawione mu­
szą być bity M i D tak, aby możliwe było odtworzenie z tych pakietów 
jednostki danych usługowych NSDU (pakietu pierwotnego) oraz, aby pra­
widłowo funkcjonował mechanizm potwierdzeń typu end-to-end. Konsekwen 
cją różnych rozmiarów pakietów na stykach LAN IWU oraz IWU WAN jest 
różna numeracja pakietów DATA na tych stykach. Wobec powyższego IWU 
dokonywać musi konwersji parametrów P(R)i P(J5) w pakietach DATA, RR, 
RUR i REJ przesyłanych pomiędzy sieciami LAN i WAN. Przykład posługi­
wania się bi tami M i D oraz określania wartości parametrów P(h)i PCS) 
w B'IU przedstawiono na rys. 3.4. Rysunek ten ilustruje przesyłanie 
pakietów DATA zarówno z sieci LAN do WAL jak i w kierunku odwrotnym. 
Zgodni p. z rysunkiem, pola danych paliietów DATA wysyłanych z LAN do 
IWU (kolumną 1) dzielone są na cztery segmenty. Każdy z tych segmen­
tów wysyłany jest do sieci WAN w postaci pojedynczego pakietu DATA 
(kolumna 2). Pakiety te z wyjątkiem ostatniego mają bit M=1. Bit D 
w pakiecie przesyłającym ostatni segment ma wartość taką samą jak 
w pakiecie pierwotnym. W pozostałych pakietach bit ten ma wartość 
zero. Sekwencji pakietów DATA wysyłanych z IWU do WAN odpowiada se­
kwencja pakietów RR odbieranych z sieci WAR (kolumna 3) potwierdzają­
cych odbiór pakietów DATA.

Spośród wspomni anych pakietów RR tylko te, które potwierdzają 
odbiór ostatniego segmentu pakietu pierwotnego przesyłane są dalej 
do sieci LAN ze zmienioną wartością parametru P(R) (kolumna 4). 
W analogiczny sposób rozpatrzyć można przesyłanie pakietów DATA 
w kierunku odwrotnym. W takim przypadku BAJ musi być zdolne do gene­
rowania pakietów RR potwierdzających odbiór z sieci WAN każdego pa­
kietu DATA z bitem D=0. Pakiety RR potwierdzające odbiór z sieci 'JAN 
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pakietów BATA z bitem D=1 są tworzone w LWU z pakietów RE odebranych 
z sieci LAIJ.

Możliwość segmentacji i składania pakietów w IWU nie będzie wyko- 
zystana, jeżeli maksymalny rozbiór jednostki danych transportowych 
IDU będzie równy rozmiarowi pakietu w sieci WAE.Biorąc pod uwagę, 

że podstawowym rozmiarem TBDU w sieciach WA1T jest 128 bajtów stwier­
dzić można, że stosowanie LWU typu A jest celowe wtedy, gdy umożliwi 
ono komunikowani e się sieci LAK z inną siecią LAK poprzez sieć WAK 
(przy założeniu, że w obu sieciach LAK stosuje się duże rozmiary TPDU).

BiU typu B

rcdczas ustanawiania połączeń logicznych IWU powinno dążyć do wy­
negocjowania w sieci LAD takiego rozmiaru pakietu jaki jest stosowany 
w sieci WAB.

Jeżeli połączenie logiczne ustanawiane jest z inicjatywy stacji 
LALI, wówczas pakiet CALL IL^UBST nie musi zawierać jawnego żądania 
rozmiaru, co oznacza propozycję rozmiaru 1024 bajty. LWU powinno wska­
zać u pakiecie CALL COKIBCTED wysyłanym dc LAN rozmiar taki jaki przy­
jęto (lub wynegocjowano) na styku IW WAL. Podczas uztcxcwieniŁ połą­
czenia z inicjatywy sieci WAK,IW powinno wskazać w pakiecie INCOMING- 
CALI przesyłanym do LAK rozmiar pakietu żądany przez sieć WAM. W obu 
przypadkach rozmiary pakietów wskazane przez IWU powinny być obowiązu­
jące dla stacji LAK;

Bakiety DATA a także RR, RNR, RBJ przesyłane będą przez IWU pra­
wie transparentnie, tzn. zmieniane będą jedynie numery kanałów logicz­
nych.

IDP

AFI IDI DSP

Rys. 3.1. Dostać adresu NSAP-u
Big. 3.1. MSA? adiress format
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Rys.3.2. Zasady określania zawartości pól adresowych 
pakietów w IW łączącym sieć IAR z sieciami 
MSK lub AS Z

Fis*. Addzress fields in T'.<U packeirs

DTE
Calling

DTE
Called

Rys. 3.3. Ilustracja sposobu przydzielania numerów kanałów 
logicznych; N-pole numeru kanału logicznego, 
U-pole udogodnień

Fig. 3.3. Assignment of logical ehaunnel numbers
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i 2

Pakiety DATA

IWU LAN WAN IWU
lub lub

LAN IWU IWU WAN

Pakiety PR

IWU WAN 
lub

LAN IWU 
lub

IWU LANWAN IWU

M=1,D=O 
P/s/=O

—

P/R/=l

M=1,D=O 
P/s/=l P/R/=2

M=1,D=O
P/s/=2 P/R/=3

M=O,D=1 
P/s/=O

M=O,D=1 
P/s/=3 P/R/a4 P/R/=l

M=1,D=O
P/s/=4 P/R/=5

M=i,D=O
P/s/=5 P/R/=6

M=1,D=O 
P/s/=6 P/R/=7

M=O.D=O 

P/s/=l
M=O,D=O 
P/s/=7 P/R/=O P/R/=2

Rys.3.4. Zasady przetwarzania pakietów DATA i RR w IW typu A
Dij. 3.4. Conrertinę the DATA and RR packęts into IW packets

4. ARCHITEKTURA SYSTEMU SPRZĘGAJĄCEGO SIECI LCYALKE Z-SIECIĄ 
ROZLEGŁĄ *

Zgodnie z zasadami współpracy lokalnych i rozległych sieci 
komputerowych przedstawionymi w pkcie 2, obejmującymi zgodność proto­
kołów’ komunikacyjnych, ich parametrów i opcji w obydwróch typach sieci, 
od poziomu trzeciego w górę, architektura systemu sprzęgającego zapew­
nia możliwości "dopasowania" dolnych warstw o różnych protokołach.
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Warstwy fizyczne i łącza danych, a w zasadzie podwarstwa dostępu, 
są zorientowane na medium transmisyjne i charakterystyczne dla różnych 
typów sieci.

System sprzęgający IWU ma- zapewnić przezroczystość sprzętową 
jednego typu sieci dla drugiego typu sieci. Architektura IW spełnia­
jącego w/w wymagania jest przedstawiona na rys. 4.1

LANWAN

WAN LAN

Rys.4.1. Architektura systemu sprzęgającego LAI;/wAu
Fig. 4.1. Architecture of lAN/WAN interfacing system

5. WIOSKI KOŃCOWE

Przedstawione w pracy koncepcje rozwiązania systemu sprzęgającego 
lokalne sieci komputerowe i sieci rozległe odpowiada światowym trendom 
w tym zakresie, ponieważ zakłada się zgodność protokołów warstw wyż­
szych - powyżej trzeciej,w obydwóch typach sieci. Implikuje tc ko­
nieczność dopasowania jedynie protokołów warstw* dolnych zorientowanych 
na medium transmisyjne.

Tego typu koncepcja pozwala konstruować systemy sprzęgające jako 

-urządzenia niezbyt skomplikowane i wprowadzające nieznaczne opóźnienia 
przy wymianie informacji pomiędzy sieciami LAN i WAN.

Przedstawione powyżej rozwiązanie będzie wykorzystane w łączeniu 
sieci lokalnych LAN KASK z siecią WAN KASK.
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INTERWORKING LAN AND WAN - PRINCIPLES AND IMPLEME1TTATI0NS

In the paper, the LAN and WAN interworking principles based on 
International standards, are presented. A proposal of gateway eon » 
StTuction according these principles is dęscribed. In order to obtain 
"compatibilities" of the LAN and WAN protocols, the mean of parameters 
selection and options of the LAN protocols are presented: in detail 
the way of adressing NSAP, the way of the numbers of logical_channels 
allocation and the selection cf packets size in the LAN is discussed. 
The presented solution will be applied within LAN KASK and WAN KASK 
interworking.

COTPyWIBCTBO JIOKAJGEHŁK U KIPOKMX KOMIMTEPHEK CETEfi - nP/WCIH 
M CnOCOBU ^mWEHTAIW

B paÓOTe npencTaBJieHH npnHmmn coTpynHnuecTBa AOKajiLHHx h nmpoKMx 
KOMnŁOTepHHx ceTeft Ha óase np0B0AHMHX b mpe CTannapn30BaHHHX paóOT. 
npejpioseno penieHHe cueiuiHmiea cacTeMH no 3thm np^HiinnaM. JUh "nonOopa" 
upoTOKonoB KOMMyHBjcamioHHHx AOKa^BHHx h mHpoKHx ceiefi npejyioseH cnocoó 
OTÓopa napaweTpoB n omma KOMMyHHKan0OHHHX upotokojiob b JioKawiBHHx ceTHx, 
ocoóeHHO cnocoó ajjpecnpoBaHHH ksap b coth LAN|, upajana HoiwepoB Aorimec- 
kzx KaHajioB i oTÓop pasMepa naKeia b LAN . npencTaBjieHO pemenne ncnoAŁ3y- 
OT ®IH CCenHHeHHH COTeg LAN/kask!U WAN/KASK..
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ROZPROSZONE PRZETWARZANIE ZATAI?
W SIECI KOMPUTEROWEJ

Jedną z usług świadczonych przez sieć komputerową jest usługa 
transferu i manipulacji zadaniami ( JTM) objęta standaryzacją 
przez Międzynarodową Organizację ds. Standardów ( ISO). W pracy 
przedstawiono aktualny stan prac standaryzacyjnych nad wymienioną 
usługą. W pierwszej części pracy podano ogólną strukturę oraz 
zasady funkcjonowania systemu transferu i manipulacji zadaniami. 
Następnie określono zakres oraz przeprowadzono klasyfikację usług 
JTM, koncentrując się na opisie tzw. klasy podstawowej, będącej 
przedmiotem oddzielnego standardu.

1. WSTĘP

Sieć komputerowa łącząc odległe systemy komputerowe, stanowi tym 
samym naturalne środowisko rozproszonego przetwarzania zadań. Pojęcie 

rozproszenia może tu odnosić się do podziału zadania na fragmenty 
przeznaczone do współbieżnego wykonania w różnych systemach komputero­
wych, a także może oznaczać, że dane potrzebne do jego realizacji są , 
rozmieszczone w pamięciach różnych systemów oraz że wyniki obliczeń 
zadania mają być rozesłane do różnych systemów. W rozwoju architektur 
sieci komputerowych, w tym także w architekturze systemów otwartych 
ISO, zestaw mechanizmów umożliwiających użytkownikowi rozproszone prze­

twarzanie zadań został zgrupowany w tzw. usługi transferu i manipulacji 
zadań ( ang. - Job Transfer and Manipulation Services - JTM).

Celem artykułu jest przedstawienie zakresu usług JTM oraz przegląd 
najistotniejszych problemów funkcjonowania systemu rozproszonego prze­

twarzania zadań. Prace nad zdefiniowaniem JTM są intensywnie prowadzone

^Politechnika Wrocławska, Centrum Obliczeniowe, Wrocław 
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przez ISO. Aktualny stan tych prac, chociaż znacznie zaawansowany 

[12,13], jest jeszcze odległy od pełnego zakończenia. Należy podkreślić, 
że koncepcja i usługi JTM hyły wcześniej opracowywane przez pojedyncze 
kraje zaawansowane w rozwijaniu i stosowaniu sieci komputerowych. Wiele 

z tych koncepcji, zwłaszcza proponowanych w brytyjskim protokole NI JTM 
[8,9], który był także podstawą projektu standardu dla sieci MSK [1,2], 

zostało przejęte przez rozwiązania ISO.
Usługi JIM są pośrednikiem pomiędzy użytkownikiem, który formułuje 

zadanie sieciowe, a zespołem realizatorów, który może uczestniczyć 
w realizacji tego zadania. Usługi JTM są ulokowane w warstwie aplikacji 
modelu referencyjnego OSI [18]j należą one do usług świadczonych przez 

jednostki tzw. specjalizowanych usług aplikacyjnych [Specialized Appli­
cation Service Entities - SASE J [16]. Użytkownikiem usług JTM może być 

użytkownik fizyczny lub program, zaś realizatorem zadań sieciowych 

systemy operacyjne lokalnych systemów komputerowych. Zarówno użytkownik 
jak i realizatorzy przetwarzania zadania sieciowego są abstrakcyjnie 

określani jako tzw. agencje. Standaryzowany zakres usług JTM obejmuje 

właśnie kontakt systemu JTM z mającymi do niego dostęp agencjami. 
Usługi, których system JTM dostarcza agencjom zależą od roli jaką od­
grywają w procesie przetwarzania zadania. Dlatego wyróżnia się agencje 
inicjujące - reprezentujące użytkownika formułującego zadanie sieciowe; 
agencje źródłowe - reprezentujące te systemy komputerowe bądź ich ele­
menty, które dostarczają dane do zadania; agencje przetwarzające - re­
prezentujące systemy wykonujące obliczenia na dostarczonych danych; 

oraz agencje docelowe - reprezentujące te systemy, dla których są prze­
znaczone wyniki obliczeń zadania. Oczywiście pewien element lokalnego 
systemu operacyjnego, np. system zbiorów, będzie mógł pełnić rolę róż­
nych agencji, np. agencji źródłowej lub docelowej, w zależności od tego 

jaką rolę spełnia w przetwarzaniu danego zadania. Agencjami mogą być 
także aplikacje sieciowe np.: stacja transferu zbiorów może pełnić rolę 
agencji źródłowej bądź docelowej.

roziom usług, które system JTM dostarcza, wynika z założenia, że 

użytkownik:
- wskazuje te systemy komputerowe, które mają uczestniczyć w pro­

cesie realizacji zadania i określa porządek oraz sposób ich wykorzy-
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stania,

• - posiada odpowiednią znajomość własności i funkcji tych systemów, 
a w szczególności ich języki opisu sterowania zadaniami ( job control 

and response languages).

Obecnie rozróżnia się dwie klasy usług tzw. podstawową ( basie class) 
oraz pełną (fuli class). Klasa podstawowa jest przedmiotem oddzielnej 
standaryzacji [12].

2. C GO IM A STRUKTURA SYSTEMU JTM

System JTM składa się ze współpracujących ze sobą stacji JTM, posa­
dowionych w oddzielnych systemach komputerowych (rys. 1 ), których współ­

praca polega na wzajemnym przekazywaniu do realizacji tzw. opisów zadań. 

Usługi, których dostarcza system JTM, za pośrednictwem tzw. prymitywów 
(poleceń ) usług, są dostępne agencjom funkcjonującym w tych systemach. 
Natomiast usługi, z których korzysta, to usługi: systemu diagnostyki 
i odnowy informacyjnej (OCR - Commitment, Concurrency and Recovery), 

systemu zarządzania asocjacjami (KCAS - Kernel Common Application 
Service ) oraz usługi warstwy prezentacji. Stacja JTM wykorzystuje wymie­

nione usługi w różnych fazach swojej działalności.
Wykorzystanie usług KCAS służy zakładaniu i kasowaniu asocjacji po­

między współpracującymi stacjami JTM. Pojęcie asocjacji stanowi uogól­

nienie pojęcia sesji. Ustanowienie asocjacji polega, w uproszczeniu, na 
wynegocjowaniu parametrów połączeń sesyjnych oraz kontekstów prezenta­
cyjnych. Raz ustanowiona asocjacja pozwala na wznawianie kolejnych sesji 
z powołaniem się na parametry wynegocjowane dla pierwszego z połączeń 

sesyjnych. Własności ustanowionych asocjacji dotyczą m.in.:
- własności wymaganych przez OCR;
- ustalenia kontekstów prezentacyjnych tzn. ustalenia abstrakcyjnych 

syntaktyk dla obiektów stanowiących elementy transferu pomiędzy 

stacjami JTM (abstrakcyjne syntaktyki dla opisów zadań oraz dołą­
czonych do nich dokumentów) oraz obiektów stanowiących elementy 

OCR;
- adresacji obiektów, które wykorzystuje asocjacja;
- jakości połączeń ( stopy niewykrywalnych błędów transmisji, czę­

stotliwości zrywania usług).
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Wykorzystanie usług CCR ma służyć zapewnieniu niezawodnego transfe­
ruj, w tym odpowiedzialności za przesyłane zadanie (w danym momencie 

czasu za każde zadanie sieciowe ponosi odpowiedzialność dokładnie jeden 

system komputerowy). Usługi CCR dostarczają też zwrotnej informacji 
diagnostycznej o niepowodzeniach. w kontaktach pomiędzy współpracującymi 

obiektami. Usługi CCR są, zgodnie ze standardem, wbudowane w prymitywy 
usług wymieniane pomiędzy stacją JTM a skojarzonymi z nią agencjami oraz 
w komendzie transferu opisu zadań pomiędzy stacjami JTM.

Współpraca stacji JTM z warstwą prezentacji polega tylko na wyko­
rzystaniu usługi P-DATA, czyli na przesyłaniu elementów transferu w od­
powiednim, wcześniej uzgodnionym kontekście prezentacji, poprzez usta­
nowioną uprzednio asocjację pomiędzy komunikującymi się stacjami JTM. 

Podstawowa klasa usług JTM wykorzystuje tylko pojedyncze jednokierunkowe 
prymitywy P-DATA.

LI - lokalne środowisko systemowe ( Local System Environment)
JTMS - system usług JTM (JTM System )

A - agencja (Agency)
JTME - stacja JTM (JIM Entity)
SAP - punkt dostępu do usług (Service Access Point)

Rys. 1. Ogólna struktura systemu usług JTM
Fig. 1. The global structure of JTM serrice
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3. ZASADY FUNKCJONOWANIA SYSTEMU JTM

Stacje JTM prowadząc ze sobą współpracę wymieniają opisy przekazy­
wanych sobie do realizacji zadań. Opis zadania składa się zasadniczo 

z trzech części. Pierwsza część zawiera informacje sterujące, dotyczące 
całego zadania oraz tego jego fragmentu ( podzadania), które ma być wyko­
nane w systemie, do którego jest przesyłane. Druga - zawiera zbiór doku­
mentów (danych) związanych z wykonywanym zadaniem. Trzecia część zawiera 
również informację sterującą dotyczącą jednakże tych fragmentów zadania, 
które mają być wykonywane w dalszej kolejności - są to tzw. szkielety 
opisów nowych podzadań.

Ogólnie opis zadania ( work specification ) zawiera informacje po­

trzebne do:
- identyfikacji zadania i określenia miejsca oraz czasu jego po­

wstania,

- autoryzacji zadania,
- określenia miejsc przesyłania i zawartości raportów z postępów 

realizacji zadania,
- określenia typu zadania,

- pilności realizacji,
- identyfikacji systemów, które mają uczestniczyć w przetwarzaniu 

zadania,
- uwarunkowania postępu zadania od zajścia odpowiednich akcji lub 

warunków,
- określania akcji, które ma podejmować system JTM, 
- określania dalszych podzadań danego zadania.

Pierwotny opis zadania sieciowego powstaje w stacji JTM na podsta­
wie informacji dostarczonych przez odpowiednią agencję inicjującą. Spo­
rządzony opis zadania sieciowego stanowi w ogólnym przypadku pewną 
strukturę drzewiastą odpowiednio zagnieżdżonych w sobie podzadań. Dla 

ilustracji rozpatrzmy następujące przykładowe zadanie wygenerowane 

w systemie A:
Należy pobrać odpowiednie dokumenty z systemu B, przesłać je do C 

w celu ich przetworzenia, a następnie jedną część wyników przesłać do D 
a drugą do E w celu dalszego przetwarzania, którego wyniki przesłać dc 
F oraz G. Struktura opisu tego zadania ma postać przedstawioną na rys.2.
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Rys. 2. Struktura przykładowego zadania 
Fig. 2. Example structure of a job

Znaczenie poszczególnych, podzadań jest następujące:

PZ 1: prześlij pierwotny opis z A do B
PZ 2: pobierz dokumenty z B, dołącz do opisu i prześlij do C
PZ J: przetwórz dokumenty w C, część wyników prześlij do D (w postaci 

pewnego opisu) oraz część do E (w postaci drugiego niezależnego 

opisu)
PZ 4: zapami etaj otrzymane dokumenty w D
PZ 5: przetwórz otrzymane dokumenty w E, część wyników prześlij do F, 

a część do G
PZ 6: zapamiętaj otrzymane dokumenty w F 
PZ 7: zapamiętaj otrzymane dokumenty w G.

Należy zwrócić uwagę, że w opisie zadania sieciowego wraz z opisem 

konkretnego podzadania, które ma być wykonane w pierwszej kolejności są 
zawarte w postaci szkieletów opisy dalszych, podzadań. Podzadanie PZ 1 po 

zrpaii zowa-nin, tzn. po przesłaniu całego opisu zadania- sieciowego z sy­
stemu A do B i po przejęciu przez B odpowiedzialności za dalszą jego 

realizację, przekształca się w nowe podzadanie PZ 2 itd. Należy zauwa­
żyć, że po zakończeniu podzadań PZ 3 pozostają dwa niezależne opisy, 
które są dalej wykonywane niezależnie od siebie. Ponieważ są one frag­

mentem tego samego zadania ich transfery nazywa się transferami stowa­
rzyszonymi.
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Zadanie sieciowe zostanie zakończone, gdy zakończone zostana 
wszystkie wygenerowane przez nie podzadania.

Ex: P 25

A-, .G - systemy (systems)
Tr - transfer zadania (job transfer)
Ex - wykonanie zadania (job execution)

Rp - raport z wykonania zadania (report)

Rys. 3. Schemat akcji związanych z realizacją przykładowego zadania 
sieciowego

Eig. 3. Example of a job execution

Zadanie w trakcie swej realizacji, podobnie jak w przypadku prze­
twarzania zadań w klasycznym systemie wielodostępnym, może generować 
sprawozdanie o swym postępie. Raportowane mogą być zdarzenia o dokona­
nych transferach zadania pomiędzy systemami, skompletowaniu danych po­

trzebnych do przetwarzania, wygenerowaniu nowych podzadań, błędach itp. 
Wszystkie raporty przyjmują postać podobną do opisu zadania - raporty są 
trć -towane jako zadania, które nie wymagają żadnego przetwarzania, a 
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tylko przesłania we wskazane miejsce lub miejsca sieci. Wyróżnia się dwa 
rodzaje raportów: jeden to ten, który definiuje agencja inicjująca, a 
drugi to ten, który niezależnie może wprowadzić dla własnych, potrzeb 

stacja JTK przyjmująca zadanie do wykonania. Rys. 3 obrazuje sytuację 
nawiązującą do omawianego przykładu i pokazuje możliwe drogi przesyłania 
opisów zadań i raportów z jego realizacji pomiędzy systemami uczestni­

czącymi w realizacji zadania. Poziom raportowania określający raportowa­
ne zdarzenia jest definiowany przez użytkownika i może być przez niego 
zmieniany w zależności od postępów w realizacji zadania sieciowego. Pod­
stawowa klasa usług dopuszcza tylko pierwszy z wymienionych, poziomów 

raportowania.
Również, podobnie jak w przypadku klasycznych systemów wielodostęp­

nych, użytkownik może z własnej inicjatywy kierować zapytania o stan re­
alizacji swego zadania, bądź dokonywać pewnych jego modyfikacji. Takie 
zapytania lub zadania zmian dotyczące uprzednio zdefiniowanych zadań 

można formułować w postaci opisu zadań sterujących. Są one wprowadzane 
do systemu JTM, tak jak poprzednio omawiane zadania, a ich wykonanie po­

lega na dotarciu do tych systemów komputerowych, które aktualnie zawie­
rają zadania mające podlec modyfikacji, dokonaniu tych modyfikacji i wy­
generowaniu raportów z ich realizacji.

W trakcie przetwarzania zadania mogą powstawać różnego rodzaju błę­
dy. Pierwsze mogą zostać wykryte w momencie przyjmowania zadania zgła­
szanego przez agencję inicjującą. Wykrycie takich błędów przez stację 

JTk, przed przyjęciem przez nią odpowiedzialności za wykonanie zadania, 
powoduje odpowiednią sygnalizację i odnowę akceptacji zadania. Następne 

błędy mogą powstać w trakcie przetwarzania, po przyjęciu przez stację 
JTM odpowiedzialności za jego realizację. Postępowanie w tych, przypad­
kach może być różne. W obrębie podstawowej klasy usług JTM przyjmuje się 

następujące zasady.
Brak wskazanego dokumentu w agencji źródłowej powoduje wygenerowa­

nie odpowiedniego raportu, zaś na miejscu spodziewanego dokumentu w opi­
sie zadania umieszcza się odpowiednią informację diagnostyczną, po czym 
przetwarzanie zadania kontynuuje się. Agencje, do których zamiast doku­
mentu trafi informacja diagnostyczna same podejmują decyzje o dalszym 
postępowaniu.
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Błąd podczas przesyłania dokumentów do agencji docelowych lub wy­
konawczych, bądź błąd transferu opisu zadania powodują zawieszenie wy­

konywania zadania i wygenerowanie odpowiedniego raportu. Zawieszenie 
zadania trwa pewien odcinek czasu, w którym użytkownik, po zapoznaniu 

się z raportami o przebiegu realizacji zadania może, poprzez wygenero­
wanie zadania manipulującego zawieszonym zadaniem dokonać usunięcia 

przyczynj’ błędu. W takim przypadku zadanie się odwiesza i kontynuuje 
swą realizację. Jeżeli natomiast w przeciągu tego odcinka czasu nie zo­
stanie usunięta przyczyna błędu, zadanie zostaje zakończone, czemu to­
warzyszy generacja raportu o awaryjnym jego zakończeniu.

Stacje JTM muszą dysponować pewną informacją o stanie innych stacji 
JTM, z którymi mają współpracować. Stacja podejmując decyzję transferu 
opisu zadania do innej stacji potrzebuje informacji czy stacja ta jest 

aktualnie aktywna, czy nieaktywna; w przypadku aktywności potrzebna jest 
znajomość liczby i rodzajów opisów zadań, które stacja może przyjąć; 

w przypadku nieaktywności potrzebna jest informacja czy jest to nieak- 
tywność chwilowa czy trwała itp. Tego rodzaju informacje są zgrupowane 

w tzw. rekordach sterowania transferami (TCP.) i mogą one, w całości lub 
fragmentami być udostępniane innym stacjom poprzez wykonanie odpowied­

nich zadań typu manipulacyjnego.
Reasumując stacje JTM mogą wymieniać pomiędzy sobą następujące typy 

opisów zadania:

- przesyłające raporty,
- przesyłające dokumenty,

- manipulujące na opisach,
- manipulujące na rekordach TOR, 

- manipulujące na raportach.

4. SPECYFIKACJA USŁUG JTM

Usługi świadczone przez JTM są definiowane na bazie uprzednio 

określonych elementów modelu usług JTM. Prymitywy tych usług reprezentu­
ją wzajemne interakcje pomiędzy stacją JTM (JTM service prorider ) a róż­

nymi agencjami modelu reprezentującymi użytkowników usługi. Prymitywy te 

umożliwiają:
- dostarczanie zadań do stacji JTM przez agencję inicjującą,



u

- dostarczanie dokumentów do agencji docelowych,
- odbieranie dokumentów z agencji źródłowych,
~ dostarczanie dokumentów do agencji wykonawczych w celu ich prze­

twarzania.
Nawiązując do specyficznych mechanizmów JTM, takich jak kreowanie 

nowych opisów zadań ze szkieletu, żądanie usługi przez jednego z użytkow­

ników może spowodować cały ciąg interakcji pomiędzy stacją JTM a różnymi 
agencjami tworząc ciąg akcji pomiędzy użytkownikami usługi JTM w celu 
realizacji zleconego zadania. Każda z takich interakcji pomiędzy stacją 
JTM a agencją może być określona poprzez sekwencję przekazywanych prymi­
tywów. Prymitywy wykorzystywane przez usługę JTM mogą mieć bezpośrednie 
odwzorowanie w prymitywach usług OCR bądź realizować funkcje własne 
usługi JTM. Wszystkie grupy prymitywów usług JTM mogą być podzielone na 

cztery klasy realizujące odpowiednio:
- usługę kreowania opisu zadania,
- usługę wymiany dokumentów,
- usługi -wymagane dla realizacji zadania, 
- usługi manipulacji na istniejących zadaniach. 

Wzajemne powiązania pomiędzy poszczególnymi agencjami modelu a sta­
cją JTM wykorzystujące wspomniane klasy prymitywów ilustruje rys. 4.

(1) J - STATUS
J - HOŁD 
J - RELEASE 
J - KILE 
J - STOP 
J - DISPOSE

(2) J - MESSAGE 
J - SPAWU 
J - .END-SIGNAŁ

Al - agencja inicjująca (initiation agency) 

AW - agencja -wykonawcza (execution agency) 
AD - agencja docelowa (destination agency) 
AZ - agencja źródłowa (source agency)

Rys. 4. Prymitywy stosowane przez agencje oraz stację JTM’
Pig. 4. JTM service primitives
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4.1. Klasy rrymitywów usług

Pierwszą klasę prymitywów stanowią prymitywy wykorzystywane przez 
agencję inicjującą i służą do tworzenia nowych opisów ;adań ( work speci- 
fication). Każdy z nich może wystą*pić w dwóch postaciach; żądanie utwo­

rzenia oraz potwierdzenie utworzenia opisu zadania, przy czym parametry 
pierwszego z nich praktycznie pokrywają się z parametrami zawartymi 
w opisie zadania, natomiast w odpowiedzi generowany jest unikalny iden­

tyfikator opisu w ramach systemu otwartego. Na powyższą klasę składają 
się następujące grupy prymitywów:
J - INI TI A'?E-WORK - stosowany do utworzenia opisu zadania dla przesyła­

nia dokumentów,
J - INITIATE-WORK-MAN - stosowany do utworzenia opisu zadania dla mani­

pulacji istniejącym opisem,
J - INITIATE-REPORT-MAN - stosowany do utworzenia opisu zadania dla ma­

nipulacji na raportach otrzymanych przez moni­
tor zadań sieciowych,

J - INITIATE-TCR-MAN - stosowany do utworzenia opisu zadania dla mani pu- 
lacji rekordami kontrolnymi transferu (TCR).

Druga z klas prymitywów odpowiedzialna jest za usługi związane 
z przesyłaniem dokumentów i zawiera następujące grupy prymitywów: 
J - DISPOSE - stosowany do przesyłania dokumentów do agencji wykonaw­

czej lub docelowej; tworzona jest nowa aktywność w ramach 

agencji,
J - GIVE - stosowany jako żądanie przesłania dokumentu z agencji 

źródłowej bądź wykonawczej,
J - ENQUIRE - stosowany w celu otrzymania z agencji źródłowej lub wyko­

nawczej listy nazw dokumentów spełniających podane warunki.

Prymitywy tej klasy są wykorzystywane przez stację JTM jako bezpo­
średni lub pośredni rezultat jednego z prymitywów klasy J-INITIATE wyda­
nego przez agencję inicjującą. Podobnie jak prymitywy poprzedniej klasy 
występują w dwóch postaciach ( zadanie, odpowiedź ), przy czym w pierw­

szej z postaci parametry prymitywu określają wskazany dokument ( grupa 
•dokumentów dla J-ENQUIRE), natomiast parametrami odpowiedzi są odpowied­

nio:
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- informacje identyfikujące aktywność agencji - dla J-DISPOSE,
- wskazany dokument - dla J-GIYE,
- lista nazw dokumentów spełniających podane warunki - dla 

J-ENQUIRE.
Dla tej klasy prymitywów stacja JTM i wykorzystywane agencje nie 

muszą należeć do tego samego systemu otwartego.
Trzecia z klas prymitywów jest związana 'bezpośrednio z występują­

cymi aktywnościami w ramach agencji wykonawczej oraz docelowej (tylko 
ostatni z prymitywów) i obejmuje następujące grupy prymitywów: 

J - MESSAGE - stosowana w celu wymuszenia na stacji JTM opisu zadania 
przenoszącego raporty,

J - SPAW - stosowana jako żądanie generacji nowego opisu zadania ze 
szkieletu zawartego w przetwarzanym zadaniu,

J - END-SIGNAL - stosowana do wskazania zakończenia aktywności w ramach 
agencji, powstałej w wyniku wcześniejszego potwierdze­

nia.
Jako parametry prymitywów stosowane są identyfikatory aktywności 

stacji JTM, dokumenty oraz identyfikator szkieletu.-
Czwartą klasę prymitywów stanowią prymitywy wykorzystywane przez 

stację JTM kierowane do agencji wykonawczej oraz docelowej w celu za­

pytania o status bądź wykonania wskazanej przez nazwę prymitywu akcji 
na jednej z bieżących aktywności danej agencji. Jako parametr każdego 

z prymitywów występuje tylko identyfikator aktywności w ramach agencji, 
odpowiedzi na prymityw J-STATUS przekazywany jest komunikat określa­

jący stan wskazywanej aktywności. Do wymienionej klasy należą następu­

jące nrymitywy:
J - STATUS - stosowany w celu otrzymania informacji o stopniu zaawanso­

wania aktywności,
J - HOŁD - stosowany w celu zawieszenia możliwości wykonania na wska­

zanej aktywności operacji definiowanych przez prymitywy 

klasy trzeciej,

J - REŁEASE - stosowany w celu skasowania zawieszenia otrzymanego w wy­

niku zastosowania J-HOŁD,
J - nlŁŁ - stosowany w celu wymuszenia zakończenia wskazanej aktyw­

ności, poprzez wygenerowanie J-END-SIGMAŁ,
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J - STOP - efekt działania prymitywu jak dla J-KILL, z tym że w wyni­

ku późniejszego zastosowania J-GIYE lub J-EMCUIRE. dokumen­
ty wygenerowane dotychczas są dostępne (przy J-KIDL doku­
menty nie są dostępne).

Oprócz wymienionych powyżej klas prymitywów stosowane sa również 
prymitywy przenoszące tylko parametry OCR (nazwy; oraz przeznaczenie tych 
prymitywów jest identyczne jak w przypadku usług OCR [16,17]).

Implementacja usług JIM nie musi zawierać wszystkich z wymienionych 

w opracowaniu agencji, wtedy prymitywy? określonej grupy nie występują 
w.danym systemie otwartym. Dodatkowym ograniczeniem nakładanym przez 

standard jest wymagana kolejność występowania poszczególnych prymitywów 

usług.

5. KLASYFIKACJA USŁUG

Jak wspomniano standard wyróżnia dwie klasy implementacji "pełną" 
oraz "podstawową". Klasa podstawowa zapewnia, jedynie pewien podzbiór 

oferowanych usług JTM, jednakże konstrukcja protokołów-,' zapewnia, że 
wszystkie opisy' zadań wygenerowane przez implementację podstawowa mops 
być przesyłane i przetwarzane przez implementację pełną. Relacja prze­

ciwna jest również możliwa, z tym, że występują ograniczenia związane 
z parametrami przenoszonymi przez opis zadania.

W szczególności w przypadku klasy podstawowej nie wykorzystywane są 

następujące grupy prymitywów:
- J-IKITIATE-TCR-MAN,
- J-IN1TIATE-REPORT-K41T,

- J-ENQUIRE,
- J-HCLD,
- J-RELEASE, 

- J-SEAUN.
Powoduje to naturalne ograniczenia w zakresie oferowanych usług w szcze­
gólności związane z kreowaniem nowych opisów zadań ze szkieletu opisu.

Podobnie w przypadku klasy podstawowej generowane są t"lko pewne 

raportu określające zdarzenia zaistniałe w wyniku przetwarzania zalań-:. 

Generowane raporty obejmują następujące zdarzenia:
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- normalne zakończenie,

- błędne zakończenie,

- zakończenie manipulacji,
- komunikaty generowane w wyniku zastosowania prymitywu J-MESSAGE. 

Pozostałe typy raportów nie są akceptowane przez monitor klasy podsta­
wowej i żądani' o nie jest odrzucane. Dodatkowym ograniczeniem związa­

nym z przyjmowaniem raportów jest możliwość zdefiniowania tylko jednego 
miejsca monitorowania raportów, jak również nie jest możliwe manipulowa­

nie raportami..
Opis zadania jest generowany przez klasę podstawową jako rezultat 

transferu lub w przypadku gdy istnieje agencja inicjująca w wyniku za­
stosowania jednego z prymitywów klasy J-INITIATE. Podstawowe ogranicze­

nie polega na tym, że dopuszcza się w opisie zadania tylko jeden doku­
ment oraz jeden szkielet opisu najwyższego poziomu. Wynika stąd, że za­

danie sieciowe może być tylko prostą sekwencją kolejnych opisów zadań 
i nie jest możliwe występowanie transferów stowarzyszonych.

Pozostałe ograniczenia nałożone przez standard na klasę podstawową 

powodują, że:
- wszystkie błędy poza błędami wykrytymi podczas pobierania doku­

mentów z agencji wykonawczej powodują "błędne zakończenie”,
- nie jest realizowany system rozliczeń,
- nie jest możliwy najwyższy poziom zaufania pomiędzy systemami,

- nie są tworzone rekordy zapisu stanu transferu,
- manipulacje na aktywnościach agencji umożliwiają tylko wykonywa­

nie akcji "stop", "kill" oraz krótkiego komunikatu,
- nie dopuszcza się stosowania usług ETAN (file transfer, access 

management ) w celu otrzymania lub dysponowania dokumentami,
- nie jest możliwe zastosowanie mechanizmu "hołd" dla aktywności.

Inna ważną charakterystyką implementacji usług JTM jest typ zaim­
plementowanych agencji oraz rodzaj rzeczywistych urządzeń lub funkcji 
przetwarzających, w które mogą być odwzorowywane. W szczególności imple­
mentacja JTI-' może wykorzystywać tylko agencję inicjującą lub 'wykonawczą 

bądź tylko agencję docelową stanowiącą jedną drukarkę. Z drugiej strony 
wykorzystywane mogą być wszystkie rodzaje agencji odwzorowujące wszy­
stkie urządzenia oraz funkcje systemu. Jej podział funkcjonalny może być 
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podstawą do innej klasyfikacji usług JTM niż na klasę pełną oraz podsta­

wową.

Możliwe są następujące klasy funkcjonalne usług uwzględniające za­
kres usług świadczonych przez implementację podstawowa:

- stacja zlecająca - implementacja zapewnia mechanizmy unnżliwiają- 
ce generację prymitywu klasy J-INITIAT3, w przypadku gdy dodatkowo mo­
żliwe jest wykorzystanie lokalnej pamięci zbiorów, dokumenty specyfiko- 
wane w J-INITIATE mogą być z niej pobierane,

- stacja monitorująca - wykorzystywana przy pomocy J-DISPOSE, rapor­
ty mogą być przekazywane do lokalnej pamięci zbiorów, skrzynek poczto­
wych, wysyłane na terminal użytkownika lub wyprowadzone na drukarce,

- stacja przetwarzająca - wykorzystywana jest agencja wykonawcza, 
do której mogą być przesyłane dokumenty z wykorzystaniem J-DISPOSE, mo­

żliwe jest stosowanie prymitywów J-STATUS, J-STOP, J-KILL oraz dokumenty 
otrzymane z agencji wykonawczej mogą być łączone w jeden,

- pełna stacja klasy podstawowej.

Przedstawione klasy funkcjonalne usług nie wyczerpują pełnej klasy­
fikacji usług, obrazują jedynie pewne charakterystyczne usługi, które są 

świadczone przez JTM.

6. WAGI KOŃCOWE

W pracy przedstawiono usługi transferu i manipulacji zadaniami 

w sieci komputerowej bazując na aktualnych dokumentach ISO o statusie DP. 
Ponieważ prace standaryzujące są kontynuowane, należy oczekiwać pewnych 

zmian w przedstawionymi materiale, jednakże nie powinny one dotyczyć pod­
stawowych założeń usługi JTM. W szczególności dotyczyć one będą klasy 

pełnej, dla której nie opracowano dotychczas dokumentu o statusie DP.
Należy podkreślić, że pierwsze wersje usług JTM opracowane przez 

ISO [6,7], pomimo wielu różnic w stosunku do późniejszych opracowań 
[10,11,12,13], zawierają te same - na przyjętym artykule poziomie szcze­
gółowości - podstawowe idee organizacji przetwarzania rozproszonego. 

Analizowana w opracowaniu usługa transferu i manipulacji zadaniami zo­
stała zaimplementowana w sieci MSK na komputerze ODRA 1305 [4]. Mimo 

istotnych różnic pomiędzy strukturą sieci MSK a systemem otwartym brak 
warstw prezentacji i sesji podstawowe idee zawarte w omawianych stan­
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dardach znalazły pełne odzwierciedlenie w implementowanej usłudze, 

w tym również przeniesione do protokołów transferu i manipulacji zada­
niami oraz transferu zbiorów dla sieci MSK elementy które zgodnie ze 
standardem systemu otwartego powinny znaleźć się w warstwach niższych. 
Wspomniana implementacja umożliwia przesyłanie zadań do zdalnych syste­

mów przetwarzających oraz manipulację na tych zadaniach ( skasowanie, 
zapytanie o status) oraz otrzymywanie raportów o stanie transferu■zada­

nia oraz jego wykonania.
Mimo powyższych zastrzeżeń autorzy mają nadzieję, że przedstawione 

opracowanie będzie pomocne w zrozumieniu problemów związanych z przetwa­
rzaniem zadań w środowisku rozproszonym jakie tworzy sieć komputerowa.
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DISTRIBUTED JOB PROCESSING IN

COMPUTER NETWORK

One of the services in Computer network standardized by International. 
Organization for Standardization(ISO) is Job Transfer and Manipulation 
service (JTM). In the paper current state of research work from this 
area is presented. In the first part the basie structure and principle 
of JTM processing in described. After short description and classific-- 
tion of JTM service with respect to basie class which is standardiza-.. 
senarately is given.
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Mez^yzapoAHO# Oprazzaazzefi CiaznapAOB ( MOC ). PaccMaipzBaeTCu 
rezynee cocraaKze pador, Kacatomazcs ciajuapizsanzH sroś ycjiyrz, 
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onpegeji.ieTCH azanasoz z hpoboaztcz KaacczęzKauzz BuneynoMaHyiK.. 
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PROJEKTY I REALIZACJE SIECI KOMPUTEROWYCH

Przedstawiono(ogólny stan i tendencje rozwoju sieci komputerowych, 
a następnie) dokonano przeglądu ważniejszych sieci komputerowych 
w USA i Europie. Na tym tle omawia się dwa projekty: MSK oraz 
SKJS2 wersja 1, realizowane w Polsce. Opisano podstawowe założenia 
projektowe i realizacyjne, przedstawiono i oceniono uzyskane wyniki 
obu projektów.

1 . WSm^P

Aktualny stopień rozpowszechniania sieci komputerowych na świecie 
jest ta znaczący, że w krajach wysoko rozwiniętych stały się one nieod­
łącznym elementem środowiska pracy badawczej i naukowej. Pomimo, że 
sieci wciąż rozwijają się i rośnie liczba ich użytkowników, to jednak 
lic dba sieci funkcjonujących w pełni użytkowym reżimie jest ciągle dosyć 
ograniczonafłO] . Powstrzymująca jest tu bariera finansowa obejmująca 
koszty projektowania i budowy, a zwłaszcza eksploatacji sieci komputero­
wych. Sieci wciąż jeszcze nie stanowią jednorodnego, ostatecznie uformo­
wanego obiektu, a raczej przeciwnie: ich rozwój ujawnia wciąż nowe pro­
blemy i różnorodne propozycje ich rozwiązań. Wynika to głównie stąd, że 
pokonawszy problemy techniczne umożliwiające budowanie sieci o praktycz­
nie nieograniczonym zasięgu, stanęły one w obliczu olbrzymiej rozmaitoś­
ci sposobów ich wykorzystania i współpracy pomiędzy różnymi typami użyt­
kowników. Nakreślona sytuacja znajduje, między innymi, odzwierciedlenia 
w dziedzinie stosowanych standardów. Przykładowo w stosunkowo najlepiej 
opanowanym obszarze transmisji danych, używa się na świecie - pomimo 
istniejących norm CCITT- co najmniej kilkanaście różnych standardów. 
1’arto przy zwrócić uwagę na to, że w krajach Europy Zachodniej sto­
suje się około 10 takich standardów, podczas gdy w USA - 3, a w Japonii 
tylko 2(33].
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Znamienny jest też fakt, że prace standaryzacyjne prowadzone przez ISO 
posuwają się znacznie wolniej niż to przewidywano jeszcze 2-3 lata temu 

Obecnie dominujące w świecie sieci są oparte o standardy opra­
cowane w "prehistorii" jak np. sieć ARPANET, bądź też o standardy firmo­
we np. 3Iim, NETNCRTH, EARN oparte o rozwiązania korporacji IBM.

Świadomość, że sieci komputerowe będą w przyszłości stawać się ele­
mentem światowego obiegu i przetwarzania informacji, na wzór dotychczas 
stosowanych sieci połączeń telefonicznych, teleksowych, radiowych itp., 
zrodziła potrzebę nowego spojrzenia na różne systemy łączności. Stąd wy­
łoniła się koncepcja ISDN- zintegrowanego systemu usług komunikacyjnych- 
i oparcia o takie systemy wszystkich nowoprojektowanych sieci komputero­
wych. W krajach wysoko rozwiniętych podjęto intensywne prace zmierzające 
do szybkiego wdrożenia systemów ISDN, Sytuacja jest przy tym niejednorod 
na. Przykładowo, towarzystwa telekomunikacyjne w USA już od pewnego cza­
su poświęcają rocznie wielomiliardowe nakłady na rozbudowę i moderniza­
cję ("cyfryzację") swych systemów, podczas gdy poczty w Europie przezna­

czają na rozwój tylko około 2% swych budżetów, pobierając przy tym znacz 
nie, niekiedy aż 6 krotnie, wyższe opłaty za swoje usługi.

Zasadnicze usługi, które są wykorzystywane w sieci to transfer 
zbiorów danych oraz różne formy poczty elektronicznej. Na bazie tych 
usług znalazły rozpowszechnienie głównie systemy gromadzenia i udostęp­
niania :nformacji. Przykładowo Europejska Agencja Przestrzeni Kosmicznej 
udostępnia poprzez sieci komputerowe ponad 80 banków danych, wśród nich 
znane krajowym użytkownikom bazy.takie jak INSPEC, ISMEO, PASCAL. Sta­
tystyki wskazują, że przeciętnie w ciągu godziny, odwołuje się do nich 
około 7 tys. użytkowników, w tym około 30-40% stanowią zapytania w try­
bie konwersacyjnym [33].

W trakcie swego rozwoju wykształciły się wyraźnie trzy typy sieci 
komputerowych: lokalne (instytucjonalne), krajowe i międzynarodowe. 
Z każdym z tych typów wiążą się różne problemy techniczne, standaryza­
cyjne, organizacyjne i prawne. Pierwsza bazuje na prostej podsieci tran­
smisji danych, pozostającej całkowicie w gestii- użytkownika, natomiast- 
pozostałe na podsieciach transmisji danych, stanowiących wydzielone sy­
stemy, zarządzane przez poczty lub towarzystwa telekomunikacyjne.

Artykuł dotyczy wyłącznie sieci krajowych i międzynarodowych, okre­
ślonych wspólnym mianem sieci rozległych.

2 . PRZEGLĄD WYBRANYCH SIECI KOMPUTEROWYCH

Przegląd obejmuje najważniejsze, niekomercyjne sieci komputerowe, 
które są związane ze środowiskami akademickimi lub Badawczymi. 'Ta;wi •- 
sze takie sieci funkcjonują na obszarze USA. Należą do nich:ABPA.
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CSNET, BITNE!, UUCP, GONET [20].

AR?ANET chociaż jest siecią o kilkunastoletniej historii, ciągle 
pozostaje siecią żywą i atrakcyjną dla wielu użytkowników. Obecnie łączy 
ze sobą ponad 1000 komputerów obliczeniowych oraz jeszcze większą liczbę 
sieci lokalnych. Główne usługi, których dostarcza to: poczta elektro­
niczna, transfer zbiorów, zdalne przetwarzanie zadań oraz katalogi in­
formacyjne o swych zasobach.'Jest eksploatowana poprzez zamknięte grupy 
użytkowników skupiających się ha wybranej dziedzinie zastosowań. Dołą­
czenie do sieci nowego komputera obliczeniowego wymaga zgody departa­
mentu obrony USA.

CSNET powstała w 1979 roku, w celu połączenia ośrodków badawczych 
głównie informatycznych z terenu USA, a także innych krajów - obecnie 
z Wielkiej Brytanii, RFN, Izraela i Korei Południowej. Jest siecią spon­
sorowaną przez firmę Bolt-Beranek-Newman, częściowo korzysta ze standar­
dów sieci ARIA.

BITNE! jest siecią komputerów firmy IBM. Inne komputery, np. firmy 
DECT, pracują w sieci na zasadzie emulacji komputerów IBM,łączy ze sobą 
użytkowników z departamentu obrony z innymi użytkownikami, w tym z ośrod 
kami akademickimi. Chociaż powstała dopiero w 1981 roku, uzyskała szero­
kie rozpowszechnienie: obecnie wraz ze współpracującymi sieciami, UETNOR 
TH w Kanadzie i BARN w Europie, liczy ponad 1000 komputerów obliczenio­
wych. Na potrzeby sieci powstała wyspecjalizowana firma EDUCOM zajmująca 
się tworzeniem i udostępnianiem w sieci nowych usług.

UUCP jest obecnie największą siecią używaną przez uniwersytety. 
Łączy obecnie ponad 5000 komputerów pracujących pod nadzorem systemu 
operacyjnego UNIK. Jest siecią całkowicie otwartą dla nowych użytkow­
ników i nie posiada centralnego administratora. Zasadnicze usługi, któ­
rych dostarcza to poczta elektroniczna i transfer zbiorów, a ponadto 
dla swych europejskich partnerów (sieci, USENET, EUNET) dostarcza biu­
letynów informacyjnych o swych usługach.

CCNET jest siecią jednorodną komputerów firmy DEC, pracujących 
pod nadzorem systemu operacyjnego VMS. Jest jedną z nielicznych sieci 
jednorodnych akceptowanych przez inne sieci, m.in. przez BITNET.

Poza wymienionymi sieciami istnieje w USA wiele innych, niekomercyj 
nych sieci eksperymentalnych, np. MFENE! w Lawrence Livermore Laboratory, 
łącząca komputery o bardzo dużej wydajności liniami o prędkości transmi­
sji 56 kb/s, bądź też sieci specjalizowanych, .np. SOCKET i PCŁIż.El 
w North Carolina University dla potrzeb nauk społecznych i politycznych, 
udostępniające zresztą swe usługi w skali międzynarodowej za pośrednic­
twem komercyjnej sieci transmisji danych TYMNET.
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Spośród niekomercyjnych sieci europejskich największą jest obec­
nie sieć EARN (European Academlc Research. NetWork) [20] . Aktualnie łączy 
ona 15 krajów zachodnich, przy czym w poszczególnych krajach jej użyt­
kownikami są, w większości przypadków, całe sieci krajowe, EARN jest 
odpowiednikiem i równocześnie partnerem amerykańskiej sieci BITNE!. 
Sieć jest oparta o sprzęt IBM z komputerami pracującymi pod nadzorem 
systemu operacyjnego RSCS (Remote Spooling Communication Subsystem) 
i dostarcza typowych usług sieciowych: poczty elektronicznej, transferu 
zbiorów, komunikacji pomiędzy terminalami, serwisów informacyjnych o za­
sobach. Sieć rozpoczęła działalność pod koniec 1924 roku i do końca 
1987 roku jej eksploatacja jest wspierana przez firmę IBM. IBM pokrywa 
całkowicie koszty transmisji danych oraz materiałów eksploatacyjnych, 
lo 1987 roku jest przewidywane wprowadzenie usług ^małego" ISDN-tzn. 
transmisji danych i fonii.

Obecnie prawie każdy kraj w Europie Zachodniej posiada własną, 
w pełni funkcjonującą sieć komputerową. Niektóre z tych sieci przygoto­
wują się do wdrożenia usług ISBN. Należą do nich brytyjska sieć JAKET 
(Joint Academic NetWork) [37], oraz zachodnioniemiecka BEN (Das Beutsche 
Porschungsnetz), które są również użytkownikami sieci EARN [20] .

W karajach socjalistycznych rozwój sieci komputerowych jest znacz­
nie mniej zaawansowany. Projekty budowy sieci eksperymentalnych podjęły 
akademie nauk pod koniec lat siedemdziesiątych. Najbardziej znaczącym, 
efektem tych przedsięwzięć są: AKABETISET- w ZSRR[2j] oraz BEŁTA-w NRB [2^ 

AKABEMSET łączyła w 1985 roku 11 dużych ośrodków badawczych, roz­
przestrzenionych na terenie całego ZSRR. Każdy z tych ośrodków tworzy . 
sieć regionalną, spośród których największą stanowiła sieć rozmieszczo­
na w Rydze na terenie Łotewskiej Akademii Nauk. Komputerami obliczenio­
wymi są w niej EC10J3, 301055 z systemem operacyjnym CS 6.1, terminala­
mi - gronami monitorów EC7920, oraz systemy minikomputerowe SM-4,SH-1420 
Elektronika-100/25, Iskra-226. Podsieć z komutacją pakietów jest oparta 
o minikomputery SM-4.

Usługi, które sieć ta oferuje to:
- praca w systemie z podziałem czasu (odpowiednik ISO w komputerze 

EC1032) w wybranym komputerze obliczeniowym,
- rozproszone przetwarzanie zadań w trybie wsadowym i konwersacyjnym, 
- konwersacyjna obsługa terminali (odpowiednik SKOT-a w komputerze 

EC1O32) w wybranym komputerze obliczeniowym,
- system zarządzania i wyszukiwania lokalną bazą danych wybranego kompu­

tera,
- system planowania pracy komputerów w sieci.
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Sieć DELTA łączy aktualnie około 10 komputerów obliczeniowych 
typu Riad oraz Besm6, położonych głównie na terenie Berlina i Drezna. 
Eksploatowana od 4981 roku dostarcza podobnego zakresu usług co sieć 
AKADEMSET.

3. SIEĆ KOMPUTEROWA MSK
3.1. Geneza projektu

Problematyką projektowania i budowy, a zwłaszcza zastosowań sieci 
komputerowych w Polsće jest opóźniona w stosunku do krajów przodujących 
w tej dziedzinie niemal o tyle lat, ile ich liczy historia rozwoju 
sieci [2]. Pierwsze przedsięwzięcie w tym zakresie zostało podjęte w ro­
ku 1979 w ramach problemu resortowego MNSzWiT (RI-14) pod hasłem "Kom­
puteryzacja szkół wyższych" koordynowanego'przez Politechnikę Wrocławs­
ką. Celem głównym jednego z podprogramów problemu było zbudowanie ekspe­
rymentalnej sieci komputerowej (MSK), która po okresie badań i ekspery­
mentów miała stać się zalążkiem trwale funkcjonującej sieci łączącej 
akademickie środowiska w kraju.

W roku 1930 Centrum Obliczeniowe Politechniki Wrocławskiej rozpo­
częło udział w programie RI-14 podpisując jedną szeroką umowę na zapro­
jektowanie i budowę sieci komputerowej MSK. Wykonawca miał dostarczyć 
zaprojektowane przez siebie moduły programowe i sprzętowe, oraz stworzyć 
rozwiązanie modelowe stanowiące sieć komputerową.

3.2. Główne wymagania i ograniczenia
W roku 1980 opracowano program budowy sieci MSK [3], w którym zawar­

to założenia konstfukcyjne sieci. Podstawowymi założeniami i konstrukcja­
mi sieci było przyjęcie architektury systemów otwartych ISO OSI wraz 
z uznanymi w tym czasie międzynarodowymi standardami, zaś w obszarze 
nieogarniętym standaryzacją, oparcie się na rozwiązaniach krajów przo­
dujących w dziedzinie rozległych sieci komputerowych. W momencie opraco­
wywania programu budowy sieci MSK, nie było uznanej opinii dotyczącej 
wyboru rodzaju podsieci transmisji danych. Organizacje pocztowe krajów 
zachodnich w głównym zakresie, a nasza poczta wyłącznie,świadczyły usłu­
gi transmisji danych w oparciu o komutację kanałów- Stąd strategiczną 
była decyzja o wyborze podsieci z komutacją pakietów (bez datagramów), 
szczególnie adekwatną do potrzeb sieciowych.

Podstawowe założenia realizacyjne sieci MSK były następujące: 
1. sprzęt komputerowy oraz wyposażenie pomocnicze powinno być produkcji 

krajowej lub krajów RWPG,
2 . oprogramowanie sieciowe powinno być zaprojektowane i uruchomione

w kraju,
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3 .sieć MSK powinna być siecią heterogeniczną i otwartą.
Heterogeniczność sieci oznacza, że powinna ona umożliwić połączenie 
różnych komputerów, celem nawiązania współpracy (w przypadku MSK są to 
Odry 1305 i EC1032). Zaś otwartość oznacza, że powinna ona umożliwić 
łatwą jej rozbudowę o nowe węzły sieci.

Głównymi wymaganiami, które legły u podstaw sformułowania powyż­
szych założeń realizacyjnych, były następujące:
1. uniezależnienie się od rozwiązań programowych i sprzętowych krajów 

przodujących w dziedzinie rozległych sieci komputerowych,
2. stworzenie samodzielnych grup projektantów i realizatorów poszcze­

gólnych fragmentów sieci komputerowej,

3. łatwy rozwój stworzonego oprogramowania i sprzętu, jego konserwacja- 
i pielęgnacja,

4. wykorzystanie zasobów programowych innych środowisk akademickich 
kraju,stymulując w ten sposób ich specjalizacje w zakresie świadczo­
nych usług sieciowych.

Główne ograniczenia z jakimi przyszło borykać się projektantom 
i wykonawcom sieci MSK, był zupełny brak korelacji pomiędzy programem 
badawczym a programem inwestycyjnym rozwoju ośrodków obliczeniowych 
szkół wyższych. Szczególne braki są odczuwalne w zakresie pamięci dysko­
wych, a zwłaszcza specjalistycznych urządzeń teletransmisyjnych.

3.3. Struktura fizyczna, eksperymentalnej sieci MSK

Sieć komputerowa MSK jest zbiorem systemów komputerowych, połączo­
nych poprzez wspólną podsieć transmisji danych. Strukturę fizyczną sie­
ci przedstawiono na Rys.1.

W zestaw środków technicznych sieci wchodzą:
a) komputery obliczeniowe - ODRA13O5 i EC1032,
b) komputery czołowe - 0BRA1325 i EC8371.O1,
c) . komputery węzła - SM-3 i MERA-6O,
d) adaptery międzymaszynowe - ABM3O5,
e) adaptery liniowe - ALS11, ADL11, UAL01,
f) modemy - EC8013, EC8006 (1200 2400 b s),
g) terminale - rodzina EC791O i 52!'.
terminale 337900 włączone są do sieci jako terminale zdalne, poprzez 
procesor teleprzetwarzania danych 303371.01 a terminale typu SZM, po­
przez komputer ODRA1325.
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3.4. Cprogramower-ie sieci

Oprogramowanie sieci dzieli się na trzy podstawowe grupy: 
a) Oprcgramov,'anie komputerów węzła.

W sieci MS£ występują dwa rodzaje komputerów węzła, oprogramowane 
od podstaw na minikomputerach. SM-3 [32] oraz MUłA-SO. Oprogramowanie 
oparto o następujące zalecenia standaryzacyjne:
- poziom fizyczny: X.21 his [36] ,
- poziom liniowy: X.25.2 [35],
- poziom sieciowy: X.25.5 bez usług datagramowych, jako styku do 

•warstwy (protokół zewnętrzny) oraz zmodyfikowaną, semidatagranową 
wersję X.25 do komunikacji pomiędzy węzłami (protokół wewnętrzny) 
[15].

h) Oprogramowanie komputerów czołowych
Oprogramowanie komputerów czołowych, tzn. ODHY1325 i DC8371.O1 
dostarcza usług transportowych oraz wirtualnego terminala. Cprogra 
mowanie oparto o następujące zalecenia standaryzacyjne: 
- poziom transportowy: opracowanie własne na podstawie roboczego 

materiału ISO DP N1169, zbliżonego do późniejszego dokumentu 
ISC DIS 8.073 [i],

- wirtualny terminal: opracowanie wławne oparte na wstępnych 
materiałach ISO oraz ECMA[38] .

Do podstawowych usług świadczonych przez oprogramowanie komputera 
czołowego należą:
- łączność dowolnego terminala z dowolną aplikacją sieciową komputera 

obliczeniowego,
- łączność dowolnego terminala z dowolnym innym terminalem sieci 

(namiastka poczty elektronicznej),
- nawiązywanie połączeń na poziomie warstwy transportowej, z których 

korzystają aplikacje sieciowe komputera obliczeniowego.
Oprogramowanie komputerów czołowych stworzono od podstaw, kie wykorzy­
stuje się firmowych telekomunikacyjnych metod dostępu [4-].
c) Oprogramowanie komputerów obliczeniowych

Moduły programowe stanowiące oprogramowanie sieciowe wykonano przy 
założeniu nie wprowadzania daleko idących zmian w istniejących pyet 
mach operacyjnych. Przyjęto, że we wszystkich komputerach obliczeni 
wych udostępni się do pracy sieciowej podsystemy wielodostępni.---.,:. 
Wymagało to upór o w ad ze ni a zmian w tych podsystemach. DodatKOwc 
wano specjalny podsystem wyszukiwania i zarządzania oazą danycr. : 
umiejscowiony w komputerze CDHA13O5* Za jego pośrednictwem zryt ow*. 
vy ze swoich terminali mogę docierać do informacji Zgromadźmym 
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w bazie IIJSfEC sekcja C.
Me wszystkich komputerach udostępniono usługę transferu zbiorów 

sekwencyjnych [i i] .
Oprogramowanie komputerów wykorzystuje następujące zalecenia stan­

daryzacyjne:
- protokół transferu zbiorów: opracowanie własne oparte na protokole 

brytyjskim NIFTP, równoważnym protokołowi HTWG86 opracowaniem przez 
IFIP [25] ,

- protokół transferu i manipulacji zadań: opracowanie własne, oparte 
na protokóle brytyjskim NIJTMP.

3.5. Charakterystyka użytkowa sieci MSK

Końcowym wynikiem prac nad siecią MSK jest pilotowa wersja hetero­
genicznej sieci komputerowej.

Zakres usług jakie oferuje ona użytkownikowi jest następujący:
1. umożliwia użytkownikowi terminala sieciowego (podłączonego do dowol­

nego komputera czołowego) pracę w trybie konwersacyjnym z dowolnie 
wybranym podsystemem wielodostępnym (MOP, TSO),

'2 . umożliwia przesyłanie informacji pomiędzy parą dowolnych wybranych 
terminali sieciowych,

3. pozwala użytkownikowi na transfer zbiorów sekwencyjnych znakowych,
4. udostępnia użytkownikowi w trybie konwersacyjnym informacje biblio­

graficzne z fragmentu bazy danych laSPFC,
5. udziela użytkownikowi informacji o zasobach sieci.

3.6. Ocena osiągniętych wyników

Do osiągnięć podprogramu "Budowa sieci komputerowej MSK’ należy 
zaliczyć:
- osiągnięcie podstawowego celu technicznego■jakim było uruchomienie 

pilotowej wersji sieci heterogenicznej,
- ustalenie i przyjęcie standardów, zgodnie z aktualnym ich rozwojem 

w świecie,
- uzyskanie rozwiązań technicznych i programowych opartych całkowicie 

o sppzęt i oprogramowanie krajowe,
- uformowanie zespołów projektowo-badawczych zdolnych do samodzielnej

■ konwersacji i rozwijania wytworzonych komponentów sprzętowych i progra­
mowych,

- utworzenie zalążka infrastruktury organizacyjnej ("administrator sieci'-') 
zdolnej do przejmowania i wprowadzania do eksploatacji komputerów
sieci,
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- prowadzenie w skali eksperymentalnej eksploatacji użytkowej sieci. 
Po stronie traków przewidywanych osiągnięć znajdują się: nie uzyskanie 
pełnego celu użytkowego sieci (brak zasobów) oraz niedokończenie prac 
nad kilkoma komponentami sieci (adaptery liniowe z bezpośrednim dostę­
pem do pamięci, koncentrator terminali na SM-4). Kie uwzględnienie poli­
tyki inwestycyjnej, a także.zagadnienia kosztów eksploatacji sieci kom­
puterowej przy realizacji programu resortowego, stała się powodem opóź­
nienia oczekiwanego efektu.

Sieć komputerowa ”SK przedstawiona jest w ponad 100 raportach oraz 
opublikowana w 62 pracach (kongresy I?IP, czasopisma zagraniczne i kra­
jowe, konferencje międzynarodowe oraz krajowe). Szczegółowe podsumowanie 
prac nad siecią KSK zawiera raport [2] , oraz seria artykułów (6,7,8] .

4. SIEĆ KOMPUTEROWA SKJS 2 WERSJA 1
4.1. C-eneza projektu

W 1931 roku przystąpiono w Instytucie Komputerowych Systemów Auto­
matyki i Pomiarów do realizacji programu budowy sieci komputerowej £26, 
27]. Główną przesłanką rozpoczęcia prac było szukanie odpowiedzi na py­
tanie, co w sytuacji npanowmia produkcji i dostaw przez ZE ELWRO syste­
mów' komputerowych EC1032 i podsystemów: TELE JS należy przedsięwziąć by 
zapewnić ciągłość popytu na te systemy i lepiej zaspakajać zapotrzebowa­
nie użytkowników'? Zdecydowano, że jednym ze sposobów spełnienia, tego po­
stulatu będzie stworzenie warunków łączenia podsystemów TELE JS w insta­
lacje sieciowe.

Rozpoczęte w IKSAi? prace kontynuowano od roku 1984 we współpracy 
z Centrum Obliczeniowym Politechniki WrocławskiejJgdzie opracowano szcze­
gółowy projekt, założenia funkcjonalne i wykonano zasadnicze elementy 

oprogramowania sieciowego siecią SKJS 2 wers ja 1 £9,21] .

4.2, Główne wymagania i ograniczenia

Przystępując do projektowzania sieci komputerowej SKJS 2 wersja 1 
przyjęto wymagania i ograniczenia, które można sklasyfikować w następu­
jący sposób:
a) wymagania ze strony użytkowników:
- zapewnienie komunikacji terminal-zasoby lokalnego i zdalnego kompute- 

tera obliczeniowego,
- zapewnienie komunikacji terminal-terminal,.
- zapewnienie transferu zbiorów pomiędzy komputerami obliczeniowymi, 
- realizacja zadań w trybie, przetwarzania sieciowego.
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b) wymagania ze strony projektantów systemów informatycznych: 
-zapewnienie możliwości tworzenia różnorodnych konfiguracji, 
- zapewnienie możliwości rozbudowy sieci przez dołączenie komputerów 

obliczeniowych, węzłów podsystemów transmisji danych lub dodatkowych 
zasobów sieci,

- zapewnienie swobodnego przepływu informacji w sieci, 
- zapewnienie łatwej organizacji systemów użytkowych, 
- zapewnienie akceptowania różnorodnych urządzeń końcowych, 
c) wymagania ze strony producenta:
- możliwość kompletacji w oparciu o sprzęt produkowany w ZE ELWRO 

i w kraju,
- wykorzystanie w maksymalnym stopniu oprogramowania.jakim dysponuje 

producent, szczególnie w zakresie podsystemu TELE JS.
d) wymagania ze względu na uwarunkowania zewnętrzne:
- wykorzystanie środków łączności jakimi dysponuje resort łączności 

w lolsce,
- zgodność projektu z koncepcją sieci komputerowych opracowane we 

Wspólnej Sekcji Specjalistów d.s.. Sieci Komputerowych RGK JS EMC 
i RGK SM EMC, a zarazem z modelem odniesienia OSI ISO,

- wykorzystanie doświadczeń uzyskanych w czasie prac projektowych 
w dziedzinie sieci komputerowych, zwłaszcza sieci MSK.

e) wymagania eksploatacyjne:
- zapewnienie cechy łagodnego upadku sieci, 
- zapewnienie możliwości diagnozowania sieci, . 
- zapewnienie mechanizmów prowadzenia pomiarów i raportowania pracy 

sieci.

4.3. Struktura fizyczna sieci SKJS 2 wersja 1.

Sieć komputerowa SKJS 2 wersja 1 jest zbiorem systemów komputero­
wych, połączonych środkami transmisji danych. Struktura komunikacyjna 
realizowana przez sprzęt i oprogramowanie jest warstwowa, zgodna z mode­
lem OSI/ISO.

Strukturę fizyczną sieci przedstawiono na Rys.2 Cachą charakterysty­
czną przyjętego rozwiązania jest połączenie w procesorze teleprzetwarza- 
nia ITD funkcji urządzenia przekształcającego sprzęg dla transmisji 
i koncentratora terminali - dalej nazywanego komputerem czołowym (KC) 
z funkcjami komputera, węzła (KW) podsystemu transmisji danych.

Zestaw środków technicznych sieci obejmuje:
a) komputer obliczeniowy - w zasadzie funkcje komputera obliczeniowego 

pełnią systemy komputerowe EC1O32. W wieci SKJS 2 wersja 1 mogą również 
pracować inne komputery serii Riad-1 oraz komputery serii Riad-2.
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Rys. 2 Struktura eksperymentalnej sieci SEJS2 wersja 1
Fig. 2 The structure'of the ezperimental Computer 

network SEJS2 verśion 1

EC1032 EC8371.01

Rys. 5 Struktura oprogramowania sieci SKJS2 wersja 1
Fig. 3 The structure of the Computer network SKJS2 rersicn 

software



b) komputer czołowy i komputer węzła-procesorem pełniącym funkcje kom­
putera czołowego i węzła jest procesor 3S8371.01,

o) terminale - podstawowymi terminalami w sieci są: terminale SC8577M, 
terminale i systemy terminalowe EC791O (EC7911, EC7914» EC7915» 
EC7917). Terminale mogą pracować w sieci w trybie lokalnym lub zdal­
nym poprzez procesor teleprzetwarzania EC8371.O1

d)środki transmisji danych. Terminale są łączone z procesorem EC8371.O1 
dwuprzewodową linią dzierżawioną poprzez modemy EC8OO6 (600/1200 b/s) 
Procesory EC8371.01■są wzajemnie łączone czteroprzewodowymi liniami 
dzierżwionymi poprzez modemy EC8013 (1200/2400 b/s).

4.4. Oprogramowanie sieci

Spełniając wymagania dotyczące wykorzystania oprogramowania syste­
mu T3LE JS wykorzystano następujące elementy oprogramowania firmowego: 
system operacyjny OS JS 5.01P, metodę dostępu TGAM5, sieciowy program 
sterujący 1TCP.

Ela realizacji sieciowego trybu przetwarzania i usług komunikacji 
w sieci opracowano:
a) w zakresie oprogramowania komputera obliczeniowego program modułu 

łącznikowego obsługi terminali-MŁOT.- Moduł steruje pracą terminali 
oraz realizuje połączenia sieciowe. Wygenerowano program MCP (dla 
TCAM) zapewniający realizowanie funkcji w zakresie obsługi fizycznej 
terminali oraz pośredniczenia pomiędzy aplikacjami a modułem MŁOT. 
Bostarczono usługi transferu zbiorów implementując stacje transferu 
zbiorów.

b) w zakresie oprogramowania procesora EC8371.01 program sterujący kom­
putera czołowego PSPC. Spełnia on funkcje:- stacji sieciowej metody dostępu,

- stacji transportowej, 
- stacji operatorskiej, 
- stacji sieciowych.
Ogólną strukturę oprogramowania sieci przedstawiono na-Rys.3.

4.5. Charakterystyka użytkowa sieci

Opracowane produkty programowe umożliwiają budowę instalacji sieci 
komputerowych dla różnorodnych zastosowań. Podstawową bazę sprzętową 
tworzą urządzenia produkowane przez krajowy przemysł komputerowy. Możli­
we jest również stosowanie urządzeń komputerowych wytwarzanych w innych 
krajach. Podstawowymi zasobami sieci są: 
- podsystem SKOT, 
- podsystem TSO, 
- aplikacje sieciowe opracowane przez użytkowników.
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Dostęp do zasobów jest możliwy z:
- terminali lokalnych, 
- terminali zdalnych.
Sposób nawiązania połączenia nie zależy od lokalizacji zasobu. Proble­
my utrzymania połączenia,z zasobem i sterowania wymianą informacji nie 
są widoczne dla użytkowników.

Dostępna jest usługa transfdru zbiorów umożliwiająca przesyłanie 
zbiorów sekwencyjnych pomiędzy komputerami obliczeniowymi w sieci.

Ponadto opracowane oprogramowanie zapewnia:
- możliwość raportowania pracy i podstawowych stanów sieci,
- zapewnia komunikację pomiędzy operatorami systemów komputerowych 

tworzących sieć,"
- zapewnia łagodzenie skutków awarii elementów sieci.
Dokumentacja eksploatacyjna i użytkowa sieci SKJS 2 wersja 1 zawiera 9 
pozycji [5,10,12,15,14,18,19,22,29].

4.6, Ocena osiągniętych wyników

Opracowane oprogramowanie zostało gruntownie przebadane na ekspe­
rymentalnej instalacji składającej się z trzech systemów komputerowych: 
1. R-52 + 3C8571.01 - laboratorium BSD,IKSAil 
2. R-55 + 208571.01 - laboratorium BSD, IKSAiP 
5, R-52 + 208571.01 - laboratorium OK, ZE E1WR0

Karz.•ziami badań były programy i urządzenia opracowane równolegle 
z oprogra rwaniem sieciowym. Hależą.do nich zadania kontrolne, pomiaro­
we [28] , demonstracyjne [5Ó] oraz aparatura diagnostyczno-pomiarowa , 1?] .

Badania zgodnie z programem obejmowały:
- testowanie pracy i współdziałania zespołów funkcjonalnych sieci,' 
- sprawdzenie poprawności rozpoczynania, przebiegu i zamykania sesji, 
- badanie funkcji użytkowych sieci,
- ocenę charakterystyk ilościowych pracującej sieci,
- ocenę niezawodności sieci,
- badania zmienności struktury sieci.

Wyniki badań wykazały, że sieć SKJS 2 wersja 1 posiada założone 
własności użytkowe i eksploatacyjne; wartości parametrów dynamicznych 
nie odbiegają od wartości parametrów eksploatacyjnych istniejących pod­
systemów TELE JS.

5. WAGI KOŃCOWE

Sieci komputerowe, jak przedstawiają to rozdziały 1 i 2, stają się 
powszechnym środowiskiem pracy dla zespołów badawczych w uczelniach 
i przemyśle. Ich użytkowanie jest wyrazem szerokiego zapotrzebowania 
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na ich usługi, zwłaszcza na dostęp do różnych baz informacyjnych oraz 
szybką komunikację. Natomiast fakt .ich sprawnej eksploatacji jest wyrazem 
dojrzałości technicznej i organizacyjnej tworzących ich komponentów, 
w szczególności odpowiedniego zakresu i poziomu usług telekomunikacyjnych 
oraz dostatecznych mocy obliczeniowych i poziomu niezawodności ośrodków 
obliczeniowych włączanych do sieci.

Obok sieci rozumianej jako pewna struktura sprzętowo-programowa 
musi istnieć "sieć ludzi’ - zespołów pielęgnujących i rozwijających c- 
programowanie. Rozwój sieci wymaga prowadzenia szerokiej praktyki gospo­
darczej obejmującej poza planowaniem prac projektowych, prowadzenie in­
westycji oraz produkcji.

Przedstawione projekty MSK, SKJS wskazują, że w Polsce sieci kompu­
terowe przeszły dopiero pierwszą fazę eksperymentalną, a zasadniczymi 
efektami tej fazy to, poza uzyskanymi rozwiązaniami technicznymi,wyksz­
tałcenie zespołów, które mogą prowadzić dhlszy rozwój.

Rozwój sieci w Polsce wymaga rozwiązania następujących problemów: 
- rozwinięcia usług telekomunikacyjnych poczty: początkowo rozbudowę 

sieci linii telefonicznych a docelowo dostarczenie usług transmisji 
danych z komutacją pakietów. Konieczne jest także podejmowanie prac 
nad cyfrowym kodowaniem fonii i wizji w celu przygotowania do pracy 
w ramach ISDN, 

- prowadzenie właściwej polityki inwestycyjnej w ośrodkach obliczenio­
wych wyższych uczelni i ośrodków badawczych, które w formie projektan 
tów bądź użytkowników zamierzają uczestniczyć w sieci, 

- powiązanie prac nad rozwojem sieci z planami producentów sprzętu 
i oprogramowania,

- skojarzenie prac nad rozwojem sieci z rozwojem krajowych systemów 
gromadzenia i dystrybucji informacji.
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C0KPU2E3 HEWOKE PR0J3CTS AMD DPPLBMTHTATIOhS

The current trends of developr"ent of a wide Computer network and 
a reriew of the nost imnortant wide area Computer network is pre- 
s=nted. Cn this background two projects realized in Roland are 
discussed - USZ and SZJS2 version 1. General project and inplemcn- 
+ation assumpticn and obtained results are. presented.

UPOEKTH 0 PEA-lIISAmni BŁJHUCJIHTEJIŁHRK CETE2
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ABa npoeKTa npoBOAHMNe b noaibine: MCK h CKilC2 BepcHH 1.
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TRANSFER, DOSTĘP I ZARZĄDZANIE ZBIORAMI 
W MODELU SYSTEMU OTWARTEGO

Jedną z usług świadczonych przez sieć komputerową jest usługa 
transferu, dostępu i zarządzania zbiorami (FTAM) objęta standa­
ryzacją przez Międzynarodową Organizację Standaryzacyjną (ISO). 
W pracy przedstawiono koncepcję usług zbiorów w systemie otwar­
tym oraz dane szczegółowe pozwalające na zorientowanie się w za­
kresie usług objętych standardem.

1. WSTĘP

Środowisko heterogenicznej sieci komputerowej, w której występuje 
mnogość i różnorodność systemów komputerowych i przynależnych do nich 
pamięci zbiorów, stwarza potrzebę posiadania mechanizmu pozwalającego 
na wykorzystanie oferowanie usług przechowywania i wyszukiwania in­
formacji. Powinien on pozwalać na niezawodne przesyłanie informacji 
pomiędzy systemami. Mechanizm tego rodzaju określany jest mianem usług 
transferu, dostępu i zarządzania zbiorami, zwanych dalej w skrócie 
usługami zbiorów. W zasadzie usługi te dotyczą manipulacji na dowol­
nych identyfikowalnych porcjach informacji, które można traktować jako 
zbiory. Ponadto usługi te mogą być wykorzystane nie tylko do przeno­
szenia informacji, pomiędzy pamięciami zbiorów, bądź procesem a pamię­
cią zbiorów, ale także pomiędzy procesami.

V niniejszym opracowaniu przedstawiono funkcjonowanie takich u- 
sług, których funkcje są wzięte z propozycji standaryzacyjnych Między­
narodowej Organizacji Standaryzacyjnej (ISO). W tym zakresie zostały 
dotychczas opracowane dwa kolejne dokumenty o statusie szkicu standar­
du (DP). Terminologia opracowania jest również oparta o pojęcia wpro­
wadzone przez ISO.

Dokument standaryzacyjny [ł,2,3,4] definiuje model pamięci zbio­
rów nazywany wirtualną pamięcią oraz usługi i protokół (FTAM) podwar-
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stwy aplikacyjnej należącej do kategorii specyficznych elementów usług 
aplikacyjnych (SASE). Omawiane usługi są przeznaczone dc współpracy 
użytkownika z odległą pamięcią zbiorów lub do wykorzystania przez inne 
protokoły aplikacyjne. Są one przedstawiane w sposób abstrakcyjny, 
zarówno ze względu na model interakcji użytkowników z usługodawcą, 
który określa jedynie rodzaj i kolejność wymienianych pomiędzy nimi 
informacji (nie ogranicza to sposobu implementacji usług w konkretnym 
systemie) jak również ze względu na to, że termin usługi zbiorów 
oznacza usługi dostarczane przez wykonanie funkcji protokołu FTAM 
(w oparciu o usługi warstw niższych), a nie usługi systemu przechowy­
wania informacji lub dowolnego rzeczywistego podsystemu posługującego 
się tym protokołem.

2. KONCEPCJA USŁUG ZBIOHÓW

Jak wspomniano we wstępie, usługi zbiorów są abstrakcja podwar- 
stwy warstwy’ aplikacyjnej, w której elementy warstwy współpracują za 
pośrednictwem protokołu FTAM. Konwencja ISO zakłada warstwowe przed­
stawianie usług. Usługi zbiorów są usługami pośrednika pomiędzy je >„•’» 
z komunikujących się za ich pośrednictwem użytkowników, w praktyce bę­
dącym użytkownikiem pamięci zbiorów, zwanych dalej kontrolerem (ang. 
initiator), a drugim z użytkowników, w praktyce oferującym usługi pa­
mięci zbiorow, zwanym dalej operatorem (ang. responder). Zadaniem ope­
ratora jest symulowanie pewnej standardowej pamięci zbiorów, zwanej 
wirtualną pamięcią zbiorów, z wykorzystaniem rzeczywistej pamięci 
zbiorów. Oczywiście sposób przechowywania informacji w rzeczywistej 
pamięci zbiorów jest zazwyczaj inny niż w wirtualnej, wobec czego do 
operatora będzie należeć funkcja odwzorowania pomiędzy pamięciami. 
Ta funkcja operatora jest wykonywana lokalnie i nie jest widoczna przy 
rozważaniu komunikacji systemów. Możliwości i sposób korzystania 
z wirtualnej pamięci zbiorów opisane są poprzez abstrakcyjny opis da­
nych w tej pamięci, możliwych operacjach na danych oraz sposobu komu­
nikacji z tą pamięcią poprzez sieć.

Opis usług bazuje na standardowym modelu połączenia dwóch użytko­
wników tej samej warstwy architektury sieci według modelu OSI (Open 
Systems Interconnection) za pośrednictwem usługodawcy, tj. warstwy 
bezpośrednio niższej (i wszystkich pod niąj. W przypadku usług zbiorów 
tą warstwą jest warstwa prezentacji. Usługi również wykorzystują 
wcześniej założone połączenie przez podwarstwę aplikacyjną reprezentu­
jącą usługi wspólnych elementów warstwy aplikacji (CASE).

Ze względu na asymetrię ról użytkowników usług zbiorcw, również 
usługi sa niesymetryczne. Manifestuje się to w prawach użytkowników do 
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żądania usług - prawo wywołania większości z nich ma kontroler jako 
użytkownik pamięci symulowanej przez operatora. Kontroler definiuje 
czynności do wykonania na wirtualnej pamięci zbiorów. Operator wykonu­
je czynności zlecane mu przez kontrolera oraz raportuje o swoich czyn­
nościach kontrolerowi. W usługach występuje też inna asymetria związa­
na z jednokierunkowym przepływem danych podczas transferu zawartości 
zbioru. Kierunek transferu może ulegać zmianom, stąd jedną ze stron 
nazywa się nadawcą a drugą odbiorcą, niezależnie od ról kontrolera 
i operatora.

3. WIRTUALNA PAMIĘĆ ZBIORÓW

Sposób w jaki parni ęć zbiorów jest implementowana zmienia się 
w zależności od istniejącego systemu rzeczywistego. Systemy te posia­
dają szeroki wachlarz stylów opisu pamiętanych informacji (danychJ 
oraz metod umożliwiających dostęp do nich. Dlatego wymagany jest 
wspólny model opisu zbiorów i ich atrybutów. Z oczywistych względów, 
model taki powinien być ustanowiony zanim zdefiniuje się usługi, pro­
tokół i procedury dla transferu zbiorów, dostępu i zarządzania w "spo­
sób otwarty". Model abstrakcyjny opisujący pamięć zbiorów systemu 
otwartego nazwano wirtualną pamięcią zbiorów.

Wirtualna pamięć zbiorów ma nie tylko zapewnić współpracę part­
nerów w różnych systemach, ale również oddzielić użytkownika od różno­
rodności szczegółów związanych z rzeczywistymi systemami zbiorów oraz 
pozwolić na współpracę "prostych" i "rozbudowanych" systemów kompute­
rowych ze sobą. Wiąże się to z pewną konwencją wirtualnej pamięci po­
zwalającą na określenie opcjonalnych podzbiorów w jej definicji, po­
zwalającą na komunikację pomiędzy systemami 0 różnym stopniu złożo­
ności. Dzięki temu możliwe jest również połączenie z programem napisa­
nym przez użytkownika sieci zamiast z wirtualną pamięcią.

3,1. Podstawowe własności modelu wirtualnej pamięci zbiorów

Każda jednostka aplikacyjna mogąca występować w roli operatora 
w usługach zbiorów jest uważana za jednostkę utrzymującą wirtualną pa­
mięć zbiorów. Unikalny identyfikator tej jednostki może służyć za 
identyfikator pamięci zbiorów.

Wirtualna pamięć zbiorów zawiera dowolną liczbę zbiorów. W modelu 
wirtualnej pamięci zbiorów, zbiór jest obiektem posiadającym:

- nazwę, pozwalającą go jednoznacznie identyfikować,
- atrybuty wyrażające jego własności (wielkość, historie itp.) 

oraz opisujące zawartość zbioru (struktura, typ danych itp. ),
oraz
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- jednostki dostępu do zbioru tworzące jego zawartość.
Wszystkie powyższe własności zbioru mogą być widziane przez do­

wolnego uprawnionego użytkownika. Atrybuty opisujące zbiór są globalne. 
Oznacza to, że ta sama wartość atrybutu jest widziana przez wszystkich 
użytkowników. Kolejni użytkownicy również otrzymają tą samą wartość 
atrybutów zbioru pod warunkiem, że w międzyczasie nie zostały wprowa­
dzone modyfikacje.

W modelu wyróżnia się atrybuty aktywności, opisujące związek pomię­
dzy użytkownikiem a zbiorem. Atrybuty te określają własności użytkownika 
oraz jego działania, tzw. aktywności. Dla każdej aktywności w pamięci 
zbiorów istnieje oddzielny zestaw wartości tych atrybutów, widziany wy­
łącznie przez użytkownika tworzącego aktywność. Zestaw atrybutów 
aktywności jest tworzony w momencie ustanowienia reżymu usług zbiorów 
(zobacz rozdział 4) i kasowany łącznie z jego uchyleniem.

Atrybuty aktywności są dwojakiego rodzaju; jeden jest związany 
z atrybutami zbioru i pokazuje ich aktywne wartości dostrzegane przez 
kontrolera, drugi odzwierciedla stan aktywności oraz opisuje kontrole­
ra.

W wirtualnej pamięci zbiorów może być wykreowana dowolna liczba 
aktywności w danym czasie. Każda aktywność związana jest z jednym po­
łączeniem oraz w danym czasie może być związana tylko z jednym zbiorem.

Na definicję wirtualnej pamięci zbiorów składają się':
1. opis modelu oraz sposób opisu własności zbioru 

za pomocą atrybutów (elementy danych o ustalonym znaczeniu 
i zestawie wartości, które mogą przyjmować),

2. definicja zestawu działań (akcji) na elementach 
modelu,

$. definicja atrybutów oraz
4. definicja reprezentacji struktury zbioru.
Należy podkreślić, że definicja dotyczy pojedynczej, wirtualnej 

pamięci zbiorów i nie zawiera ona własności modelujących systemy baz 
danych.

3.2. Atrybuty zbioru

Do atrybutów zbioru należą następujące atrybuty: nazwa zbioru, so- 
żliwy tryb dostępu, kontrola dostępu (określa.uprawnienia potrzebne do 
uzyskania dostępu), konto rozliczeniowe (za przechowanie), data i czas 
utworzenia zbioru, data i czas ostatniej modyfikacji zbioru, data 
i czas ostatniego czytania zbioru, identyfikacja tworzącego zbiór, 
identyfikacja ostatniego modyfikatora zbioru, identyfikacja ostatniego 
czytelnika zbioru, dostępność zbioru (natychmiastowy, opóźniony), kon­
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tekst prezentacji Łstandardowe zbiory, typy danych, kontekst definio­
wany przez użytkownika, zbiór typów danych), identyfikator aktywności 
tworzącej zbiór, nazwa algorytmu szyfrującego, typ struktury dostępu, 
nazwa struktury prezentacji, wielkość zbioru, dopuszczalna wielkość 
zbioru, zastrzeżenia prawne.

Dla każdego atrybutu ustalono zbiór wartości jakie atrybuty mogą 
przyjmować. Wartości te nie będą tutaj omawiane.

j.j. Atrybuty aktywności

Atrybuty aktywności odzwierciedlają stan bieżącego połączenia. Dla 
każdego połączenia istnieje zbiór wartości atrybutów aktywności. Warto­
ści atrybutów aktywności odzwierciedlają stan dostępu do pamięci zbiorów.

Atrybutami aktywności są: żądany dostęp (o wartościach read, 
insert, replace, erase, ertend, read attribute, change attribute, 
delete file), autoryzacja kontrolera (autoryzacja ustanawiania połą­
czenia), hasło (do żądania wyboru atrybutu dostępu), adres jednostki 
usług zbiorow po stronie kontrolera (adres punktu dostępu do usług 
prezentacyjnych), bieżący typ struktury dostępu (bezpostaciowa, 
jednorodna i drzewiasta ), bieżący kontekst prezentacji (wynegocjowany 
kontekst dla transferu zbiorów), sterowanie współużywalnością (dostęp 
dzielony, dostęp wyłączny) oraz bieżący kontekst dostępu.

j.4. Grupy atrybutów

Nie wszystkie atrybuty podane w poprzednim podrozdziale są po­
trzebne w każdych okolicznościach. Możliwość uproszczonych implementa­
cji manifestuje się również w podziale atrybutów na grupy, które jeśli 
są implementowane, to musza być implementowane w całości. Dlatego za­
proponowano podział atrybutów na trzy grupy: grupę podstawową, grupę 
pamięci oraz grupę ochrony.

Grupa podstawowa jest zawsze definiowana i musi być dostępna dla 
dowolnej specyfikacji związanej z wirtualną pamięcią. Grupę tą tworzą:

Atrybuty zbioru - nazwa, kontekst prezentacji, typ struktury 
dostępu, nazwa struktury prezentacji oraz 
rozmiar zbioru.

Atrybuty aktywności - żądany dostęp, adres jednostki usług po 
stronie kontrolera, bieżący typ strurtury 
dostępu oraz kontekst prezentacji.

Wyjątkowo w tej grupie wszystkie wartości atrybutów muszą być dostępne.
Grupa pamięci posiada znaczenie, jeśli operator gwarantuje prze­

chowanie informacji i pozwala aktywności odnieść się do informacji 
ustanowionych przez poprzednie aktywności. Grupę tą tworzą:
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atrybuty zbioru - konto rozliczeniowe, data i czas utworzenia, 
data i czas ostatniej modyfikacji, identy­
fikator aktywności tworzącej zbiór, dostęp­
ność zbioru, typ struktury dostępu, dopuszcza 
Ina wielkość zbioru,

atrybuty aktywności - bieżący kontekst dostępu, sterowanie współ­
używalnością.

Grupę ochrony tworzą pozostałe atrybuty nie wymienione w dwóch' 
poprzednich grupach.

5.5. Odwołanie się do zbioru

Odwołanie się do zbioru odbywa się w dwóch krokach. W kroku 
pierwszym, ustanawia się połączenie z pamięcią zbiorów zawierającą wy­
magany zbiór. W kroku drugim, stacji obsługującej daną pamięć zbiorów, 
muszą być udostępnione informacje pozwalające zidentyfikować wymagany 
zbiór, spośród innych zawartych w danej pamięci zbiorów. Specyfikacja 
zbioru odbywa się poprzez podanie nazwy pamięci zbiorów oraz nazwy 
zbioru.

3.6. Struktura zbiorów
Zbiór składa się z jednej bądź wielu identyfikowalnych jednostek 

danych (JD). Model wirtualnej pamięci zbiorów dostarcza struktury 
drzewiastej, odzwierciedlającej związki zachodzące pomiędzy JD ze wzglę­
du na dostęp do nich oraz ich identyfikację. Stąd, strukturę tą nazwano 
strukturą dostępu. Poddrzewa struktury dostępu tworzą tzw. jednostki 
dostępu do zbioru (JDZ), które są obiektami danych odpowiedniego typu. 
JDZ są jednostkami, za pomocą których dokonuje się operacji na zawar­
tości zbioru.

W standarcie wyróżniono dwa specjalne przypadki struktury dostęnu 
- bezpostaciową, oraz 
- jednorodną.

Bezpostaciowa struktura dostępu składa się z jednej JDZ oraz jed­
nej JD. Jednorodna struktura dostępu składa się z jednej JDZ oraz wielu 
JD, zazwyczaj tego samego typu.

Oprócz struktury dostępu wyróżnia się strukturę prezentacji. 
Każda jednostka danych jest obiektem danych określonego typu. Składa 
się z niepodzielnych porcji nazywanych elementami danych, dla których 
zdefiniowana jest indywidualna syntaktyka abstrakcyjna. Informacje 
o syntaktykach tworzą strukturę prezentacji zbioru.
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4. USŁUGI ZBIORÓW
4.1. Usługi a protokół

Definicja usług zbiorów określa szereg wchodzących w ich skład 
usług elementarnych, które, w zależności od celu zastosowania, wyko­
rzystywane są w sekwencjach, dających w sumie kompletną usługę o zna­
czeniu praktycznym. (Termin usługa elementarna wprowadzono tu tylko po 
to, aby podkreślić różnice pomiędzy pojedynczą usługą zbiorów, nazywa­
ną elementarną, a ich sumą, tj. usługami zbiorów).

Zgodnie z warstwową konwencją modelu OSI usługi zbiorów przedsta­
wia się jako usługi warstwy za pomocą:

- prymitywnych akcji i zdarzeń usług, rozumianych jako niepo­
dzielne i rozłączne w czasie interakcje pomiędzy użytkownikiem 
usług a usługodawcą, zachodzące z inicjatywy użytkownika lub 
usługodawcy,

- parametrycznych danych stowarzyszonych z każdą prymitywną akcją 
lub zdarzeniem,

- związków występujących pomiędzy prymitywnymi akcjami i zdarzenia­
mi oraz ich prawidłowymi sekwencjami.

Te prymitywne akcje i zdarzenia będziemy dalej nazywali prymitywami 
usług. Prymitywem usług jest więc zarówno akcja użytkownika żądającego 
us .ugi elementarnej, jak i zdarzenie usług, tj. powiadomienie użytko­
wnika o wykonaniu usługi lub o akcji jego partnera (drugiego współ­
użytkownika połączenia).

Rozróżnia się dwa typy usługi elementarnej: niepotwierdzaną oraz 
potwierdzaną. W usłudze niepotwierdzanej jeden z użytkowników żąda 
usługi od dostarczyciela, który następnie sygnalizuje drugiemu 
z użytkowników wywołanie danej usługi przez pierwszego, równocześnie 
przekazując wartości parametrów. W usłudze potwierdzanej występuje do­
datkowo potwierdzenie, umożliwiające przepływ informacji w odwrotnym 
kierunku. Wykonywane jest ono w następstwie udzielenia odpowiedzi na 
sygnalizację, jaką dostarczyciel usług przekazuje użytkownikowi żąda­
jącemu usługi elementarnej. Otrzymanie odpowiedzi zawsze oznacza za­
kończenie realizacji usługi elementarnej (z pozytywnym lub negatywnym 
skutkiem), jednakże może oznaczać zarówno rozpoczęcie jak i zakończe­
nie akcji partnera, żądanej za pomocą tej usługi elementarnej.

W usługach zbiorów żądanie usługi związane jest z przesłaniem od­
powiedniego, pojedynczego komunikatu protokołu FTAM przenoszącego pa­
rametry prymitywu żądającego usługi. To samo dotyczy potwierdzenia 
usługi.
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4.2. Rodzaje usług

W skład usług zbiorów wchodzą następujące usługi elementarne, po­
grupowane w żale -ości od zastosowania: 

Kontrolowanie reżymu usług zbiorów 
- ustanowienie ryżymu usług zbiorów, 
- zakończenie reżymu usług zbiorów, 
- zlikwidowanie reżymu usług zbiorów. 
Kontrolowanie reżymu przydziału zbioru 
- wybór zbioru, 
- zwolnienie zbioru, 
- utworzenie zbioru, 
- usunięcie zbioru. 
Zarządzanie zbiorami 
- czytanie atrybutów zbioru, 
- zmiana atrybutów zbioru. 
Kontrolowanie reżymu otwarcia zbioru 
- otwarcie zbioru, 
- zamknięcie zbioru. 
Kontrolowanie łączenia 
- początek grupowania, 
- koniec grupowania.
Odtwarzanie 
- odtwarzanie reżymu. 
Dostęp do zawartości zbioru 
- lokalizacja jednostki danych dostępu do zbioru, 
- wymazanie jednostki danych dostępu do zbioru. 
Transfer porcji danych 
- czytanie porcji danych, 
- pisanie porcji danych, 
- transfer jednostki danych, 
- kończenie transferu danych, 
- kończenie transferu, 
- anulowanie transferu danych. 
Rozdzielenie i ponowny start 
- rozdzielanie, 
- ponowny start transferu danych.
Znaczenia poszczególnych usług są podane w następnym podrozdziale.
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4.?. Ogólne zasady korzystania a usług zbiorów

Wyróżnia się dwa poziomy usług zbiorów: rzetelny oraz korygowany 
przez użytkownika. Poziom korygowany przez użytkownika jest tu opisy­
wany, natomiast poziom rzetelny' osiągany jest przez wprowadzenie po­
między użytkownika a dostarczyciela usług poziomu korektora błędów 
i sytuacji awaryjnych. Korektor ten wykorzystuje usługi odtwarzania, 
rozdzielania i ponownego startu w celu zamaskowania przed użytkowni­
kiem naprawialnych błędów i awarii.

Klasą usług zbiorów jest określona grupa usług elementarnych wy­
brana do celu: transferu zbioru, dostępu do zbioru lub zarządzania 
zbiorami. Każda z klas zawiera obowiązkowe oraz opcjonalne zespoły 
funkcjonalne usług. Przykładowo, klasa transferu zbioru zawiera obo­
wiązkowo zespoły funkcjonalne jądra, czytania albo pisania i grupowa­
nia. Do opcjonalnych należą wszystkie pozostałe z 'wyjątkiem zespołu 
dostępu do zbioru.

Korzystanie z usług zbiorów może odbywać się w jednym z czterech 
reżymów pracy, wyznaczających podzbiór możliwych do wykorzystania 
usług elementarnych.

Podstawowym reżymem jest reżym usług zbiorów, związany z przypi­
saniem do połączenia pomiędzy partnerami cech wymaganych dla stosowa­
nia protokołu FTAM oraz wzajemną identyfikacją partnerów. Pozostałe 
reżymy są kolejno zagnieżdżane w poprzednich. Sa to reżymy: przydzie­
lonego zbioru, otwartego zbioru oraz transferu danych. Każdy z nich 
może być ustanowiony i uchylony wielokrotnie, bez uchylenia reżymu, 
w którym jest zagnieżdżony. Przykładowe następstwo zdarzeń jest zilu­
strowane poniżej za pomocą nawiasów oznaczających ustanowienie i uchy­
lenie reżymów:

(r.usług zb.-(r.przydzielonego zb. - operacje na atrybutach zb. - 
- (r. otwarcia zb. - (r.transferu danych - r. transferu danych) - 
- r. otwarcia zb.) - r. przydzielonego zb.) - (r. przydzielonego 
zb. - r. przydzielonego zb.) - r.usług zb.)
W każdym z reżymów można stosować wyłącznie właściwe mu funkcje 

usług zbiorów. Ustanowienie i uchylenie reżymów odbywa się przy okazji 
pomyślnej realizacji niektórych usług elementarnych (nie ma odrębnych 
funkcji ustanawiania i uchylania reżymu). W tym celu wykorzystuje się 
następujące usługi:

Ustanowienie reżymu
usług zbiorów - usługa ustanowienia reżymu, 
przydzielonego zbioru - usługa wyboru zbioru, utworzenia zbioru, 
otwartego zbioru - usługa otwarcia zbioru,
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transferu danych - usługa czytania (lub pisania) jednostki danych' 
dostępu do zbioru.

Uchylenie reżymu
usług zbiorów - usługa zlikwidowania lub uchylenia reżymu usług 

zbiorów,
przydzielonego zbioru - usługa zwolnienia lub usunięcia zbioru, 
otwartego zbioru - usługa zamknięcia zbioru, 
transferu danych - usługa końca transferu.
W trakcie ustanawiania reżymu usług zbiorów odbywa się negocjacja 

parametrów połączenia, kontekstów prezentacyjnych (dozwolonych syntak- 
tyk przesyłanych danych), poziomu, klasy i opcjonalnych funkcji usług 
zbiorów.

Próba ustanowienia reżymu usług może się nie powieść (zostanie 
odrzucona) zarówno z powodu niezgodności partnerów w poziomie lub kla­
sie usług.

Negocjacja opcjonalnych zespołów funkcjonalnych wewnątrz danej 
klasy polega na przedstawieniu przez kontrolera listy wymaganych ze­
społów. Ooerator może skreślić z listy te zespoły funkcjonalne, których 
nie jest on w stanie zaakceptować.

Wymiana danych w trakcie negocjacji odbywa się poprzez dołączenie 
odpowiednich parametrów do usługi ustanowienia reżymu usług zbiorów, 
która jest usługą potwierdzaną, a więc następuje przesłanie informacji 
tam i z powrotem. Dodatkowe dane, precyzujące znaczenie poszczególnych 
usług są przekazywane również jako ich parametry. Wartości większości 
z tych parametrów nie są modyfikowane przez dostarczyciela usług.

4.4. Definicje usług

4.4.1. Zespół funkcjonalny7 jądra

Usługa ustanowienia reżymu usług zbiorów
Służy do wprowadzenia reżymu usług zbiorów i powiązania go z po­

łączeniem pomiędzy dwoma użytkownikami usług zbiorów. Jest to usługa 
potwierdzana, żądana przez kontrolera. Parametry usługi służą identy­
fikacji obu parametrów oraz inicjującego użytkownika, ustaleniu para­
metrów usług (poziom i klasa usług, rodzaj danych itp.).

Usługa zakończenia reżymu usług zbiorów
Służy do uchylenia reżymu usług zbiorów i jego powiązania z połą­

czeniem pomiędzy dwoma użytkownikami usług. Jest to usługa potwierdza­
na, żądana przez kontrolera wyłącznie wtedy, gdy nie wykonuje en żad­
nej akcji za pośrednictwem operatora (nie jest ustanowiony reżym przy­
dzielonego zbioru). Parametr usługi przekazuje koszt zrealizowanych 
działań.
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Usługa zlikwidowania reżymu usług zbiorów
Służy do bezwarunkowego uchylenia reżymu usług zbiorow i jego po­

wiązania z połączeniem pomiędzy dwoma partnerami. Jest to usługa nie- 
potwierdzana, żądana przez dowolnego z partnerów lub usługodawcę w do­
wolnym momencie. Jej wykonanie powoduje zaniechanie wszystkich akcji 
w pamięci zbiorów operatora, pozostawiając przydzielony zbiór w nie­
określonym stanie. Parametr usługi przekazuje przyczynę zlikwidowania.

Usługa wyboru zbioru
Służy do wybrania zbioru spośród istniejących zbiorów oraz złą­

czenia go z reżymem usług zbiorów. Ustanawia ona reżym przydzielonego 
zbioru. Jest to usługa potwierdzana, żądana przez kontrolera wyłącznie 
wtedy, gdy inny zbiór nie jest przydzielony. Parametry usługi służą do 
wyboru zbioru, ustalenia jego atrybutów, określenia sposobu korzysta­
nia ze zbioru (sposób dostępu, kontrola współużytkowania i zaawansowa­
nia ).

Usługa zwolnienia zbioru
Służy do odłączenia zbioru od reżymu usług zbiorów. Uchyla ona 

reżym przydziału zbioru. Jest to usługa potwierdzana, żądana przez 
kontrolera wyłącznie wtedy, gdy zbiór jest przydzielony. Po zwolnieniu 
zbiór istnieje i jest dostępny dla następnej akcji wyboru zbioru. Pa­
rametry przekazują rezultat oraz ewentualne przyczyny niepowodzenia.

4.4.2. Zespół funkcjonalny czytania |

Usługa czytania porcji danych
Służy do zainicjowania transferu danych od operatora do kontrole­

ra. Jest to usługa niepotwierdzona, żądana przez kontrolera wyłącznie 
w reżymie otwarcia zbioru i stanie "jałowym" transferu danych. Ustalo­
ny przez nią kierunek przepływu danych jest obowiązujący aż do wywoła­
nia usługi końca transferu danych. Usługa czytania porcji danych 
może być odrzucone za pomocą usługi końca danych z parametrem przyczy­
ny istotniejszym niż ostrzeżenie. Parametry usługi przekazują specyfi­
kację transferu porcji danych (identyfikacja jednostki danych dostępu 
do zbioru, żądany dostęp, kontrola współużytkowania). .

Usługa transferu jednostki danych
Służy do przesyłania danych. Jest to usługa niepotwierdzana, żą­

dana przez nadawcę (partner wskazany jako nadawca w danym reżymie 
transferu danych). Parametry usługi przekazują typ danych oraz ich 
wartość.

Usługa końca transferu danych
Służy do wskazania zakończenia transferu danych. Jest to usługa 

niepotwierdzana, żądana przez nadawcę po nadaniu wszystkich danych.
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Parametry przynoszą informację diagnostyczną.
Usługa końca transferu
Służy do zatwierdzenia zakończenia transferu danych. Jest to 

usługa potwierdzana, żądana przez kontrolera po zakończeniu transferu 
danych (wykonaniu usługi końca transferu danych). Uchyla ona reżym 
transferu danych. Parametry przenoszą informację diagnostyczną oraz 
informację o stanie zaawansowania.

Usługa anulacji transferu danych
Służy do unieważnienia transferu danych, tj. skasowania aktywnoś­

ci transferu danych. Jest to usługa potwierdzana przerywająca bieżącą 
aktywność, żądana przez dowolnego z partnerów w reżymie transferu 
danych (nadawca nie może jej stosować po zażądaniu usługi końca trans­
feru danych). Parametry przenoszą informację diagnostyczną.

Usługa otwarcia zbioru
Służy do ustanowienia kontekstu prezentacji oraz kontroli współ­

użytkownika i zaawansowania dla aktywności transferu danych. Jest to 
usługa potwierdzana żądana przez kontrolera w reżymie przydziału zbio­
ru. Usługa ustanawia reżym otwarcia zbioru. Parametry usługi służą do 
ustalenia trybu przetwarzania, nazwy typu zawartości, kontroli współ­
użytkownika i zaawansowania, tiybu odtwarzania, identyfikatora aktyw­
ności. Zwrotnie przekazują rezultat oraz informację diagnostyczną.

Usługa zamknięcia zbioru
Służy do uchylenia reżymu otwarcia zbioru. Jest to usługa potwier­

dzana, żądana przez kontrolera. Parametry służą do ustalenia kontroli 
zaawansowania, oraz zwrotnie przekazują rezultat oraz informację dia­
gnostyczną.

4.4.3. Zespół funkcjonalny pisania

Usługa pisania porcji danych
Służy do zainicjowania transferu danych od kontrolera do operato-. 

ra. W pozostałych aspektach usługa jest analogiczna do usługi czytania 
porcji danych.

Pozostałe usługi zespołu pisania
W skład zespołu wchodzą wszystkie usługi zespołu funkcjonalnego 

czytania z wyjątkiem usługi czytania porcji danych.

4.4.4. Zespół funkcjonalny dostępu do zbioru

■ Usługa lokalizacji jednostki danych dostępu do zbioru
Służy do wskazania konkretnej jednostki danych dostępu do zbioru, 

która ma zostać zlokalizowana w celu udostępnienia jej dla później­
szych operacji. Jest to usługa potwierdzana, żądana przez kontrolera.
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Pa^mptry służą do ustalenia konkretnej jednostki oraz kontroli współ­
użytkowania oraz zwrotnie przenoszą rezultat wraz z informacją diagno­
styczną.

Usługa wymazania jednostki danych dostępu do zbioru
Służy do usunięcia jednostki danych dostępu do zbioru ze zbioru. 

Jest to usługa potwierdzana, żądana przez kontrolera. Parametry usługi 
służą do wskazania konkretnej jednostki, kontroli współużytkowania 
oraz zwrotnie przenoszą rezultat wraz z informacją diagnostyczną.

4.4.5. Zespół funkcjonalny ograniczonego zarządzania zbiorami

Usługa utworzenia zbioru
Służy do wykreowania zbioru i wybrania tego nowo utworzonego 

zbioru jako zbioru przydzielonego (usługa ustanawia reżym przydzielo­
nego zbioru). Jeśli zbiór o podanej identyfikacji istnieje, to w za­
leżności od wartości parametrów może być przydzielony lub nie - w tym 
przypadku usługa zakończy się nieprawidłowo. Jest to usługa potwier­
dzana, żądana przez kontrolera. Pozostałe parametry przekazują atrybu­
ty zbioru, hasła dostępu, kontrolę współużytkowania i zaawansowania. 
Zwrotnie przekazywany jest rezultat wykonania usługi.

Usługa usunięcia zbioru
Służy do uchylenia reżymu otwarcia z jednoczesnym skasowaniem 

przydzielonego zbioru (zbiór przestaje istnieć). Jest to usługa po­
twierdzana, żądana przez kontrolera wyłącznie w reżymie przydzielonego 
zbioru. Parametry przekazują hasło oraz zwrotnie rezultat, koszt i in­
formację diagnostyczną.

Usługa czytania atrybutów zbioru
Służy do odczytania wartości atrybutów zbioru. Jest to usługa po­

twierdzana, żądana przez kontrolera w reżymie przydzielonego zbioru. 
Parametry przekazują listę atrybutów oraz zwrotnie ich wartości, re­
zultat oraz informację diagnostyczną.

4.4.6. Zespół funkcjonalny rozszerzonego zarządzania zbiorami

Usługa zmiany atrybutów zbioru
Służy do zmodyfikowania wartości atrybutów zbioru. Parametry prze­

kazują listę atrybutów i ich nowych wartości. Zwrotnie rezultat i in­
formację diagnostyczną. W skład zespołu wchodzą także wszystkie usługi 
zespołu ograniczonego zarządzania zbiorami.

4.4.7. Zespół funkcjonalny grupowania

Usługa początku grupowania
Służy do zaznaczenia początku sekwencji połączonych usług, które 

mają być wykonane jako jedna całość. Jest to usługa potwierdzana żąda­
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na przez kontrolera.
Usługa końca grupowania
Służy .do zaznaczenia końca sekwencji połączonych usług, które 

mają być wykonane jako całość. Jest to usługa potwie. dzana, żądana 
przez kontrolera.

4.4.8. Zespół funkcjonalny odtwarzania

Usługa odtwarzania reżymu
Służy do ponownego założenia reżymu otwartego zbioru po awarii. 

Odtworzenie poprzedniego reżymu następuje poprzez powołanie się na 
identyfikator byłej aktywności. Jest to usługa potwierdzana, żądana 
przez kontrolera. Parametry przekazują identyfikację byłej aktywności, 
numer porcji danych, żądany dostęp, hasło i punkt odtworzenia, zwrot­
nie rezultat i informację diagnostyczną.

Usługa rozdzielania
Służy do wprowadzania znaczników punktów przerwania strumienia 

danych do celów późniejszego odtworzenia lub ponownego startu. Jest to 
usługa potwierdzana żądana przez nadawcę.

Pozostałe usługi zespołu
W skład zespołu wchodzi również usługa anulacji transferu danych.

4.4.9. Zespół ponownego startu transferu danych

Usługa ponownego startu transferu danych
Służy do przerwania bieżącego transferu i wynegocjowania miejsca 

(znacznika}, od którego powinien być ponownie wystartowany. Jest to 
usługa potwierdzana, żądana przez dowolnego z partnerów w reżymie 
transferu danych. Parametry przenoszą identyfikator znacznika oraz in­
formację diagnostyczną.

W skład zespołu wchodzą rćunież usługi rozdzielania i anulacji 
transferu danych.

5. PODSUMOWANIE

W pracy przedstawiono koncepcję usług zbiorów, opisano model wir­
tualnej pamięci zbiorów oraz dosyć szczegółowo przedstawiono usługi 
transferu, dostępu do i zarządzania zbiorami w systemie otwartym.

Materiał zaprezentowany’ w pracy zaczerpnięto z dokumentów ISO 
[l-4j, które aktualnie posiadają status szkicu standardu.

Wydaje się, że propozycja dokumentu w zasadniczej, Koncepcyjnej 
części, nie ulegnie zmianie, a zatem może w pewnym zakresie stanowić 
bazę implementacyjną usług PTAM.

W sieci MSK zaimplementowano stacje transferu zbiorów, których 
oprogramowanie oparto o zalecenia podane w [6]. propozycje ewertual- 
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nego wykorzystania stacji do świadczenia usług tutaj prezentowanych 
podano w [5] •
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EHE TRANSFER, ACCESS and MANAGEMENT 
FOR OPEN SYSTEMS INTERCONNECTION

One of the serrices in Computer network standardized by International 
Organization for Standarization (ISO) is File Transfer, Access and 
Management. The paper presents the FTAM serrices in.Open Systems 
Architecture and details allowing generał orientation in FTAM 
serrices standardized by ISO.
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TELEINFORMATYCZNE SYSTEMY PRZEKAZYWANIA WIADOMOŚCI (MHS)

Przedstawiono model funkcjonalny, architekturę logiczna i usługi 
teleinformatycznych systemów przekazywania wiadomości fSPW) 
(Message Handling Systems), umożliwiających wymianę i przetwarza­
nie wiadomości o różnych postaciach (usługi telepatyczne) poprzez 
sieci teleinformatyczne. Model jest zgodny z zaleceniami serii 
Y.400 CCITT, a także z modelem ISO OSI. Usługi i protokoły SPW 
mieszczą się w warstwie .zastosowań OSI, ale normalizacja obejmuje 
również pewne elementy warstw niższych. Przedstawiono zagadnienia 
implementacji SPW w rozległych sieciach komputerowych (RSK) oraz 
zagadnienia dołączania komputerów osobistych do SPW.

1. wsięp

Nowe odkrycia i wprowadzane szeroko nowe technologie w elektronice, 
informatyce i telekomunikacji spowodowały w ostatnich latach nie notowa­
ne wcześniej przyspieszenie rozwoju usług i sieci telekomunikacyjnych. 
Silne stało się też dążenie do integracji usług w całkowicie cyfrowej 
sieci telekomunikacyjnej (ISDN) 1 . Trwają intensywne prace nad wprowa­
dzeniem "inteligentnych” usług i systemów (ang.: Value-added s.), tzn. 
systemów oferujących dodatkowe usługi w stosunku do ''czystych”, klasycz­
nych usług telekomunikacyjnych. Jednym z typów takich systemów są tele­
informatyczne systemy przekazywania wiadomości (dalej w skrócie SPW) 
ang.: Message Handling Systems-MHS), wdrażane obecnie w ramach działają­
cych sieci teleinformatycznych, Początkowo SPW przyjęły postać tzw.pocz­
ty elektronicznej (Electronic Mail), instalowanej w rozległych sieciach 
komputerowych (RSK) w USA i Kanadzie. Szybko okazało się, że objęcie u- 
sługą poczty elektronicznej użytkowników więcej niż jednej sieci wymaga 
wprowadzenia nowwch standardów. CCITT zareagowała bardzo szybko i komple 
ksowo, opracowując nową serię zaleceń: Y.400, aktualnie rozwijanych ( 3 
do 10 ) i uwzględniających szeroko tzw.usługi telepatyczne. W-międzycza- 
x Instytut Telekomunikacji, Zakład Teorii Systemów Informatycznych, 

Politechnika Gdańska
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sie SPW w ranach RSK bardzo żwiększyły swoje możliwości i zaczętotworzyć 
S2\l w ramach lokalnych sieci komputerowych (LSK). świat stoi też w przet- 
dedniu zapewnienia dostępu użytkownikom komputerów osobistych do SPW, co 
może mieć daleko idące następstwa. „Ze względu na duże znaczenie SIW, wy­
nikające z szerokiego zakresu zastosowań i intensywne rozwijanie ich za 
granicą należy się spodziewać wprowadzenia SPW również w naszym kraju. 
W pracy podjęto próbę omówienia problematyki SPIŻ na tle modelu CCIII. 
Zalecenia CCITT wprowadziły nową terminologię dla której autor zapropo-. 
nował odpowiedniki polskie. Ze względu na nowatorski charakter tej pro­
pozycji przy każdym nowym terminie polskim podano w nawiasie odpowiednik 
angielski. Dla ilustracji modelu SPW przedstawiono usługi istniejącego 
SPW, a następnie omówiono zagadnienia rozwoju SPW w ramach RSK oraz za­
gadnienia dołączania komputerów osobistych do SPW.

2. MODEL SYSTEMU PRZEKAZYWANIA WIADOMOŚCI.

Całokształt zagadnień SPW został opracowany przez CCIII i wydany 
w postaci Zaleceń Z.400 - X.43O 3 do 10 . Model SPW, który teraz krótko 
bpiszemy jest zgodny z tymi zaleceniami. Struktura funkcjonalna modelu 
SPW jest przedstawiona na rys.1.

Rys.1. Model funkcjonalny systemu przekazywania wiadomości.
Pig.1. Punctional View of the MHS Model.

użytkownikiem SPW jest człowiek, bądź komputerowy procśs zastosowań. 
Użytkownik jest twórcą wiadomości (originator), bądź jej adresatem 
(recipient). Wiadomość w kontekście SPW jest jednostką informacji, prze­
noszenia wiadomości (PPW) Message Transfer System-NTS)« Wiadomość składa 
się z koperty i treści. Koperta zawiera informacje, wykorzystywane 
przy przekazywaniu wiadomości od twórcy do adresata. Koperty mogą się 
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zmieniać, o czym' powiemy niżej. Stacja użytkownika (SU) User Agent-UA) 
pozwala mu na utworzenie wiadomości i współpracuje z JW. Na FF',;' składa 
się sieć współpracujących, ze sobą przekaźników wiadomości (PW)("essage 
Transfer Agents - MTAs),które przenoszą wiadomość, a następnie dostar­
czają ją stacji (bądź stacjom) adresata. W łańcuchu przekazywania wia­
domości od twórcy do adresata, przykładowo przedstawionym na rys.2 wy­
różnia się 5 typy oddziaływań: 1) twórca-przekaźnik (źródłowy), 2) prze- 
kaźnik-przekaźnik, 3) przekaźnik (docelowy) - adresat.

Nys.2. Przekazywanie wiadomości w SPW 
Fig.2, Message Transfer within MHS

W zależności od punktu widzenia pierwsze oddziaływanie (twórca-przekaź­

nik) jest dla użytkownika nadawaniem, a dla IW przyjmowaniem (submis- 

sion). Dla tego oddziaływania stosuje się kopertę przyjmowania (submis- 
sion envelope), która zawiera żądania elementów obsługi ?PW. Dalej, 
w obrębie DrW używana jest koperta przekazywania (relaying enrelope), 
zawierająca informacje niezbędne dla PPW i opis elementów obsługi dla 
SU. Wreszcie trzecie oddziaływanie (przekaźnik-ądreśat) wymaga koperty 
doręczania (delivery envelope), która zawiera informacje niezbędne dla 
doręczenia wiadomości adresatowi.

Wyróżniono nodklasę SPU, zwaną systemem osobistego porozumienia 
się (SCP) Interpersonal Messaging System-IPMS).
Użytkownikami SOP są ludzie. SOF świadczy swoim użytkownikom usługi oso­
bistego porozumiewania się i zapewnia dostęp do niektórych usług telema- 
trcznych. Do usług tych z a 1o z a się teleks, tekst (wymiana standaryzowa— 
nvch dokumentów), teletekst, faksymile, videotext,a także przekazywanie 
mowy, dźwięków i obrazów (wideo), w szczególności usługi video-konferen- 
cji. Ostatnie trzy nie występują w SCP. Obecnie SOP są dominującą pod- 
klasą 31 W. SU obsługująca użytkownika SOP powinna umożliwiać:
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1. wysyłanie (odbieranie) wiadomości do (od) PW 
2, Przedstawianie wiadomości swojemu, użytkownikowi 
3. Współpracę z innymi SU
4. dodatkowe przetwarzanie wiadomości.
Opcjonalnie SU należąca do SOS może realizować lokalne funkcje nie obję­
te Zaleceniami CCIII, jak przetwarzanie tekstów, przechowywanie i wyszu­
kiwanie wiadomości w bazie danych itp,

W treści, wiadomości SOI wyróżnia się nagłówek (Hęader) i treść wła­
ściwą (Body), Przykładową zawartość nagłówka omówimy- w p.6. Treść właś­
ciwa może zawierać zakodowane informacje różnych typów, jak tekst, faksy- 
mile, grafika, głos i inne. Protokół, określający typ treści jest wyspe­
cyfikowany w zaleceniu Z.420. W zakresie- usług tetematycznych dotychczas 
unormowano jedynie współpracę terminali teletekstu w ramach SOP (Zalece­
nia X.43O). Tideo.ekst jest uważany za interaktywny (tj. nie służy prze­
kazywaniu wiadomości). Jednakże dopuszczono7możliwość włączenia grafiki 
videotekstu do treści wiadomości. Konwersacja kodów wiadomości różnych 
typów jest objęta Zaleceniem 2.408.

3. ZASADY TWORZENIA NAZW I ADRESÓW W SPW

Dla zapewnienia poprawnej pracy SPW każda SU może mieć unikalną 
nazwę i adres (użytkownicy SPW nie są elementami systemu i dlatego roz­
ważania dotyczą ich stacji). Zalecenie 2.400 szeroko omawia zagadnienie 
tworzenia nazw i adresów. Wzięto pod uwagę różne aspekty praktyczne, 
a w szczególności postulaty: aby zasady tworzenia nazw były przyjazne 
dla użytkownika, oraz aby SPW mogły wykorzystywać istniejące sposoby 
adresowania systemów na bazie których będą wdrażane. Dlatego dopusz­
czono kilka wariantów i pewną swobodę tworzenia nazw i adresów. 
Zarówno nazwy jak i adresy są typu opisowego i składają się z list atry­
butów. Nazwy odnoszące się do stacji twórcy adresata są nazwami I A 
(0 R Names). Wyróżniono 4 kategorie atrybutów:
1. Osobowe (Personel A.) ( na przykład: .nazwisko, imiona, inicjały itd) 
2. Geograficzne (Geographical A.) (np.: nazwa ulicy, nr domu, miasto, 

kraj)
3, Organizacyjne (Organizational A.) (np.: nazwa instytucji, nazwa jed­

nostki organizacyjnej, stanowisko)
4. Systemowe (Architectural A.) (np.: adres zgodny z Zaleceniem 2.121 

unikalny identyfikator SU)
Każdy SPW działa w pewnym obszarze obszarze geograficznym, zwanym ob­
szarem administracyjnym (OA) ?łanagem,ent Domain - MD). W zależności od 
tego, ozy właścicielem SPW jest poczta, czy też inna instytucja mówimy 
o pocztowym (telekomunikacyjnym) obsz.arze administracyjnym (PCA) Admi- 
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nistration Management Domain-APMD), bądź o wydzielonym. obszarze admini­
stracyjnym (WOA) (Priratę Management Bomain-PRMD). Z uwagi na międzyna­
rodowy zasięg działania SPW wiadomość może w drodze od twórcy do adresa­
ta przejść przez kilka OA. Aby poprawnie skierować wiadomość do CA, do 
którego należy adresat muszą być podane wszystkie atrybuty z tzw. bazo­
wego zbioru atrybutów (Base Attribute Set). Zalecenie X.4OO wyróżnia, 
cztery kategorie atrybutów bazowych. Są to atrybuty:
1. Instytucji (Commercial) (nazwa instytucji, kraj)
2. Siedziby (Besidential) (region, województwo itp., kraj)
3. Obszaru administracyjnego (Architectural) (nazwa-OA, kraj)
4. Terminala (Terminal-oriented) (adres X.121, nr teleksowy, identyfi­

kator terminala telematycznego).
Adresy T A muszą umożliwiać jednoznaczne określenie miejsca dołączenia 
SU adresata do PPW. Eażdy adres T A jest nazwą T A, ale nie zawsze od­
wrotnie. Zalecenie podaje dwie postacie nazw T A, będących jednocześnie 
adresami T A. Postać 1 na 3 warianty w nawiasach kwadratowych są opcjo­
nalne .
Mazwa T A, Postać 1, Wariant 1:
(a) nazwa kraju
(b) nazwa POA 

nazwa WOA 
nazwisko, 
nazwa instytucji 
nazwa jednostki organizacyjnej 
atrybuty organizacyjno-administracyjne

W postaci 1, wariant 2 po atrybutach (a) i (b) występuje obligatoryjni.; 
atrybut wyróżniający: identyfikator SU, oraz opcjonalne atrybuty o~pari- 
zacyjno-administracyjne.
Atrybutem wyróżniającym postać 1,. wariant 3, TA jest adres w g Zalecer 
nia X.121 (po atrybutach (a) i (b) ).
Uazwa T A postaci 2 składa się z: adresu telematycznego, oraz identyfi­
katora terminala telematycznego .
Postać 1 jest przeznaczona dla użytkowników SPW, natomiast postać 2 co 
identyfikacji użytkowników telematycznych. Pod hasłem "Atrybuty organi­
zacyjno-administracyjne" zostały ujęte wszystkie informacje niezbędne 
dc identyfikacji SU, a więc atrybuty nazw .T A omawiane poprzednio, nie 
objęte normalizacją i wybierane w g potrzeb każdego SPW. Oczywiście 
w konkretnej wymianie wiadomości twórca posługuje się tylko jednym wa­
riantem.
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Z zagadnieniem nazw i adresów ściśle wiąże się zagadnienie katalo­
gów adresów, a szerzej usług katalogowych (directory serrices). Usługi 
te mają między innymi odejmować:
1. weryfikację podanej nazwy TA
2. określenie adresu T A na podstawie nazwy T A
5. identyfikację usługi wieloadresowej i określenie pełnych adresów 

na podstawie podanej listy (rozdzielnika)
4. kontrolę uprawnień użytkownika stacji o nazwie T A i inne. 
Zbiory katalogowe są częścią bazy danych SPW ioczywiście muszą być 
dostępne wszystkie operacje typowe dla eksploatacji i utrzymania baz 
danych.

Systemy i usługi katalogowe są również w centrum zainteresowania 
CCIII podobnie jak SPW. Przygotowywana jest seria zaleceń o tymczasowym 
oznaczeniu X. dsl -X.ds7) 11 - 16 )• Zalecenia tej serii są opracowywane 
zgodnie z metodyką modelu ISO OSI 13 a także SPW i obejmują między in­
nymi: model, elementy obsługi, protokoły, zagadnienia nazw i adresów, 
oraz ważne problemy zabezpieczeń, kontroli uprawnień i dostępu. Ze wzglę 
du na szeroki zakres zastosowań usług katalogowych, obejmujący systemy 
informacyjne i sieci zintegrowane, obszerna problematyka katalogów wyma­
ga odrębnego omówienia i- wykracza poza ramy niniejszego referatu.

4. 2IEMSNTY OBSŁUGI

\i Zaleceniach serii X.4OO wyróżniono podstawowe i dodatkowe elemen­
ty obsługi. Podstawowe elementy obsługi (Basic Message Transfer Serrice 
Elements) powinny występować w każdym SPW, natomiast dodatkowe elementy 
obsługi (Optional Serrice Elements) są opcjonalne. Podstawowe elementy 
obsługi przedstawione są w tablicy 1.

Tablica 1. Podstawowe elementy obsługi SPW
Table 1. Basic Message Transfer Serrice Elements

Lp. nazwa elementu obsługi Miejsce 
powstania

’ riejsce 
oddział.

. 1 Padanie identyfikatora 'wiadomości PW W

2 Zawiadomienie o niemożliwości doręczenia W SUT
3 Poinformowanie o typach używanych kodów SUT X ..

4 Określenie pierwotnego tynu kodu wiado-
-ości SUT PW,SUA

5 Zaznaczenie dokonanej konwersji kodów FW SUA
6 Ostemplowanie nadawcze jw SU
7 Ostemplowanie odbiorcze SUA
3 Kontrola dostępu SU, FU hi

 

W

3 Określenie typu treści wiadomości SUT
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SUT, SUA oznaczają odpowiednio: stację twórcy i stację adresata.

Omówimy- krótko niektóre elementy obsługi z tablicy 1. PPW przy­
dziela SU twórcy .unikalny identyfikator każdej wiadomości, wykorzysty­
wany później przy powoływaniu, się na tę wiadomość, .(np. przy zawiadomie­
niu o niemożliwości doręczenia lub w odpowiedzi na'tę wiadomość, w kolej 
nej wiadomości powiązanej logicznie z poprzednią itp.). Wiadomość można 
ostemplować (tj. podać datę i czas) zarówno przy nadawaniu, jak i dorę­
czaniu. Użytkownik może zrezygnować z podania czasu, ale system musi 
oferować taką możliwość.

Kontrola dostępu dotyczy styku SU-PW i może być realizowana po obu 
stronach styku. Kontrola uprawnień może wykorzystywać często zmieniane 
hasła. Nie ma to nic wspólnego z hasłami kontrolującymi dostęp użytków-- 
nika do SPW.

Dodatkowe elementy obsługi SPW zostały podzielone na cztery kate­
gorie:
1. nadawanie (doręczanie) (Submission and Delivery)
2. konwersja kodów (Conversion)
3. zapytania (Query)
4. doręczenia warunkowe (Status and Inform).

W nadawaniu doręczaniu wyróżniono dziewięć elementów obsługi. 
Źródłem wszystkich jest SU twórcy. Do ważniejszych elementów należą: 
określenie stopnia pilności (pilna, normalna i nie - pilna); określenie 
najwcześniejszego doręczeniajdoręczenie okolicznościowe- przed podaną 
datą i godziną nie powinno się doręczać);żądanie potwierdzenia odbioru; 
żądanie zwrotu niedoręczonej wiadomości (wykonalne, jeżeli nie było 
konwersji kodów).

W chwili obecnej zalecenia dotyczące konwersji kodów dotyczą tylko 
SCI. SUT ma do dyspozycji trzy opcje: wydanie zakazu konwersji kodu 
danej, wiadomości; zezwolenie na konwersję kodów przez PW beż informo’,ła­
nia o dokonaniu konwersji, oraz żądanie wykonania określonej konwersji 
(w połączeniach międzysieciowych przy niekompatybilnych terminalach).

W kategorii zapytań jest obecnie jeden element. SUT może zapytać 
PPW, czy wiadomość, którą .zamierza wysłać może zostać doręczona. Podaje 
przy tym rozmiar, typ treści i kod wiadomości. PPW na podstawie tego 
zapytania tworzy wiadomość służbową z zapytaniem i wysyła ją do poten­
cjalnego adresata. Na podstawie odpowiedzi SUA'PW informuje SUT o mo­
żliwości przyjęcia (lub nie przyjęcia) wiadomości.

2 kategorii doręczeń warunkowych występują dwa elementy: -doręczenie 
alternatywnemu adresatowi i doręczenie, kiedjr będzie to możliwe.
W pierwszym wypadku twórca określa podzbiór atrybutów adresata, którą.’ 
musi być spełniony, aby doręczyć wiadomość (np. tylko nazwę msty^ucj.. 
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i atrybuty geograficzne) i zezwalałby inne atrybuty(np. nazwikso) 
mogiy nie pokryć się z atrybutami nazw SUA. Drugi z elementów zezwala 
PIW w przypadku niemożliwości doręczenia wiadomości przechowanie jej 
ponow/nie prób doręczenia w z góry określonym przedziale czasu.

Większość dodatkowych elementów obsługi jest związana z konkretny 
mi wiadomościami, a zestaw wybranych elementów może się zmienić od wia­
domości do wiadomości. Część elementów dodatkowych jest wybierana na o- 
kreślony przedział czasu.

W systemach osobistego porozumiewania się rozszerzono zbiory ele­
mentów obsługi w stosunku do zbiorów omówionych. W zbiorze elementów/ 
podstawowych dodatkowy element przenosi upraw/nienia identyfikatora wia­
domości z PPW na stację tw/órcy. W zbiorze elementów dodatkowych jest 
o 18 elementów/ więcej w dwóch dodatkowych kategoriach, ale ramy refe­
ratu nie pozw/alają na ich omówienie.

5. ARCHITEKTURA 1OGICZ1IA SB? (SOP)

Architektura logiczna SPW jest w pełni zgodna z architekturą mo­
delu ISO OSI 18 i została opracowana zgodnie z metodyką tego modelu. 
Jednostki i protokoły SPW zostały umieszczone w/ warstwie zastosowań 
modelu OSI, ale SPW korzystają z usług i protokółów w/arstw niższych. 
Omówimy architekturę dla klasy SOI', poniew/aż tylko dla SOI w/ystą- 
pi2 a standaryzacja 'wszystkich protokółów. Punkcje SPW(SOP) w; w/arstwie 
zastosow/ań są realizowane przez dwie podw/arstwy:
- podwarstw/ę stacji użytkow.ników (PSU) (User Agent Layer-UAl),
- podwarstw/ę przekaźników/ wiadomości (PPW) (Meassage Transfer Layer- 

MTI).
PSU reprezentuje działania SU związane z zawartością wiadomości, nato­
miast PPW reprezentuje działania PW i świadczy usługi przenoszenia wia­
domości. Wyróżniono 5 typy systemów: 
-SI- systemy realizujące tylko funkcje SU
-S2- systemy realizujące tylko funkcje PW
-SJ- systemy realizujące zarówno funkcje SU jak i PW.

P0DWAR5TWA 
STACJI UŻYTKOWNIKÓW JSU P2 JSU

(USER A6ENT LAYER) (UAE) (UAE)
, P00WAR5TWA 

PRZEKAŹNIKÓW WIADOMOŚCI JPW PI JPW P3 JP
(MESSAGE TRANSFER LAYER) (MTAE) * " (MIAE) “ * (SDE)

S3 S2 SI

Rys.3. Architektura logiczna SOP (w/arstwa zastosowań) 
?ig.5. Dayerd Description of the IPMS
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Tablica 2. Zbiór prymitywów usługowych PPW i ich parametrów 
Table 2. Set ot MTL service primitivas and parameters.

Usługa Prymityw Pa ramęt ry

Nawięzanie dialogu
□SU - PPW

LOGON. Reauest

LOGON. Confirm.

LOGON. Indication

LOGON. Response

Nazwa T/A, Hasło

Potwierdzenie /pozyityw. 
negatyw/, {Przyczyna nie­
powodzenia} , ...

Nazwa 3PW, Hasło, } Licz­
ba wiad. czekaj,.}

Potwierdzenie, (Przyczy­
na niepowodzenia}

Modyfikacja parame­
trów JSU zarejestro- 
wanych w PPW

REGISTER. Request

REGISTER. Confirm.

Zestaw nowych wartości 
parametrów OSU /np. typy 
akceptowanych kodów, max. 
dopuszcz. długość treści/ 
Potwierdzenie, i przyczy­
na niepowodzenia)

Nałożenie ograni­
czeń na param.wiad. 
akceptowanych przez 
□ SU

Nałożenie ograni­
czeń na param.wiad. 
akceptowanych przez 
PPW

CONTROL. Request

CONTROL. Confirm.

CONTROL. Indication

CONTROL. Response

Zestaw parametrów /podo­
bny jak dla REGISTER.Req. 
Potwierdzenie, { Przyczy­
na niepowodzenia}

Zestaw wartości parame­
trów /analogiczny, jak 
dla CONTROL. Request/ 
{Wskaźnik czekających 
wiadomości}

Zapoczątkowanie na­
dawania wiadomości 
przez OSU

SUBMIT. Request

SUBMIT. Confirm.

Wiele parametrów wraz z 
sarnę wiadomością
Wiele parametrów

Zapytanie o możli­
wość doręczenia 
wiadomości

PROBE. Request

PROBE. Confirm.

Takie same parametry, jak 
w SUBMIT. Request bez sa­
mej wiadomości
□ak w SUBMIT. Confirm.

Doręczenie wiado­
mości adresatowi

OELIYER. Indication Wiele parametrów wraz z 
wiadomości?

Informowanie OSU o 
losach nadanej w. 
lub odp.na PROBE.R.

NOTIFY. Indication Wiele parametrów

Wstrzymanie doręcze­
nia

CAN6EL.Request

CANCEL. Confirm.

Identyfikator SUBMIT. 
/parametr/
Potwierdzenie,{ Przyczy­
na niepowodzenia}

Zmiana hasła OSU CHANGE—PASSWORO.
Request

CHAN.-PASS. Confirm.

CHAN.-PASS. Indie.

Stare hasło, Nowe hasło

Potwierdzenie, }Przyczy­
na niepowodzenia}

Stare hasło. Nowe hasło
Zakończenie dialogu
□SU - PPW

LOGOFF, Request
LOGOFF. Confirm.

-

1
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Na rys.3 umieszczono 3 jednostki funkcjonalne:
- jednostkę stacji użytkownika (JS?U) (User Agent Entity - UAE);
- jednostka przekaźnika wiadomości (JPW) (Meassage Transfer Agent 

Entity-MTAE),- oraz
- jeanostkę pośredniczącą (JP) (Submission and Delivery Entity-SUE) 

i 3 protokoły:
- protokół przenoszenia wiadomości (Message Transfer Protocol)-P1, 
- protokół przyjmowania i doręczania (Submission and Delivery Proto- 

col)-P3, oraz
- protokół osobistego porozumiewania się (Interpersonal Messaging 

Protocol)-P2.
Protokół ?1 definiuje przekazywanie wiadomości pomiędzy JPW i inne fun­
kcje PPW. Protokół P3 zapewnia dostęp JP systemu SI do usług PPW. 
Obydwa protokoły są zdefiniowane w zaleceniu 1.411 8 . Protokół P2, 
zdefiniowany w zaleceniu X.42O 9 zawiera definicje składni i semantyki 
swoich elementów używanych do tworzenia wiadomości przez JSU,definicje 
operacji związanych, z wymianą w PSU, oraz opis reguł korzystania przez 
-SU z usług PPW.

Omówimy teraz krótko usługi PPW i protokół P1, mające kluczowe 
znaczenie dla architektury logicznej SPW. Podwarstwa przekaźników wia­
domości dostarcza środki przenoszenia wiadomości pod..arstwie stacji u- 
żylrówników, doręcza wiadomości w określonym przedziale czasu i doko­
nuje konwersji kodów treści wiadomości na żądanie.

Usługi PPW są opisane przy pomocy zbioru prymitywów usługowych 
(Service Primitives). Z każdym prymitywem usługowym związany jest na 
ogół zbiór parametrów. Elementy obsługi omówione w p.4 występują 
w samych prymitywach, bądź w ich parametrach.
'..yróżniono dwa typy parametrów : obligatoryjne (0) (Mandatory-M) i wa­
runkowe (W) (Conditional-C). Parametry obligatoryjne muszą wystąpić, 
chociaż dopuszcza się wartości zerowe, lub standardowe (defaulted). 
Parametry warunkowe występują tylko po spełnieniu określonych ‘warunków. 
Usługi, prymitywy usługowe i ich niektóre parametry są przedstawione 
w tablicy 2. Parametry warunkowe zostały ujęte w nawiasy klamrowe. 
Zgodnie z ogólnie przyjętym zwyczajem nazwy prymitywów usługowych po­
lujemy tylko w brzmieniu oryginalnym. Sogate listy parametrów prymity­
wów SUBMIT. Reąuest, PROBE. Reęuest, DELI7ER. Indication zawierają 
rdędzy innymi: nazwę T A twórcy, nazwę T A adresata, typ treści, typ 
kodu (kodów), priorytet, parametry konwersji i różnych usług dodatko­
wych.
i-ewne usługi podwarstwy przekaźników wiadomości wymagają współpracy 
a.óch lub więcej JP... Taką współprace zapewnia protokół przenoszenia 
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wiadomości PI. Elementy protokołu PI noszą nazwę jednostek danych pro­
tokołu wiadomości (TDPW) (Message Protocol Pata Units-MPDUs), które 
z kolei dzielą się na JBPW użytkownika (JDPWU) (UNPDUs)•oraz JBPW ob­
sługi (JpPWO) (SMPDUe). JDPWU przenoszą wiadomości użytkownika, nato­
miast JDPWO przenoszą informacje o vziadomośćiach.

Aby JPW była zdolna do współpracy z innymi JPW ma ońa strukturo 
przedstawioną na rys.4.

JSU 
(UAE)

JSU 
(UAE)

BLOK ZARZĄDZANIA POŁĄCZ 

(AS50CIATI0N MANAGER)

BLOK WYSYŁANIA WIADOM. 

(MESSAGE DI5PATCHER)

BLOK NIEZAWODNEGO PRZENOSZENIA WIADOM. 
(RELIABLE TRANSFER SERYER)

S^sied. 3PW ; 
fTÓ AMACENT NTTAE )

□Pw

( mtps )

Rys.4. Mod el JPW
Pog.4. Model of an IMPAE

JPW ma trzy bloki składowe:
- blok wysyłania wiadomości (Message Dispatcher)
- blok zarządzania połączeniami (asocjacjami) (Associaton Manager)
- blok niezawodnego przenoszenia wiadomości (BNP) Heliable Iransier 

Server-RTS).
Blok wysyłania wiadomości wykonuje działania protokołu PI wskazane 
przez JDPW odebrane od innych JPW lub wynikające z wiadomości odebra­
nych od własnych JSU, dołączonych do JPW.
Blok zarządzania połączeniami tworzy, nadzoruje i zwalnia połączeniu 
oferowane przez BNP.
Blok niezawodnego przenoszenia jest odpowiedzialny za utrzymywanie 
połączeń między JPW i za niezawodne przenoszenie JDPW. Połączenie może 
być jednokierunkowe (jednokierunkowe przenoszenie JDPW) lub dwukierun­
kowe naprzemienne.
Jormalna definicja protokołu PI w Zaleceniu X.411 składa się z deiinl- 
cji JDPWU, definicji raportu doręczenia JDPW, oraz definicji JDPW zapy 
tania. W tym samym Zaleceniu X.411 znajduje się specyfikacja protokołu 
P5j też w PW.

Opis PSU i specyfikacja protokołu P2 są podane w Zaleceniu .. 
Zalecenie to omawia również tzw. proste dokumenty fomatowaine (Si ?~e 
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Eormattable Bocuments) (SFB) i formalną definicję ich struktury.
Usługi i protokoły opisane w Zaleceniach X.411 oraz X.42O są reali 

zowane w warstwie zastosowań modelu OSI. Sposóh wykorzystania warstw 
modelu OSI poniżej warstwy zastosowań dq niezawodnego przenoszenia wia­
domości omawia Zalecenie X.47O 7 , natomiast minimalne konkretne wyma­
gania związane z warstwą prezentacji zalecenia: X.4D8 5 , dotyczące kon 
wersji postaci informacji, oraz X.4O9 6, związane ze składnią przesy­
łania w w-arstwie prezentacji.

6. EAN: PRZYKŁAD USŁUG- ISTNIEJĄCEGO SOP.

Dla ilustracji działania SPW omówimy usługi przykładowego kanadyj­
skiego SOP o nazwie EAK 20 . 
Użytkownik EAK korzysta z kanadyjskiej sieci komputerowej CBN i może 
wymieniać wiadomości z innymi użytkownikami SOP w CDN, a takźez użytko 
walkami SOI, wdrożonymi w sieciach komputerowych UUCP,CS i ARPA.. EAN 
została zaprojektowana zgodnie z zaleceniami CCITT dla SPA. Umożliwia 
to połączenie.z dalszymi publicznymi i prywatnymi SPW w przyszłości. 
Użytkownik EAN może stworzyć, zredagować, wysyłać, otrzymać i zarchi­
wizować wiadomość. Wiadomość może hyc wysłana do pojedynczego użytkow­
nika, bądź do użytkowników z podanej listy adresatów (usługa wieloadre 
sowa). Adresat wiadomości może wiadomość odebrać, zarchiwizować, lub 
wysłać ją. dalej (do innego użytkownika). I-ioze też zredagować odpowiedź 
na otrzymaną wiadmość. W systemie 'występują dwa typy wiadomości: 
wiadomości użytkownika i raporty o stanie. Wiadomość użytkownika za­
wiera nagłówek i treść, która może być tekstowa,' graficzna, binarna, 
a także mieć postać głosu lub faksymile. Raport o atade (losach) 
wcześniej wysłanych wiadomości przyjmuje często postać zawiadomienia 
o niemożliwości doręczenia wiadomości (na skutek adresu nieznanego dla 
SOP lub błędu w adresie). Raport o stanie może być potwierdzeniem oa- 
bioru wiadomości, lub może zawierać pełną treść wiadomości niedcrę- 
czonej (zv.rou do nadawcy). 
Adres SU składa.się z nazwy listy podobszarów i nazwy skrzynki 
pocztowej. CA oznacza tutaj sieć komputerowy (CPN, UUCP, CS, ARPA). 
Przykład adresu: jsmith abc. CBN. 
jsmith jest nazwą skrzynki pocztowej Joe Smith a, abc nazwą podobsza- 
ru, CDN-nazwą OA. Analogicznie adresuje się wiadomości do użytkownika 
cieci, z których CDN jest połączona, np.: tjones mit. ARPA. 
Omówimy teraz usługi, i funkcje systemu.

'..prowadzenie nowego użytkownika.
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Użytkownik korzystający po raz pierwszy z systemu podaje szereg 
danych do bazy danych systemu, w szczególności hasło. Hasło jest je- 
dynym ograniczeniem dostępu i może być zmienione w dowolnej chwili 
przez zainteresowanego zmianą użytkownika. Użytkownik zarejestrowany 
w oazie danych mc.e wysyłać i przyjmować wiadomości.

.Redagowanie i nadawanie wiadomości.

Pierwszą fazą tworzenia nowej wiadomości jest jej redagowanie. P.e 
dagowanie rozpoczyna się od instrukcji COKPOSE. Po wprowadzeniu z kla­
wiatury SU adresu, zgodnie z podanymi wcześniej zasadami, twórca wiado­
mości może korzystać z gotowego schematu szkieletowego wiadomości. 
EAE stosujs 15 pól nagłówka, przy czym niektóre są wypełniane automa- . 
tycznie, a kilka można pominąć. Ż ważniejszych pól wymienimy pola list 
adresatów (pierwszej kolejności doręczania, drugiej kolejności i adre­
satów tajnych (poufnych)), pole "od kogo" identyfikator wiadomości 
"czego dotyczy". Ka ogół wiadomość ma jednego adresata, ale BAN może 
obsługiwać połączenia wieloadresowe z priorytetami. Adresat z pól 
"tajnych" nie występuje na żadnej liście i sam nie ma dostępu do lis­
ty adresatów "tajnych" (ale może mieć dostęp do pozostałych list adre­
satów). Istnieje też pole klasyfikacji wiadomości, gdzie przewidziano 
5 wartości: OSOBISTA, PHYUAT1A, PuUBKA. Pole "od kogo" jest wypełnione 
automatycznie przez SU,chociaż twórca może sam je wypełnić. Unikalny 
identyfikator wiadomości jest automatycznie przydzielany przez EAN. 
Pole określające "Czego dotyczy" wiadomość wykorzystywane jest przy 
odbiorze. Inne pola określają na przykład datę ważności, stopień waż­
ności, powiązania z innymi wiadomościami, termin i miejsce wysłania 
odpowiedzi, 
Po przygotowaniu nagłówka twórcę, korzysta z edytora do napisania treś­
ci. Zredagowaną wiadomość może wyświetlić na monitorze, nadać i zarchi 
wizować we własnej bazie danych w odpowiednim zbiorze.

Odbieranie i przeglądanie wiadomości.

Każdorazowo po wywołaniu EAN automatycznie wyświetlany jest spis 
nowych wiadomości, które znalazły się w'skrzynce pocztowej. Każda po­
zycja w tym spisie zawiera: numer kolejny w skrzynce, znaczek "NP"-no- 
wej, jeszcze nie przeczytanej wiadomośco (w oryginale .U), nazwisko 
twórcy, datę nadania i czego dotyczy, np.: 7 NU ^arry Rudin-, Sept.1086 
IFIP Symp.

Użytkownik może wyświetlić te nowe wiadomości, jak również przej 
rżeć zawartość skrzynki, lub też usunąć dowolną wiadomość ze skrzynki 
(już niepotrzebną). W przypadku użytkowników prowadzących ożywioną wy- 
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miarę wiadomości celowe jest posiadanie uporządkowanych, archiwów. 
Aby uwolnić takich użytkowników od częstego■przeglądania, porządkowań 
nia i "opróżniania" skrzynki można zlecić systemowi automatycznie do­
pisywanie odebranych wiadomości do odpowiednich zbiorów (z pominię­
ciem zbioru "skrzynki pocztowej"). Wcześniej użytkownik musi określić 
wartości pól, na podstawie których odebrana wiadomość ma być kierowa­
na do określonego zbioru.

Inne usługi

Istnieje możliwość szybkiego zredagowania odpowiedzi na ostatnio 
otrzymaną wiadomość (za pomocą instrukcji REED*). Redagowanie odpowiem 
dzi odbywa -się analogicznie, jak przy COMPOSE, z tym, że nowe pole 
"w odpowiedzi na ..." jest wypełniane automatycznie.

EAN ma szeroko rozbudowane usługi katalogowe, umożliwiające znaj­
dowanie adresów T A na podstawie nazw -I A.

'Wiadomości mogą być powiązane ze sobą logicznie. System umożliwia 
podanie tych powiązań. EAN również pozwala na opóźnienie doręczenia 
(doręczenie od wskazanej daty), jak również podanie listy użytkowników 
i daty, przed upływem której należy wysłać odpowiedź do wszystkich 
użytkowników z listy.

7. WYBRANE ZAGADNIENIA IMPLEMENTACJI SPW.

Zagadnienia implementacji i ewolucji SPW omówimyna przykładzie 
sieci CS ze względu na różnorodność jej sprzętu i oprogramowania oraz 
krąg użytkowników. CSNET jest logiczną siecią teleinformatyczną, któ­
rej użytkownikami są naukowcy w ośrodkach uniwersyteckich Stanów Zje­
dnoczonych. W skład CSNET wchodzą 5 podsieci fizyczne: sieć ARPA, sieć 
Telenet, oraz Phone Net. Sieć ARPA jest chyba najstarszą siecią roz­
ległą dla ośrodków uniwersyteckich; wiele sieci amerykańskich, japoń - 
skich i europejskich ma do niej dostęp,jest stale rozwijana i dość 
dobrze znana. Sieć Telenet -jest też już stosunkowo długo eksploatowa­
na na zasadach komercyjnych. Nowością w stosunku do dwóch pierwszych 
sieci jest Phone Net. W pierwszej fazie rozwoju CSNET.(do iipca 1982 

17 )wdrożono usługi poczty elektronicznej na bazie ARPANET i Phone 
Net. Użytkownicy systemów liczących dużej mocy (dużych Rostów) sieci 
ARPA komunikują się, używając protokółu MULSTP TCP IP 21. . Wiadomości, 
które są zgodne ze Standardem kormatu Sieciowych 'wiadomości Teksto­
wych ARPA są wymieniane przy użyciu protokółu o nazwie Simple Mail Tran, 
sfer (SNTP) 21 . Odpowiada on protokołowi P1.
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Użytkownicy sieci ABPA, mający dostęp do komputerów małej i śred­

niej mocy, które nie pozwalają na wdrożenie JPW (zbyt.mała moc, szyb­
kość przetwarzania, pamięć masowa, bądź inne ograniczenia) są w sytu­
acji systemu SJ.Dla nich opracowano Post Office Protocol 21,wdrożony 
w PW-w dużych komputerach, obsługujących dołączone do nich zdalne CU. 
Jest to odpowiednik P3.

Dla użytkowników nie należących do sieci ABPA warcżono usługę 
poczty elektronicznej w oparciu o SPW o nazwie Phone Net.Srl miał 
w pierwszej fazie dwa przekaźniki obsługujące 24 miasta na całym tery­
torium U3A(AF.rAnET ma obecnie przeszło 10C węzłów w USA,na Hawajach, 
v/ Europie i Japonii). Podsieć Phone Net. jest oparta na sieci telefo­
nicznej komutowanej, ale dostęp użytkowników jest ograniczony (z góry 
wyznaczone godziny seansów w ciągu dnia).W drugiej fazie rozbudowy 
SCENT zintegrowano z dotychczasowymi podsieciami sieć Telent. kłopot 
polegał na tym, że sieć Telenet, stosuje protokół 1.15,a więc kanały 
logiczne, a ABPA datagramy. Został pomyślnie opracowany i wdrożony 
styk 1.-5 TCP-IP.- Dalsza ewolucja CN3ST związana była z przetwarzani 
wiadomości. centralnej bazie danych CN2ST na Uniwersytecie lisconiżn 
wprowadzono usługę katalogów o nazwie CSKEI karne Serter 22. Początko­
wo Karne Śerver miał za zadanie ułatwić 'wysyłanie poczty przez odciąże­
nie użytkowników od szczegółów adresowania i danie różnorodnych możli­
wości określania adresata (różne nazwy, skróty, itp.). W dalszych fa­
zach projektu iiame Serwer miał umożliwić przesyłanie zbiorów i zaalny 
dostęp dc zasobów’ komputerowych.

Już w 1$8Jr podjęto próby z dołączeniem komputerów; osobistych 
Apple II, pracujących pod systemem operacyjnym CP do Cdii. Pro-
o.-: były podobne do 2I1DP, używanych w Phone net

pracuje obecnie nad 
Przedstawimy krótko 
felephone Corp.19 .

umożliwieniem dostępu komputerom osobistym co 
koncepcję opracowaną przez Nippon Telegraph and 
Koncepcja zakłada wyposażenie użytkownika kompute­

ra osobistego w adapter komunikacyjny, pośredniczący między komputerem 
i siecią telefoniczną. Adapter ma na poziomie fizycznym wbudowany uode; 
ą.8 kB s-, zgodnie z zaleceniem V.27 ter CCITT. Został on wybrany, ponie­
waż jest już używany w terminalach faksymile G3,teletekstu i via.eote;:v. 
(system CAPTAIN) w Japonii, adapter realizuje też całą architekturę 

logiczną OSI do poziomu sesji. W warstwie kanału danych:A.15 -- ■ 
(protokół f.7l), w warstwie sieciowejzprotokół T.70, w warstwie trans- 
portovzej:protokół klasy 0(X.224), s- v warstwie sesji:;..22p. otyąmem n- 
zyrcznym adapter-komputer jest RS 232 C, natomiast instrukcje iogj.c:n.: .. 
sa cnarte na zaleceniu 24.215. Część warstwy sesji (steraanre aca] ter-.... 
i wszystkie mechanizmy specyficzne dla SPW,leżące wyżej
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(Tj*X.4O9, X.41O i X.42O) powinny być zaprogramowane w komputerze. 
Aby napływające wiadomości nie zakłócały funkcji lokalnych i były od­
bierane automatycznie, komputer osobisty musi mieć mechanizm skrzynki 
pocztowej (Mailbox Facility). Jest on niestandardowy. Drugi mechanizm 
związany z przechowywaniem, wyszukiwaniem, odczytywaniem i usuwaniem 
odebranych wiadomości został nazwany mechanizm tablicy ogłoszeń (Bul- 
letin Board) i jest również niestandardowy. Obydwa mechanizmy rezydują 
w warstwie zastosowań, nad połączeniami niezawodnego przenoszenia 
(Zalecenie X.41O).

8. PODSHMOWAHIE

Omówi ono model systemu przekazywania wiadomości, jego elementy 
i architekturę logiczną, zgodne z zaleceniami CCIII serii X.40C. 
Przedstawiono ważne zagadnienie zasad tworzenia nazw i adresów w SPW. 
Dużo miejsca poświęcono usługom systemu, oraz architekturze logicznej 
SFW. Rozważania natury ogólnej zilustrowano opisem usług w istniejącym 
SPW o nazwie EAN.Następnie przedsta;/iono przykład implementacji SPW 
w RSK i zagadnienia dołączania komputerów osobistych do 3PW. Referat 
sygnalizuje nową grupę zastosowań sieci teleinformatycznych, dla któ­
rej przewiduje się dynamiczny rozwój w najbliższych latach.
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MESSAGE HAHD1ING SiSTEMS

Message Handling Systems, based on CCITT X.4OO series Recomends- 
tions are considered. Pirst the system model is presented, followed 
by naming and addressing concepts. Then Message Transfer sernice ele- 
ments are discussed and layered representation of the MHS model is 
described. The Message Handling entities and protocols are located in 
the Application layer of the OSI Reference Model. Canadian BAN distri­
buted message system is presented as an example of ezisting MHS. Then 
development of MT service in US CSNET is described. .Finally the con- 
oept of connection of personal computers to MHS is sketched. An ex- 
tranrdi nary growth in use of messaging systems over the next decade, 
together with other value-added systems is expected.
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KOMUyTEPHblE CECTEMH HEPEJAHS C00E3EHE®

B BHCTyraieHHM onwcano cucireMH Hepejia^n coofimeHHg (GIK), BHejpHeMHe 
b Bimy hobhx ycjiyr b cerHX Te^eoCpaóoTKB u cooiBeTciByKm® peKoneĘ2,a~ 
UBHU iiKTT cepi'K X.4OO. HpeaciaBJieHo uojjejiB GUC ,npinmEnM HOCTpoeHMH 
HaasaHKK h aspecos, ajieueHiM oĆciysiffiaHHfi x BonreecKyro apzMTeE^ypy co- 
rjiacnyB c mosbjibk MOC (051). Bhboah npoKBBCipiipoBaHC onacaHKeM cymec- 
TByłDiueżi CLIO. npeacraBJieHo rosę npwep nmneueHTaiiKH CUC b oSBBpHoii ce- 
tb SBM e onEcano BonpocH npBCoeflBHeHZH nepcoHajiBHKS EOwnyiepoB k GUC..
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METODY FORMALNEJ SPECYFIKACJI PROTOKOŁÓW 
ORAZ ICH ZASTOSOWANIA

W artykule omówiono stan badań związanych z rozwojem i zastosowa­
niem metod formalnej specyfikacji protokołów. Przedstawiono naj­
popularniejsze metody formalnej specyfikacji oraz scharakteryzo­
wano prace zajmujące się oceną przydatności tych metod. Nastę­
pnie omówiono elementy zintegrowanego systemu wytwórczego proto­
kołów i podano przykłady systemów wspomagających. Na zakończenie 
wskazano kierunki przyszłych prac badawczych w inżynierii proto­
kołów.

1. WSTĘP

Duże zainteresowanie metodami formalnej specyfikacji protokołów 
(mfsp) i wynikający stąd rozwój tych metod są motywowane możliwościa­
mi praktycznego zastosowania metod formalnych do wspomagania prac na 
etapie projektowania, implementacji i eksploatacji protokołów. W os­
tatnich latach stosowano wiele metod formalnej specyfikacji protoko­
łów. Stan prac nad rozwojem i zastosowaniem mfsp jest doskonale doku­
mentowany materiałami sympozjów grupy roboczej WG 6.1 IFIP odbywanych 
pod wspólnym tytułem "protocol specification, testing, and verifice- 
tion" ^4,23,51,54,68,82].

Analiza tych prac ukazuje, jak zainteresowanie badaczy początko­
wo dotyczące projektowania nowych metod i przystosowywania metod spe­
cyfikacji stosowanych w inżynierii oprogramowania aktualnie koncentru­
ją się na pracach związanych z wybranymi metodami będącymi przedmiotem 
standaryzacji. Do rozważanych zastosowań mfsp, takich jak weryfikacja 
i testowanie protokołów, doszły: automatyczna implementacja protokołów 
oraz ocena ich efektywności. Przystosowywanie mfsp do tych nowych zas­
tosowań oraz tworzenie zintegrowanych narzędzi wspomagających wieloas­
pektowe ich użycie wyznaczają aktualne kierunki prac badawczych. Uzys-
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kane w tym zakresie wyniki (.patrz np. [14] ) upoważniają nas już obec­
nie' do stwierdzenia, że rozpoczyna się intensywny rozwój nowej dzie­
dziny nazywanej inżynierią protokołów.

Pojęcie inżynierii protokołów wprowadzono w 1980 r. E46J jako o- 
kreślenie kompleksu działań związanych z projektowaniem, specyfikacją, 
oceną, implementacją, zarządzaniem i zastosowaniem protokołów £46,48, 
49,563* Zadaniem inżynierii protokołów jest dostarczenie bazy teorety­
cznej i narzędzi wspomagających te działania. W kontekście inżynierii 
protokołów prace nad rozwojem i zastosowaniem mfsp odgrywają kluczową 
rolę.

W artykule przedstawimy najpopularniejsze metody formalnej specy­
fikacji protokołów, a także scharakteryzujemy prace zajmujące się oce­
ną przydatności tych metod. Następnie omówimy elementy zintegrowanego, 
Hipotetycznego systemu wytwórczego protokołów i wskażemy przykłady sy­
stemów wspomagających.

2. METODY FORMALNEJ SPECYFIKACJI EBOTOKOSOW

Na przestrzeni ostatnich 10 lat stosowano wiele metod formalnych 
do specyfikacji protokołów, usług i architektury logicznej sieci kom­
puterowych. Wśród tych metod wyróżnić można £593: automaty skończone; 

maszyny abstrakcyjne obejmujące: automaty kontekstowe; interlokutory; 
diagramy przejść stanów przetwarzania; rozszerzone sieci Petriego, 
czasowe sieci Petriego, modele hybrydowe, gramatyki formalne, wyraże­
nia sekwencyjne, logikę czasową, abstrakcyjne typy danych, formalne 
języki specyfikacji oraz języki programowania. Przegląd, porównanie i 
bogatą literaturę dotyczącą tych metod znaleźć można w pracach £12,59, 
63].

Aktualnie najszerzej stosowane są języki formalnej specyfikacji, 
które stały się przedmiotem intensywnych prac normalizacyjnych w CCITT 
i ISO. Wśród innych metod formalnej specyfikacji dużą popularność zys­
kały sobie rozszerzone sieci Petriego, a szczególnie numeryczne sieci 
Petriego i ich pochodne. Rosnące znaczenie jako narzędzia specyfikacji 
protokołów mają także języki programowania, a szczególnie ADA i PROLOG 
oraz gramatyki atrybutowe. Omówimy pokrótce podstawowe cechy tych me­
tod oraz podamy przykłady ich zastosowania.

2.1. Języki formalnej specyfikacji

W efekcie prac rozpoczętych w 1980 r. w ramach grup roboczych ISO 
(ISO TC97/SC16/WG1 - ad hoc group on Eormal Description Techniąues) 
oraz podkomitetów grup studialnych CCITT (CCITT Study Group: VII/Q27, 
VII/Q29, Kl/3-1) powstały następujące propozycje języków formalnej 



specyfikacji C24,76j: SDL i Z.250 (CCITT) oraz ESTELLE i LOTOS (ISO). 
Języki te oparte są na: modelach automatów kontekstowych (.SDL) i języ­
ku programc enia PASCAL (L.250 i ESTELLE) oraz na teorii minera "ra­
chunku komunikujących się procesów" (LOTOS). Automaty kontekstowe są 
rozszerzonymi automatami skończonymi. Rozszerzenia polegają na wprowa­
dzeniu zmiennych kontekstowych dla opisu informacji związanych z dyna­
miką protokołu, których uwzględnienie w modelu prowadziłoby do tzw. 
eksplozji stanów. W tym miejscu warto również wspomnieć o stosowanym 
przez IBM języku specyfikacji PAPL który bazuje na rozszerzonych 
automatach skończonych i języku programowania PL/1.

SDL (Specification and Description Language) umożliwia specyfiko- 
wanie protokołów za pomocą komunikujących się procesów, z których każ­
dy jest modelowany maszyną abstrakcyjną £24]. Maszyny abstrakcyjne w 
SDL reprezentowane są przez rozszerzone automaty skończone. Zdefiniowa­
no dwie operacje związane ze zmiennymi kontekstowymi: jedną dotyczącą 
badania warunków w odniesieniu do parametrów wejść i zmiennych kon­
tekstowych oraz drugą związaną z wykonywaniem funkcji przetwarzania 
zmiennych kontekstowych i manipulowania parametrami sygnałów wejścio­
wych i wyjściowych. SDL umożliwia modelowanie przejść o niezerowym 
czasie trwania przez wprowadzenie pojęcia ogólnodostępnego czasu glo­
balnego. Możliwe jest także kolejkowanie sygnałów (zdarzeń) wejścio­
wych nadchodzących podczas realizacji danego przejścia w modelu. Kom­
pletna specyfikacja protokołu wymaga zdefiniowania struktury systemu 
SDL oraz jego dynamicznego zachowania się. Statyczna struktura systemu 
SDL składa się z systemu, bloków i kanałów. System jest kompozycją blo­
ków połączonych między sobą i do granic systemu przez kanały. Kanały 
działają jako media transportowe dla sygnałów między blokami. Bloki 
zawierają procesy. Dynamiczne zachowanie się systemu SDL jest obrazo­
wane przez działające równolegle procesy. Proces działa w odpowiedzi 
na zewnętrzne, dyskretne pobudzenie i może generować do swego otocze­
nia dyskretną odpowiedź. Inne procesy mogą ją akceptować jako swoje po­
budzenie. Poszczególne komponenty systemu SDL mogą być strukturalizc- 
wane, np. bloki w podbloki i podkanały, kanały w bloki i kanały, pro­
cesy w podprocesy. Definicja procesu może być uszczegółowiona w wielu 
krokach. Możliwe jest uzyskanie hierarchicznego, wielopoziomowego opi­
su systemu. Specyfikacja protokołu w SDL może być podana w formie gra­
ficznej (SDL/GR) lub w formie wyrażeń tekstowych (SDL/l..). Obie formy 
są równoważne semantycznie. SDL zastosowano do specyfikacji protoko­
łów: L.25 LAPB, X.75, protokołu transportowego ISO klasy 0,1,2 i 3. 0- 
mawiany język specyfikacji stanowi także podstawę do budowy efektyw­
nych symulatorów protokołów (np. C28J). SDL jest omówiony w zalece­
niach UCITT: Z100-Z104.
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ESTELLE (Extended State Transition Language) jest językiem zo­
rientowanym automatowo £38,76^. Protokół jest specyfikowany jako kom­
pozycja komunikujących, się komponentów zwanych modułami. Połączenia 
modułów realizowane są przez podsystemy zwane kanałami. Moduł jest ma­
szyną abstrakcyjną, w której użytkownik specyfikuje przejścia i fun­
kcje wyjść stosując język PASCAL. Ogólna przestrzeń stanów modułu za­
wiera stany główne reprezentowane przez zmienne stanów oraz stany po­
mocnicze reprezentowane przez zmienne kontekstowe związane ze zmienny­
mi programowymi. Kanał jest pełnodupleksową parą kolejek. Moduły i ka­
nały mogą działać współbieżnie. Sygnały kanałowe mają charakter dys­
kretny. Istnieje możliwość związania z przejściem opóźnienia jako wa­
runku przejścia. Moduły mogą tworzyć struktury hierarchiczne. Specyfi­
kacja w ESTELLE jest modułem najwyższego poziomu (tak jak program w 
PASCAL—u). Może ona zawierać kompletny moduł lub może być widziana ja-, 
ko zbiór zagnieżdżonych modułów, procedur i funkcji. Kogą być dwie 
klasy modułów: procesy i czynności. Procesy mogą działać współbieżnie 
z innymi procesami na tym samym poziomie hierarchii. Czynności muszą 
znajdować się na najniższym poziomie hierarchii specyfikacji i nie mo­
gą realizować się równolegle. Kanały i moduły są deklarowane jako spe­
cjalne typy danych. Syntaktyka ESTELLE jest zorientowana znakowo typu 
PASCAL-owskiego. ESTELLE został użyty do modelowania protokołu transfe­
ru zbiorów NBS, protokołu transportowego ISO i sieciowego protokołu 
bezpołączeniowego £382. Dla języka ESTELLE powstało szereg narzędzi 
wspomagających przygotowanie specyfikacji i jej sprawdzenie przez sym­
boliczne wykonanie, np. Proponowane jest także narzędzie dla gra­
ficznej specyfikacji protokołu równoważne specyfikacji w ESTELLE £793* 

Język ESTELLE jest zdefiniowany w dokumencie ISO - DP 9074.
LOTOS'(Language for Temporal Ordering Specification) jest języ­

kiem specyfikacji wyprowadzonym z niewielkiego rozszerzenia "rachunku 
komunikujących się procesów" Milnera [j.62- Systemy rozproszone specy- 
fikowane są w LOTOS-ie jako procesy. System jako całość jest pojedyn­
czym procesem, który może zawierać zbiór komunikujących się podproce- 
sów, które z kolei mogą zawierać podprocesy itd. Jest więc opisywana 
hierarchia procesów. Proces jest specyfikowany za pomocą opisu jego 
zdolności do komunikowania się z otoczeniem za pomocą interakcji zwa­
nych w ich formie elementarnej zdarzeniami. Zdarzenie jest jednostką 
synchronizowanej komunikacji między procesami. Obserwowane zewnętrznie 
zachowanie systemów opisywane jest w LOTOS-ie za pomocą wyrażeń (ang. 
behaviour expression). Wyrażenia te formalizują porządek, w którym mo­
gą wystąpić zdarzenia. Reguły formułowania tych wyrażeń są główną czę­
ścią LOTOS-u. Umożliwiają one prefiksowanie akcji, wybór, specyfikację 
procesów w formie drzewa, rekursję, współbieżność, niedeterminizm, 
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sekwencyjną kompozycję procesów, przerywanie procesów, zdarzenia 
strukturalizowane, konstrukcje warunkowe (predykaty wyboru, wyrażenia 
dozorowane). Język LOTOS zastosowano do modelowania usług i protokołów 
transportowego i sesji [16j. Równocześnie trwają prace nad narzędziami 
wspomagającymi użycie języka [15,16]. LOTOS zdefiniowany jest w doku­
mentacji ISO - DP 8307.

2.2. Języki programowania

Modele językowe są modelami opartymi na koncepcji stanów £75_J. 
Protokoły modelowane są jako struktura połączonych komponentów, z któ­
rych każdy jest specyfikowany z zastosowaniem ogólnie znanego języka 
programowania. Komponenty mogą być wykonywane współbieżnie, jeśli dany 
język programowania umożliwia współbieżność. Dobrze opisywane są takie 
komponenty, jak automaty, funkcje kombinacyjne, kolejki. Możliwe jest 
także zastosowanie zegarów (liczniki znaczników czasu), ale modelowa­
nie opóźnień jest trudne. W specyfikacji stosowana jest notacja wyko­
rzystująca syntaktykę zorientowaną znakowo. Przykładem zastosowania 
języków programowania do specyfikacji protokołów może być użycie PAS- 
CAL-a w normach IEEE 802. Wśród innych języków programowania stosowa­
nych do specyfikacji protokołów wskazać możemy rosnące zainteresowanie 
językiem ADA (np. £18,49]) oraz językiem PROLOG (np. £13,39]). Język 

ADA wskazywany jest jako konkurent ESTELLE ze względu na zapowiadane 
efektywne systemy wspomagające jego użycie £49]. PROLOG natomiast ma 

większe znaczenie dla zastosowań związanych z analizą protokołów. 
Szczególnie interesująco zapowiadają się próby wykorzystania PROLOG-u 
i języka ADA do. wspomagania modelowania za pomocą sieci Petriego (np. 
£6,17]) i gramatyk atrybutowych (np. [74J).

2.3. Sieci Petriego

Sieci Petriego, a szczególnie ich rozszerzone odmiany są szeroko 
stosowane do modelowania protokołów ^21,223. Umożliwiają cne bowiem 

modelowanie współbieżności, hierarchii warstwowej, stanów głównych i 
kontekstowych, generacji sygnałów wewnętrznych, upływu czasu i niede- 
terminizmu C59,6oJ. Wśród wielu odmian tych sieci na szczególną uwagę 
zasługują numeryczne sieci Petriego (NPN) £70] , dla których istnieją 
systemy wspomagające ich zastosowania: system PBOTEAN dla weryfikacji 
protokołów £113 i system PR02ER dla predykcji działania protokołów £r3. 
3^, Numeryczne sieci Petriego stały się także podstawą dla kilku od­
mian sieci, np. ^45,17]. Przykładem użycia NPN dla specyfikacji proto­
kołów mogą być modele protokołu transportowego klasy 2 £io] i 1 £19j . 

Wśród wspomnianych wyżej wymagań spełnianych przez sieci Petriego klu­
czowe znaczenie ma modelowanie czasu. Modelowanie czasu umożliwia ła- 
twe odwzorowanie czasów przeterminowania (ang. timeout), szacowanie e­
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fektywności protokołu, w fazie projektowania oraz zumiejsza.przestrzeń 
stanów modelu OzJ' Czas w sieciach Petriego może być wiązany z przej­
ściami, np. £42,52,71} lub z miejscami, np. [soj. Przy pewnych założe­
niach oba te czasy są równoważne 4}. Czas związany z przejściem do­
tyczyć może opóźnienia przejścia i/lub czasu jego- trwania. Może on być 
deterministyczny lub określony zmienną losową. W tym drugim przypadku 
mamy do czynienia ze stochastycznymi sieciami Petriego, których wiele 
mutacji opisanych jest w pracach roboczego seminarium ]_72j. Ich równo­
ważność z modelami Markowa oraz istniejące symulatory tych sieci spra­
wiają, że są one wygodnym narzędziem do oceny efektywności systemów, w 
tym także protokołów. Przykładami modelowania protokołów za pomocą 
stochastycznych sieci Petriego mogą być prace £24,4o}. Sieci Petriego 
są metodą specyfikacji, która daje możliwość integrowania modeli fun­
kcjonalnych i operacyjnych. Przez przekształcenia sieci, np. redukcję, 
możliwe jest uzyskiwanie modeli na różnym poziomie abstrakcji. Wspom­
niane cechy, jak również próby interpretacji sieci Petriego w środowi­
sku programowym języków ADA i PROLOG wyznaczają trwałą, znaczącą pozy­
cję sieci Petriego wśród mfsp.

2.4- Gramatyki atrybutowe

Gramatyki atrybutowe należą do sekwencyjnych technik specyfikacji 
protokołów. Techniki te umożliwiają opisanie sekwencji zdarzeń i akcji 
danego protokołu jako zdań generowanych prz^ daną gramatykę. Niefor­
malnie można powiedzieć, że gramatyka atrybutowa jest rozszerzeniem 
gramatyki bezkontekstowej o zbiór atrybutów. Każdy symbol należący do 
zbioru symboli nieterminalnych może być związany ze zbiorem atrybutów. 
Każdy z tych atrybutów opisuje specyficzną, kontekstowo zależną cechę 
tego symbolu. Dodatkowo każda produkcja jest związana z regułami oceny 
atrybutów symboli należących do tej produkcji. Gramatyki atrybutowe u- 
możliwiają opis syntaktyki i semantyki obiektu (.np. języka programowa­
nia) i stąd są one stosowane do budowy kompilatorów. Do modelowania 
protokołów stosuje się rozszerzone gramatyki atrybutowe, np. gramatykę 
atrybutową czasu rzeczywistego £ 2}, gramatykę protokołów O0] • Rozsze­
rzenia te umożliwiają specyfikowanie współbieżności i ograniczeń cza­
sowych £2}, rozdzielne definiowanie syntaktyki i semantyki protokołu, 
podział symboli terminalnych na oddzielne klasy związane z komunikują­
cym się otoczeniem protokołu, wprowadzenie funkcji generowania symboli 
terminalnych Głównym zastosowaniem specyfikacji protokołów za
pomocą gramatyk atrybutowych jest automatyczna implementacja protoko­
łów (np. £2,3}) i wspomaganie testowania protokołów (.np. £.2,44,74}). 
Wskazany zakres zastosowań, jak również możliwość implementowania mo­
deli gramatyk atrybutowych w środowisku programowym PROLOG-u wyznacza 
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przyszły wzrost zainteresowania tym językiem jako metody specyfikacji 
protokołów.

3. OCENA MET® FORMALNEJ SPECYFIKACJI PROTOKOłOW

Duża różnorodność metod formalnej specyfikacji protokołów w natu­
ralny sposób implikuje poszukiwania metody najlepszej dla konkretnego 
celu i obiektu modelowania. Brak formalnych, wymiernych kryteriów po­
równawczych dla oceny mfsp był czynnikiem utrudniającym takie poszuki­
wania. W ostatnich latach opublikowano kilka prac dotyczących tej pro­
blematyki £1,26,49,59,6O,75j• Omówimy uzyskane w nich wyniki.

S pracach ^59,602 dokonano analizy szeregu mfsp pod kątem ich mocy 
opisowej dla zamodelowania pełnego zbioru funkcji komunikacyjnych mo­
delu OSI/RM. Wykazano, że kryterium to nie różnicuje w zasadniczy spo­
sób mfsp. Wyboru mfsp dla konkretnego protokołu dokonuje się więc w 
sposób nieformalny, zależny od subiektywnych ocen projektanta protoko­
łu. Najbardziej znaczące jest w takim przypadku kryterium dostępności 
środowiska programowego wspomagającego przygotowanie i użycie formal­
nej specyfikacji protokołu oraz zakres planowanych zastosowań modelu. 
Z punktu widzenia zastosowania do oceny efektywności protokołów za po­
mocą symulacji wskazano jako najlepszą metodę numeryczne sieci Petrie- 
go.

N pracy ^751 do porównania mfsp użyto metaspeoyfikacji. Wybrano co 
tego celu metodę o nazwie SAN (State Architecture Notation 1^491). Oce­
niane cechy mfsp obejmowały: orientację modelu (stanowa lub sekwencyj­
na), strukturę (jednoelementowa lub wieloelementowa), współbieżność lut 
sekwencyjność komponentów, rodzaj sygnałów (ciągłe, statyczne, impulso­
we), typy komponentów (np. kolejki, zegary, maszyny abstrakcyjne;, za­
pis specyfikacji (graficzny lub znakowy), filozofię specyfikacji (typu 
metaimplementacja lub monitor). Wskazano największą użyteczność metod: 
SAN i 3STELLE. Sieci Petriego zostały uznane za bardziej odpowiednie dc 
analizy protokołów niż dc rozpowszechnianej specyfikacji.

W pracy oceny mfsp dokonano poprzez klasyfikację metod wzglę­
dem kompetencji opisu (opis architektury, zachowania, walidacyjny) oraz 
wymaganego dla określonego zastosowania poziomu abstrakcji opisu (spe­
cyfikacja abstrakcyjna, konkretna i implementacyjna) i odniesienie 
względem uzyskanych klas mfsp kryteriów ogólnych o różnej wadze, np. 
jednoznaczność syntaktyczna i semantyczna, nieimplikowanie nadmiaru o- 
pisu oraz 17 kryteriów specyficznych dla danych klas. Przykładowej oce­
nie poddano pięć metod (języków formalnej specyfikacji protokołów), z 
których najwyżej oceniono język PDIL[14(] i LOTOS, a najniżej SDL.

« omawianych pracach zauważyć można pewną prawidłowość - wysoko 
oceniane są mfsp najlepiej znane zespołowi oceniającemu ze względu na
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praktyczne doświadczenia w użyciu danej metody bądź też autorstwo da­
nej metody. Podobne wrażenie odnosi się studiując materiały robocze 
grupy zajmującej się w ISO mfsp.

4. METODY I NARZĘDZIA INŻYNIERII PROTOKOiOW

Je wstępie do tego artykułu powiedzieliśmy, że znajdujemy się u 
progu intensywnego rozwoju tzw. inżynierii protokołów. Korzystając z 
formalnej spec fikacji protokołów dostarcza ona metod i środków wspoma­
gających proces projektowania, implementowania i eksploatowania proto­
kołów sieci komputerowych. Środki, tj. narzędzia programowe, wspomaga­
ją czynności na wstępnym etapie projektowania, weryfikację logiczną i 
funkcjonalną, ocenę efektywności, implementację i jej testowanie, a 
także zarządzanie stacjami protokołów. Narzędzia te uważać możemy za 
elementy zintegrowanego systemu wytwórczego protokołów. System taki, 
inspirowany pracą C5&2> przedstawiono na rysunku 1. "Sercem" systemu 
jest model formalny protokołu, co do którego przyjmiemy założenie, że 
jest on w postaci zrozumiałej przez komputer. Omówimy pokrótce elemen­
ty tego systemu.

Wspomaganie wstępnego etapu projektowania obejmuje między innymi 
specyfikację wymagań użytkowych, syntezę protokołu i narzędzia dó wpro­
wadzania oraz edycji modeli formalnych. Specyfikacja wymagań użytko­
wych oczekuje na zastosowanie metod formalnych. Istniejące przykłady 
stosowania formalnej specyfikacji wymagań dla oprogramowania czasu 
rzeczywistego (np. C.73J) wskazują na możliwość jej użycia w inżynierii 
protokołów. Dotychczas jednak brak jest takich przykładów. Synteza 
protokołów umożliwia konstruowanie protokołów o z góry przyjętych ce­
chach. 'technika ta bazuje na dodawaniu krok po kroku przejść i stanów 
w modelu automatowym protokołu. Systemy wspomagające mają charakter 
interakcyjny (np. L831]) • Narzędzia do wprowadzania i edycji modeli 
formalnych umożliwiają najczęściej interakcyjne wprowadzenie opisu z 
możliwością edycji i wstępnego sprawdzenia poprawności syntaktycznej 
opisu z równoczesną transformacją modelu do postaci przyjętej w danym 
systemie (np. system PROPEN £34-3, system ANALYST C.82, CAEDE/ESTELLE 
C793),

Weryfikacja logiczna polega na automatycznym sprawdzeniu logicz­
nej poprawności specyfikacji. Przykładami wykrywanych błędów mogą być 
blokady, niekompletność specyfikacji. Bogaty przegląd weryfikowanych 
cech protokołów oraz metod weryfikacji znaleźć można w [2613. Ogólnie 
możemy wskazać, że najlepiej do weryfikacji nadają się modele o cha­
rakterze automatowym, sieci Petriego itp. Przykładami systemu weryfi­
kacji logicznej protokołow mogą być: PROTEAN C 113, YALIRA L?7i> ANA-
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specification
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LYSTC8U, PAV £581 VEDA D2J.
Weryfikacja funkcjonalna polega na sprawdzeniu., czy protokół re­

alizuje wszystkie wymagania funkcjonalne, tzn. czy rezultaty jego 
działania są zgodne ze specyfikacją usług protokołu- Weryfikacja ta 
oparta jest na technice dowodzenia twierdzeń. Istnieje szereg półauto­
matycznych pakietów weryfikujących ogólnego zastosowania (np. AFPI3M, 
&IPSY, SPECIAL). Doświadczenia w weryfikacji protokołów za pomocą tych 
pakietów omówiono w Innym przykładem może być zastosowanie częś­
ciowo zautomatyzowanego interakcyjnego systemu dowodzenia twierdzeń, 
opartego na języku CU [1362 oraz systemu ANALYST i 2H0T2AN.

Ocena efektywności obejmuje predykcję efektywności protokołu u- 
zyskiwaną poprzez analizę i symulację, a także konfigurowanie sieci z 
dostępnych komponentów. Analiza efektywności szeroko stosuje narzędzia 
z zakresu teorii kolejek i badań operacyjnych. Przegląd tych prac moż­
na znalezć w £53j- ustatnio pojawiły się prace stosujące do analizy e- 
fektywności protokołów modele formalne uzupełnione o parametry charak­
teryzujące efektywność protokołu w środowisku abstrakcyjnym i rzeczy­
wistym (np. czasy wykonania operacji, opóźnienia, rozmiary i wielkość 
puli buforów) [[55,8,29,52,781]. Interesujące rezultaty w zakresie oce­
ny efektywności modelu 0SI/3M uzyskano także przez zastosowanie kom­
binacji modeli kolejkowych i formalnych [[35j. Modele formalne protoko­
łów znajdują również zastosowanie w symulacji działania protokołów £9, 
25J- Druga z tych prac jest równocześnie przykładem konfigurowania 
sieci. pierwszej natomiast uzyskano model symulacyjny automatycznie 
z opisu formalnego. Zastosowanie modeli formalnych do oceny efektywno­
ści protokołów znajduje się we wczesnej fazie rozwoju.

'wspomaganie implementacji dotyczy automatycznej i półautomatycz­
nej generacji kodu modułu programowego protokołu bezpośrednio z jego 
modelu formalnego. Przykładem może być generowanie modułów protokołu 
transportowego ISO C31Uł protokołu transportowego klasy 4 wzor­
cowej implementacji protokołu transferu zbiorów £37]]. :'e wszystkich 
jednak przypadkach pewne części programu musiały być kodowane ręcznie, 
np. we wzorcowej implementacji protokołu transferu zbiorów około 60?& 
u56j. Warto odnotować, że do bezpośredniej implementacji, szczególnie 
w języku programowania wysokiego poziomu, najbardziej nadają się pro­
tokoły wyższych warstw architektury sieci.

Testowanie implementacji umożliwia testowanie zdolności implemen­
tacji do dostarczenia wymaganych usług oraz testowanie zachowania się 
Implementacji w odniesieniu do wymagań narzuconych na komunikację 
przez odpowiednie standardy. Testowanie implementacji (ang. conforman- 
ce testing) jest przedmiotem intensywnych prac normalizacyjnych ISO. 
Testowanie implementacji dotyczy w zasadzie obserwowalnego działania 
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zewnętrznego protokołu, t j . wejść i wyjść stacji protokołu, nie doty­
czy natomiast sposobu wewnętrznej implementacji stacji. Od. sposobu im­
plementacji stacji zależy jej efektywność. Ocena efektywności imple­
mentacji planowaną początkowo jako element systemów testujących znaj­
duje się aktualnie poza normalizacją. Formalna specyfikacja stosowana 
jest w testowaniu implementacji do generowania sekwencji sterujących 
(,np-C27,41,623) oraz wzorcowej implementacji stacji protokołu w teste­
rze f373- Podkreślenia wymaga fakt, że metody formalnej specyfikacji 
protokołów odgrywają bardzo ważną rolę w procesie implementacji i tes­
towania implementacji, nawet wtedy gdy nie śtosuje się systemów auto­
matyzujących te procesy.

Wspomaganie zarządzania obejmuje czynności związane z diagnostyką, 
pomiarami, strojeniem i sterowaniem stacjami protokołów, Lodele for­
malne mogą stanowić w tym przypadku podstawę konstrukcji narzędzi 
wspomagających. Przykładem może być dynamiczna diagnostyka sieci kom­
puterowych C7,43,66j. W zakresie zastosowania metod formalnych do wspo­
magania pomiarów, strojenia i sterowania przykładem mogą być prace 
to, 65,673.

Jak można to zauważyć z powyższej dyskusji, zintegrowany system 
wytwórczy protokołów ma charakter hipotetyczny i mimo istnienia wielu 
elementów tego systemu zintegrowanie ich w jeden system jest sprawą 
przyszłości. Z powołanych wyżej przykładów najbliższy spełnienia tych 
postulatów jest system ANALYST, powstający w ramach projektu CUPID 
Esil

5. KIERUNKI PRZYSZŁYCH PRAC BADAWCZYCH

Przeprowadzona w artykule dyskusja metod formalnej specyfikacji 
protokołów i ich zastosowania w procesie wytwórczym protokołów upoważ­
nia do wskazania kierunków przyszłych prac badawczych. Naszym zdaniem 
dotyczyć one będą:
1) zdefiniowania semantyki języków formalnej specyfikacji protokołów, 

co ułatwi i przyspieszy powstawanie systemów wspomagających ich u- 
życie,

2) formalnego zdefiniowania i rozbudowy teorii dla zastosowań rozsze­
rzonych, czasowych i stochastycznych sieci Petriego,

3) rozszerzeń języków programowania ADA i PROLOG dla zastosowania ich 
jako mfsp, a także w kierunku łączenia ich z innymi mfsp dla uzys­
kania efektywnych systemów wspomagających,

4) zastosowań mfsp do automatycznej implementacji i oceny efektywności 
protokołu,

5) uwzględnienia w mfsp modelowania upływu czasu.
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Dalszy rozwój inżynierii protokołów warunkowany jest postępami w 
rozwiązywaniu dwóch zasadniczych w naszej opinii problemów: równoważ­
ności mfsp oraz przekształcania modeli. Rozwiązanie pierwszego proble­
mu wymagać będzie rozbudowy teorii i stworzenia automatycznych narzę­
dzi dla translacji modelu formalnego z jednej metody na inną. Aby 
przybliżyć realizację tego problemu, zagadnienie to powinno być u- 
względnione na etapie projektowania metod formalnej specyfikacji. Roz­
ważyć także należy wprowadzenie metaspecyfikacji jako modelu podstawo­
wego dla sjystemów wspomagających. Problem przekształcenia modelu z za­
chowaniem jego cech logicznych i funkcjonalnych, ale na różnym pozio- 
mie abstrakcji opisu, wymaga rozbudowy teorii i stworzenia narzędzi 
dla formalnej transformacji modeli pomiędzy różnymi poziomami abstra­
kcji opisu, właściwymi dla określonych zastosowań modelu.

Szeroka tematyka wymaganych badań uświadamia fakt, że rozpowsze­
chnianie zasad i systemów inżynierii protokołów będzie procesem długo­
trwałym.

LITERATURA

[11 A h t i a i n e n A., et al., An Aproach for Evaluating Formal 
Description Techniqu.es, w: C233-

[2] Anderson D.P., Land weber L.H., Protocol Specifi- 
cation by Real-Time Attribute Grammars, w: CapZf, pp. 457-466.

[31 Anderson D.P., Landweber L.H., A Grammar-Based 
Methodology for Protocol Specification and Implementation, Proc. 
9th Lata Comm. Symposium, British Columbia, sept. 1985.

[41 A n s a r t J.P., et al., Description, Simulation and Implemen­
tation of Coramunication Protocols Usihg PDIL, Proc. ACM 
SIGCOMM’83, Austin, Texas, USA, 1983-

[51 A n s a r t J.P., et al., Software Tools for ESTELLE, w: H14J, 
pp. 2-52 - 2-60.

[61 A z e m a P., et al., Specification and Yerification of Distri- 
buted .Systems Using PROLOG Interpreted Petri Nets, Proc. 7th Int. 
Conf. on Software Engineering, 1984, pp. 510-518.

[71 A y a c h e J.M., Azema P.,Diaz M., Obserwer: a con- 
cept for on - linę detection of control errors in concurrent Sys­
tems, Proc. 9th Int. Symp. PTCS, Madison 1982.

[81 Barghouti N., N o u n o u N., Y e m i n i i. , An In- 
teractive Protocol Development Enviroment, w: E.143, pp. 2-61 - 
2-76.

[91 Bauerfeld L'.L., Performance Prediction of Computer Net­
Work Protocols, Proc. ICC’83, Boston, Mass., June 1983, pp. 1311

Techniqu.es


145

-1315.
flOJ B e a r m a n M.I., W i 1 b u r - E a m M.C. ,Billing- 

t o n J., Specification and Analyeis of the OSI Class 0 Trans­
port Protocol, Proc. 7th ICCC’84, pp. 597-602.

[11] Billington J.,Wilbur-Hani K.C.,Bearman 
M.Y., Automated Protocol Verification, w: t25j.

[12] Bochmann G.V. , Sunehine o.A., Pormal Metods in 
Communication Protocol Design, IEEE Trans, on Comm., vol. C0I1-23, 
no. 4, 1980, pp. 624-631.

[13] B o c h m a n n G.V., et al., Use of Prolog for Building Proto­
col Design Tools, w. u23j.

[14] Bochmann G.V., Sarikaya B. (eds), Sixth Int. 
Workshcp on Protocol Specif. Testing and Verification, Montreal, ' 
June 10-13, 1986.

[15] B.r i a a d J.P., et al., Executing LOTOS Specification, w:
[16] Brinksraa E., A Tutorial on LOTOS, w: £23Z-
[17] Bruno - G., Mar chet to G. , Pr oces-Tranalatable Petri 

Nets for the Bapid Prototyping of Process Control Systems, IEEE 
Trans, on Soft. Eng., vol. SE-12, no 2, 1986, pp. 346-357.

[18] Cestanet E.,Dupeux A.,Guitton r., Ada, a 
well adapted Language for specification and implementation of pro- 
tocols, w: E23J.

[19] Cellary T.,Sajkowski M.,Stroiński M., 
Defining a Transport Layer Using numerical Petri Uets, Proc. Ist 
IEEE Int. Conf. on uomputers and Applications, ieking 1984, pp. 
353-360.

[20] Cellary ff. , Stroiński L., Performance Parameters 
of Computer Network Protocols Refered to Thein Formal Model, w: 
EaaJ.

[21] C our t i a t J.P., A y a c h e J.M., Algayres B., Pe­
tri Nets are Good for Protocols, Computer Comm. Keview, vol. 14. 
no. 2, 1934, pp. 66-74.

[22] D i a z M., Modeling and Analysie of Communication and Ccopera- 
tion Protocols Using Petri-Net Based Models, w: LósJ.

[23] 3 i a z M. (ed), Protocol Specification, Testing and Verifica­
tion, V, North-Holland, 1985.

[24] D i c k s o n G.J., C h a z a 1 P.E., Status CCITT Description 
Technicues and Application to Protocol Specification, Proc, of 
IEEE, vol. 71, no. 12, 1983, pp. 1346-1355.

[25] Didic M.,Wolfinger B., Simulation cf a Locel Com­
puter Network Architecture Applying a Unified Modeling System. 
Computer Networks 6, 1982, pp. 75-91.



146

[26] . D i o k b O n G.J., W h e e 1 s r G.R., A Comparision of For­
mal Description Techniąues Proposed For International Standardi- 
zatión, Proc. 7th ICCC’34, 1985.

[27b F a v r e a u J.P., L i n n R.J., Automatic generation of test 
ecenarios from protoćol specification writlen in Estelle, w: £14 J.

[28]' I* i s h e r W. , Sauer K.P. , D e n z e 1 I., A Simulation 
Techniąue for Communications Protocols Based on a Formal Specifi- 
cation by SDL, w: £23j-

[29]' Gressier E., A Stochastic Petri Net Model for Ethernet, 
w: C723.

[30] Haas 0. , Formal Protoćol Specification based on Attribute 
Graramars, w: £23].

l3H H a n s s o n H.A., Automatic Implementation of Formal Descrip- 
tion of uomnunication Protocols, w: £231-

[32] Jard C., Monin d.F., Groź R., Experience in Imple- 
mentingK.250 (a CCITT subset of Estelle) in Teda, w: £232.

[331 Kosarzycki Ł., Rajski J.,;Stroiński M., 
PROPER - Symulator numerycznych sieci Petriego i jego zastosowa­
nie do badania protokołów. Konferencja "Sieci Komputerowe - Usłu­
gi, Protokoły, Modele", Wrocław 1985-

[34] Kosarzycki K., Rajski J., Stroiński M., 
A Numerical Petri Net Based Simulator for uommunication Protocols, 
Foundation of Control Engineering, vol. 10, no. 4, 1985, pp. 
191-200.

[35] Kritzinger P.S. , A Performance Model of the OSI Commu- 
nication Architecture, IEEE Trans, on Comm., vol. COM-34, no. 6, 
1986.

[36] Krumm H. , D r o b n i k 0., Interactive Ter if ication of 
Communication Software of the Basis of GIL, Computer Comrnunica- 
tion Review, vol. 14, no. 2, 1984.

[37] L i n n R.J., An Eyaluation of the ICST Test Architecture after 
Testing Class 4 Transport, w: £822, pp. 611-622.

[38] L i n n H. J. , The Features and Facilities of Estelle, w: £23£.
B 91 Logrippo L., Simon □., Ural H. , Executable Des- 

cription of the OSI Transport Service in Prolog, w: £82^, pp. 
279-294.

[40] M a r s a n M.A., Chiola G. , Fumagalli A. , An 
Accurate Performance Model of CSMA/CD Bus LAN, Proc. 7th European 
sorkshop on Petri Nets, Oxford, UK, 1986, pp. 167-182.

[41], M e e r J., Berivation and yalidation of test scenarios based on 
the formal specification language Lotos, w: £112.

[42! Merlin P. , F a r b e r D.J., Recorerability of Communica- 



147
tion Protocols: Implication of a theoretical study, IEEE Trans. 
Comm., vol. C 01.74-24, Sept. 1974, pp. 1036-1043.

[431 M o 1 v a R., O i a z K., Observer: a run-time checking tool 
for local area networks, w: £23j.

[44] 0 r t h W., Formalized Definition and Analysing of Protocols, w:
T.Kalin (ed), EUTECO - European Teleinformatics Conference, North 
-Holland, 1983, pp. 619-627.

[45] 0 z s u M.T., Modeling and Analysis of Distributed DataBase Con-
currency Control Algorithms using an Extended Petri Net Formalism 
Trans, on Soft. Eng., vol. SE-11, no. 10, 1985, pp. 1225-1240.

[46] . Piątkowski T.F., An Engineering Diecipline for Distri­
buted Protocol Systems, Proc, of the Nato Advanced Study Insti- 
tute: New Coneepts in Liulti-User Communications, 1980.

[47] Piątkowski T.F., i I p L.K., He D., State Architec- 
ture Notation an Simulation: A Formal Techniąue for Specification 
and Testing of Protocol Systems, w: L68^.

[48] Piątkowski T.F., Protocol Engineering, Proc. ICC’83, 
Boston 1983.

[49] Piątkowski T.F., The State of the Art in Protocol Engi­
neering, SIGCOM’86, Symp. Com. Architectures and Protocols, 1986.

[50] Pozefsky D.P., Smith F.D., A metaimplementation for 
Systems Network Architecture, IEEE Trans, on Comm., vol. COK-JO, 
no. 6, 1982, pp. 1348-1355.

L5U Hayner D., Hale R.W.S. (eds), Protocol Testing - To- 
wards Proof?, Proc. INWG/NPL Workshop, vol. 1 Specification and 
Validation, vol. 2 Testing and Certification, NPL, 1981.

[521 R a z o u k R.R., P h e 1 p s C.V., Performance Analysis Using 
Timed Petri Nets, w: £82^, pp. 561-576.

[53] R e i s e r U., Performance Eyaluation of Data Communication 
Systems, Proc, of the IEEE, vol. 70, no. 2, 1982.

[54] Rudin H., West C.H. (eds), Protocol Specif ication, Tes­
ting and Verification, III, North-Holland, 1983.

[55] Rudin H., An Improved Algorithm for Estimating Protocol Per­
formance, w: L82J.

[56] Rudin H. ,An Informal 0verview of Fornal Protocol Specifica- 
tion, IEEE Communications Magazine, vol. 23, no. 3, March, 1985.

57j Rudin H., Time in Fornal Protocol Specification, Proc. 
Gl/NTG, Karlsruhe, 1985.

[5, 8] S a b n a n i K.K., L s p o n e A.M. , PAV-Protocol Analyzer 
and Ferifier, w: C143-

[59] Sajkowski M., Stroiński M., Evaluation of For- 
mal Methods for communication Protocol Specificaticn from Proto- 



143

col DeBigner’s Yiewpoinr, Proc. 5th Int. Conf. on Software Eng.
for Telecomm. Switching Syst. , Lund. 1983, pp. 37-42. *

[50J Sajkowaki M., Stroiński M., Projektowanie proto­
kołów sieci komputerowych z zastosowaniem metod, formalnej specy­
fikacji, Konferencja nt. "Podstawy metodologiczne syntezy i oce­
ny systemów rozproszonego przetwarzania danych", Wrocław 1983.

Lbll Gajkowski M., Protocol Yerification Techniąues: Status 
Quo and Per spec tives, w: u82j.

[621 Sarikaya B., Bochmann G.V., Synchronisation and 
Specification Issues in Protocol Testing, IEEE Trans, on Coram. , 
vol, COM-32, no. 4, 1984, pp. 389-395.

[631 S o ń w a r t z H.L., M e 1 1 i a r - S m i t h. P.K. , Prom State 
Machines to Tetaporal Logic: Specification Methods for Protocol 
Standards, IEEE Trans, on Comm., vol. COM-3O, no. 12, 1982, pp. 
2486-2496.

[64] Sifakis J. , Performance Evaluation Using Nets, Net Theory 
and Applications Lecturę Notes in Computer Science, no.*84, 
Springer Verlag, 1979, pp. 307-319.

[651 Stroiński M., Esternal Measurement Method for Computer 
Network Protocol Performance 3valuation, przyjęte na CUG XIII Int. 
Conf. on Comp. Perf. Evaluation, San Diego 1982, opublikowane w 
CUG Transactions, 1983.

[66] Stroiński U., A Method for the Biagnosis of Computer 
Network Protocols, Proc. III Inf. Conf. HELCOMEX’84, Książ 1984, 
ss. 235-241.

[671 Stroiński M., Koncepcja eksperymentalnej metody oceny 
działania zdalnych i lokalnych sieci komputerowych. Szkoła Nauko­
wa, Sieci Komputerowe'84, Bierutowice 1984.

[68] Sunshine C.A. (ed), Protocol specification and verifica~ 
tion II, North-Holland, 1982.

[691 - Sunshine C.A. , et al. , Specif ication and Yerification of 
Communication Protocols in APPIRK Using State Transition Models, 
IEEE Trans, on Softw. Eng., vol. SE-8, no. 5, 1982, pp. 460-489.

[701 S y m o n s P.J.W. , Modelling and Analysis of Communication Pro­
tocols Using Numerical Petri Nets, Ph. D. Thesis, Univ. of Essex, 
1978.

[71] S y m o n s P.J.W., The Description and Definition of Oueueing 
Systems by Numerical Petri Nets, A.T.B., xrol. 13, no. 2, 1980.

[72] Proc, of the International «orkshop on Timed Petri Nets, Torino 
1985.

[731 Tseng J.S., Szymański B., Shi 1., P r y w e s 
N.S., Real-Ilme Software Life Cyde with the Lodel System, IEEE



149
Trans, on Soft. Eng., vol. SE-12, no. 2, 1936.

[74] Ural H., P r o b e r t 3.L., Automated lesting of Protocol 
Specifications and. their Implemente$ions, Computer Comm. Review, 
vol. 14. no. 2, 1984, pp. 149-155.

[753 Yenkatraman 2.Ć. .Piątkowski I.F., A Pormal 
Comparison of Pormal Protocol Specification Techniąues, w: £233.

[76] V i s s e i s C.A., Penney 2.L. , Bochmann j.V., 
Formal Description Techniąues, Proc, of the IEEE, vol. 71, no. 12, 
1983, pp. 1356-1364.

L771 V u o n g S.T., Hui D.D., C o w a n D.D., A Tool for Fro- 
tocol YalidatiOn via Reachability Analysis, w: tl4j.

[78] Tffoodside C.M., Yillacorte R.M., On Packet Buf- 
fering and Protocol Performance, w: £23j.

[79] Woodeide C.M., B u h r R.J.A., P e a r c e T., The 
CAEDE/ESTELLE graphical tool for formal definition of protocols, 
w: tl41

[80] W o u n g C.Y., D i 1 1 o n T.S., P o r w a r d K.E., Analy­
sis of Timing Aspecte of Communication Computer Systems Using 
Timed Places Petri Neta, Proc. Seventh Int. Conf. on Computer 
Comm., Sydney 1984, pp. 585-59C.

[SU Yemini 1., N o u n o u IJ.» CUPID: A Protocol Development 
Environment, w: C.54J.

[82] Yemini Y., Strom 3., Yemini S., Protocol Spe­
cification, Testing, and Yerification, IV, North-Holland, 1984.

[831 Zafiropulo P., et al., Towards Analyzing and Synthesi- 
zing Protocols, IEEE Trans, on Comm., vol. COM-28, no. 4, 1980, 
pp. 651-660.

PROTOCOL SPECIFICATION METHODS 
AND THEIR APPLICATION

In this paper the State of art of formal protocol specification 
is presented. Most popular methods are discussed and attemps to evalu- 
ate these methods are characterized. Next, components of a integrated 
protocol development system based on formal specification are descri- 
bed. Eramples of systems are given. Finally, a futurę direction of re- 
search in the protocol engineering area are indicated.
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USŁUGI I PROTOKÓŁ WIRTUALNEGO TERIURALa
W MODELU POŁĄCZEŃ SYSTEMÓW OTWARTYCH 1SO/CSI

W artykule przedstawiono aktualny stan prac nad standardem wirtu­
alnego terminala według propozycji modelu odniesienia ISO/OSI. 
Omówiono zakres zastosowań standardu, model współpracy użytkowni­
ków sieci komputerowych przy jego użyciu i dostarczone w nim me­
chanizmy sterowania. Dalej przeanalizowano możliwości implementa­
cji w rzeczywistych systemach i relacje do innych propozycji norm 
w rozważanym zakresie.

1. WST?P

Istotną częścią każdego systemu cyfrowego są urządzenia wejścia- 
-wyjścia. Rodzaje i funkcje tych urządzeń są na ogół podobne we wszyst­
kich systemach cyfrowych ogólnego przeznaczenia. Jednakże szczegółowe 
rozwiązania ich sprzęgów do komputera oraz inne składowe specyfikacji 
technicznej wykazują istotne rozbieżności w zależności od producenta. 
Łącząc systemy w sieci komputerowe napotyka się na problemy wynikające 
z chęci uzyskania współpracy poprzez sprzęgi sieciowe z dowolnymi kom­
puterami. Różne aspekty tej współpracy były omawiane w materiałach 
I Krajowej Konferencji nt. sieci komputerowych 06, I7J •

Niniejszy artykuł koncentruje się na problemach zobrazowania 
informacji w trakbie współpracy użytkownika z systemem cyfrowym, przy 
użyciu urządzeń wejścia-wyjścia podłączonych przez sieć komputerową. 
W ujęciu Modelu Odniesienia Dołączeń Systemów Otwartych ISO/OSI pro­
blemy te są rozstrzygane w warstwie aplikacji przy użyciu usług i pro­
tokołu wirtualnego terminala. Przedmiotem tych rozstrzygnięć są zagad­
nienia takie jak: dostępne struktury danych, repertuary, znaków graficz­
nych,rodzą je sygnałów sterujących,rodzą je przemieszczeń informacji w polu

Instytut Cybernetyki Technicznej Politechniki Wrocławskiej
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2. ŁICDEL USŁUG
2.1. "Umowny obszar komunikacyjny"

Jak wskazano we wstępie , współpraca użytkowników , w tym także pro­
gramów wirtualnych terminali odbywa się przez tzw. "Umowny obszar ko­
munikacyjny" - CCA (Conceptual Data Area), cc symbolicznie przedstawia 
rys. 1.

Rys. 1. Model usług 
Fig. 1. Service Model

Przesyłanie danych według tego modelu polega na wpisywaniu danych do 
CCA przez jednego z użytkowników i odczytywaniu przez drugiego. CCA 
podzielono na następujące części:
CDS (Gonceptual Data Storę) - "Umowny obszar danych" - zawierający tzw. 

"Zespoły przekazywane" (Display Objects) służące do przekazywania 
carych;

CSS (Control, Signalling and Status Storę) - "Pamięć wskaźników stero­
wania" - zawierającą tzw. "Zespoły sterowania" (Control Objects) 
reprezentujące statusy i sygnały wymienione pomiędzy użytkownikami;

ACS (Access Control Storę) - "Pamięć praw dostępu" - zawierającą bieżą­
ce przypisanie praw dostępu do pozostałych części CCA;

DSD (Data Structure Definition) - "Pamięć definicji struktur" - zawiera­
jącą definicje struktur "Zespołów przekazywania", "Zespołów stero­
wania" oraz tzw. "Zespołów urządzeniowych" i innych parametrów śro­
dowiska podlegających negocjacji.

"Zespoły urządzeniowe" (Device Objects) stanowią reprezentację w CCA 
własności rzeczywistych urządzeń oraz procesów odwzorowujących zeępoły 
wirtualne na urządzenia rzeczywiste.

W specyfikacji rozszerzonej obok wymienionych wyżej ^części składc- 
wych CCA występują także:
BIS (Reference Information Storę) - "Pamięć informacji odniesienia" - 

zawierająca informacje o charakterze makroinstrukcji, możliwe do 
przywołania i umieszczenia w "Zespołach przekazywania" lub "Zespo­
łach sterujących";

SIS (structure Information Storę) - "Pamięć struktur informacji" - sta- 
owiąca część CDS i przechowująca informacje o dalszym podziale "Ze­

społów przekazywania” w trakcie trwania połączenia na bl :ki i pola.
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zobrazowania, kroje czcionek, repertuar barw, stopni zaczernienia, 
ochrona przed usunięciem i inne atrybuty przekazywanych danych.

Zgodnie z wymogami Modelu Odniesienia, podstawą rozważań na temat 
funkcjonowania połączeń wirtualnych terminali (TC) jest definicja pew­
nej abstrakcyjnej syntaktyki transferu specyfikującej protokół TC1. 
Uznano jednak, że takie ogólne rozstrzygnięcie jest niewystarczające i 
do celów prac standaryzacyjnych skonstruowano dodatkowo abstrakcyjną • 
strukturę danych - "Umowny obszar komunikacyjny" - tworzącą środowisko 
pracy wirtualnych terminali. W strukturze tej występuje szereg obiektów 
nawiązujących swymi własnościami do funkcji podzespołów terminali rze­
czywistych.

Bieżące prace standaryzacyjne dotyczą bazowej klasy wirtualnych 
terminali, to jest takich, które służą do przekazywania tekstu, rozważa 
się przy tym specyfikację tzw. podstawową 02, 14] i rozszerzoną 03, 

IjT Różnice między nimi ujawniają się w' zawartości owego "Umownego 
obszaru komunikacyjnego". W ramach powyższych ogólnych podziałów operu­
je się jeszcze pewną ilością parametrów obiektów w tej■abstrakcyjnej 
strukturze, pozwalających na dokładniejsze opisanie cech odwzorowywa­
nych urządzeń rzeczywistych i programów aplikacyjnych. Należy się spo­
dziewać, że przyszłe rozszerzenia standardu o możliwości przekazywania 

rysunków o dużej rozdzielczości będą się odbywały drogą wzbogacania za­
wartości "Umownego obszaru komunikacyjnego".

Aczkolwiek element modelu ISO/OSI realizujący usługi VI nie tworzy 
samodzielnej warstwy (umieszczony jest w warstwie aplikacji), to jednak 
sposób określenia standardu jest ściśle zgodny z ogólną konwencją opi­
su własności i funkcji warstw Modelu Odniesienia 0, 7J• Oznacza tc, że 

specyfikuje się usługi świadczone aplikacji oraz protokół realizowany 
między stacjami TC. Dodatkowym elementem specyfikacji jest określenie 
budowy "Umownego obszaru komunikacyjnego" jako środowiska pracy wirtu- 
aInych terminali.

Prezentowany sposób rozwiązania problemu ma aspekty nie tylko nor- 
malizacyjne. Analiza pracy urządzeń wejścia-wyjścia doprowadziła bowiem 
do skonstruowania nowych ogólnych mechanizmów sterowania działających 
na obiektach abstrakcyjnych a dających się interpretować w warunkach 
rzeczywistych. Taka zmiana podejścia nawiązuje dc przełomu, jakim w 
programowaniu było przejście od języków asemblerowych do algorytmicz­
nych.
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Bloki stanowią realizację techniki podziału pola zobrazowania danych 
na tzw. "okna", szeroko rozpowszechnione w oprogramowaniu komouterćń 
osobistych. Hiestety używa się tu innej nazwy,.gdyż termin "okno" w 
Modelu Odniesienia występuje w innym znaczeniu. Pola są strukturami wy­
znaczonymi przez przypisanie atrybutów przyznających prawa wprowadza­
nia i kasowania danych w "Zespole przekazywania" partnerom dialogu. 
Wymienione wyżej części składowe COA są powiązane między sobą w sposób 
przedstawiony na rys. 2.

Należy pamiętać o całkowitej umowności obiektów występujących w 
tym modelu. Oznacza to, że CCI i wszystkie części składowe istnieją 
tylko pozornie dla użytkownika usług VT i nie muszą mieć żadnej reali­
zacji fizycznej. Stacja świadcząca usługi ma prawo konwersji inter­

akcji użytkownika z obiektem w CC A na protokół terminala wirtualnego 
lub rzeczywistego bez konieczności tworzenia odpowiadających tym obiek­
tom struktur danych w pamięci komputera. Ważne jest tylko zachowanie 
zgodności syntaktyki abstrakcyjnej realizowanej przez użytkownika i 
stację [8].

Budowa wewnętrzna wszystkich części CCA składa się na środowisko 
VI i jest opisana przez zespół parametrów, które pokrótce omówimy w 
następnych rozdziałach.

Umowny obszar komunikącyJny

Pamięć 
praw' 
dostępu

Umowny obszar danych

Zespół przekazywania'"

Zespół przekazywania''

Pamięć struktur 
informacji

Zespół 
Urządzeniowy

_Urządzenie
’rzeczywiste 
np. klawia­
tura

Pamięć 
informacji 
odniesienia

Zespół 
urządzeniowy “1Urządzenie 

.rzeczywiste 
np. monitor 
ekranowy

Pamięć 
definicji 
struktur

Pamięć wskaźników 
sterowania

1 __________ j
Urządzenie । 

"rzeczywiste | 
np. wskaźnik ।

Zespół sterowania ->

Bys. 2. Podział CCA 
Big. 2. CCś Partitioning.
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2.2. "Zespoły przekazywania"

"Zespół przekazywania" jest to jedno, dwu lub trójwymiarowa tabli­
ca , w której mogą być umieszczone symbole graficzne (znaki). Zespół 
ten jest określony przez parametry specyfikująces nazwę, liczbę wymia­
rów, możliwości adresowania elementów, dozwolone repertuary znaków, 
możliwość ich kasowania, rodzaj praw dostępu, liczbę dostępnych barw, 
stopni zaczernienia itp. Przeznaczeniem zespołu jest przekazywanie 
informacji tekstowej pomiędzy użytkownikami usług VT. Najczęściej ma 
on strukturę dwuwymiarową nawiązującą do możliwości powszechnie znanych 
terminali takich jak dalekopis lub monitor ekranowy.

Ponieważ rzeczywiste terminale mają różne własności w zakresie 
dostępu do poszczególnych pozycji w polu zobrazowania, również własnoś­
ci "Zespołów przekazywania" są w tym zakresie dokładniej określane 
przez parametry adresowania. Podają one: maksymalne wartości współrzęd­
nych, możliwość przeskakiwania o wskazaną liczbę pozycji do przodu lub 
wstecz, możliwość wyznaczania bezwzględnych wartości współrzędnych oraz 
cofania licznika pozycji w trakcie wprowadzania danych. W sytuacji,gdy 
dana operacja jest zabroniona parametry przyjmują wartości jednoznacz­
nie określające to ograniczenie.

Liczba "Zespołów przekazywania" w CCI jest wyznaczona przez 'wyne- 
gocjowaną strukturę dialogu między użytkownikami usług 71. Koże to być 
dialog dwukierunkowy naprzemienny tu noszący nazwę synchronicznego lub 
dwukierunkowy równoczesny - asynchroniczny. W pierwszym przypadku wy­
starcza jeden "Zespół przekazywania" w CCA, w drugim potrzebne są dwa. 
Ze strukturą tego dialogu związane są parametry określające prawa dos­
tępu użytkowników do zespołów. Parametr ten może przyjmować jedną z 
trzech wartości "WAVAB", "WACI" lub "WACA". Wartość "WA7AH" oznacza,że 
prawo dostępu podlega przekazywaniu pomiędzy użytkownikami usług - za­
tem jest to dialog synchroniczny. ?/artość "WACI” oznacza, że prawo 

wprowadzania do danego zespołu jest na stałe przypisane temu użytkowni­
kowi, który zainicjował połączenie. Trzecia wartość "LAGA" da je prawo 
dostępu użytkownikowi, który połączenie zaakceptował. Wartości "'.7ACI" i 
"WACA" muszą być przypisane dwu różnym zespołom i są używane w dialogu 
asynchronicznym.

Szczególnego omówienia wymaga repertuar przekazywanych znaków gra­
ficznych. Użytkownicy mają do dyspozycji równocześnie jeden podzbiór 
94 znaków graficznych identyfikowany jako G0 i opcjonalnie trży dalsze 
podzbiory po 94 znaki graficznie identyfikowane jako G1, G2 i GJ. Do­
datkowo można także używać dwu podzbiorów znaków sterujących 00. i 01.

Identyfikatory G0, G1, G2, G3, C0 i Cl są to nazwy ogólne, które 
mają znaczenie w technice kodowania w trakcie trwania połączenia. Sak-
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tyczna zawartość każdego z tych, podzbiorów jest ustalana podczas nego­
cjacji parametrów VI, polegającej na wskazaniu, który z zarejestrowa­
nych przez upoważniony urząd repertuarów znaków aa być użyty jako odpo­
wiednio G0, Gd itd. [2,

Wśród zarejestrowanych repertuarów znajdą się także dwa pokazane 
w tabeli d. Tabela ta pokazuje równocześnie następujące propozycje po­
chodzące z różnych norm ISO:
- tzw. "łaciński” repertuar znaków graficznych, wg normy ISO 646 'wersja 

IRV;
- uzupełniający repertuar znaków do komunikacji tekstowej, wg normy . 

ISO 6957/2;
- przyporządkowanie powyższych repertuarów do podzbiorów G0 i Gd wir­

tualnego terminala;
- przyporządkowanie kodu ośmiobitowego do powyższych podzbiorów, co w 

Modelu Odniesienia jest domeną warstwy prezentacji , tu wyznaczonego 
przez złożenie numeru kolumny i wiersza w tabeli. '

Należy w tym miejscu wyjaśnić, że podzbiory G2 i GJ jeśli zostaną wyne­
gocjowane, będą obsadzały w tabeli kodowej tą samą pozycję co G0 i Gd. 
Przełączanie na te alternatywne repertuary symboli graficznych odbywa 
się przez poprzedzenie właściwego ciągu kodowego sekwencją ESC , I,?, 

gdzie I oraz F są to bajty identyfikujące o którą z alternatyw chodzi. 
Początkowe przyporządkowanie repertuarów jest takie jak przedstawiono 
w tabeli.

Przedstawione w tabeli repertuary G0 i Gd łącznie pozwalają na two­
rzenie reprezentacji liter alfabetów wszystkich europejskich języków 
wywodzących się z łaciny. Specjalne znaki narodowe uzyskuje się przez 
złożenie obrazów tzw. "znaku diakrytycznego" z kolumny d2 i znaku z 
podzbioru G0. Na przykład polską literę "ę" tworzy się przez złożenie 
znaku o kodzie d2/d4 (ogonek) i znaku o kodzie 6/5 (e). Jest to możliwe 
dzięki specjalnej definicji zawartości kolumny d2, w myśl której wydruk 
umieszczonego tam znaku nie przesuwa pozycji pisania i pozwala na nanie­
sienie na tą samą pozycję kolejnego normalnego znaku. Dokument ISO 
zawiera pełną analizę jakie złożenia w jakich językach występują i do­
puszcza do użytku tylko przeanalizowane.

2.5. Inne części "umownego obszaru komunikacyjnego”

Spośród innych części "Umownego obszaru komunikacyjnego" omówimy 
jeszcze "Zespoły sterowania" i "Zespoły urządzeniowe".

"Zespoły sterowania" służą do przekazywania między użytkownikami 
usług VI informacji sterującej. Tak jak i inne umowne zespoły w CCA 
opisane są przez parametry precyzujące: nazwę, prawa dostępu, typ i 
strukturę przekazywanych danych oraz aktywność mechanizmu tzw. "prze-
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Tabela 1. Zbiory znaków graficznych do przesyłania tekstów 
Table 1. Graphic character sets for tezt communication

kaźnika". Parametr przekaźnik (trigger), jeśli aa wartość "selected" 
jest interpretowany jako żądanie natychmiastowego przekazywania wszel­
kich zmian wartości w "Zespole sterowania" i innych obiektach CCA dru­
giemu partnerowi dialogu.

"Zespoły urządzeniowe" stanowią uzupełnienie opisu środowiska wir­
tualnego terminala o własności urządzeń rzeczywistych i procesu sprzę- . 
gającego je z obiektami CCA . Obecność tych zespołów w modelu pozwala 

na uwzględnienie dodatkowych wymagań narzucanych na proces przekazywania 
danych.
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Parametry "Zespołu urządzeniowego" nogą określać repertuar i~s- 
tępnych znaków, ich krój, ilość dostępnych barw i stopni zaczerniania, 
ograniczenia czasu wprowadzania i długości komunikarów, znani kończą­
ce komunikat itp. Taki układ parametrów zicże budzić pewne wątpliwości 

gdyż niektóre z nich powtarzają informacje związane z "Zespoleń przeka­
zywania". Istniejący nadmiar może być w pewnych warunkach truć: y do 
zinterpretowania, szczególnie wtedy parametry "Zespołów •_ czai ::enic..ych" 
i "lospołou przekazywania" określają różne wartości tych ssuyon iłas- 
ności, np. różne repertuary znaków. hależy się spodziewać, że dalsze 
prace i specyfikacja formalna -modelu rozstrzygną te problemy w jedno­
znaczny sposób. Pozostałe parametry unikalne w środowisku stanowią 
istotne uzupełnienie opisu i dają się dobrze interpretować w warunkach 
rzeczywistych.

2.4. Profile wirtualnych terminali

Jak widać z dotychczasowych rozważań zawartość CCA tworząca śro­
dowisko wirtualnych terminali opisywana jest przez dużą liczbę paramet­
rów, Negocjacja i interpretacja ich wartości jakkolwiek jest możliwa, 
może nastręczać wielu problemów implementacyjnych. Dlatego też zdecy­
dowano się na tworzenie specyfikacji łącznych, przypisujących równo­
cześnie wartości wielu parametrów tzw. profili. Profile- takie będą re­
jestrowane przez upoważniony do tego urząd administracyjny. Wartości 
niektórych parametrów w profilu może być pozostawiona do uzgodnienia 
między użytkownikami usług, jednakże większość z nich musi mieć wartoś­
ci stałe.

Przykładem profilu, który będzie zarejestrowany może być przed­
stawiony niżej profil domniemany w trybie dialogu synchronicznego. 
Funkcjonalnie odpowiada on własnościom dalekopisu. W specyfikacji użyto 
następujących oznaczeń:
{} - ograniczenie bloku syntaktycznego,
, - oddzielenie parametrów, 

— - oddzielenie komentarzy, 
. - zakończenie bloku syntaktycznego.

Display-object =
{display-object-name = DISPŁAY-OBJECT, 

ob ject-access-right = ";VAVAH" , 
dimensions - 2, 

x-dimension =
{x-bound = 80, 
x-forward = "no constraint", 
x-backward = 0,

—Zespół przekazywania
—Nazwa zespołu
—Prawo dostępu przenośne
—Liczba wymiarów
—-Definicja wymiaru x
—Maksymalna wartość x
—Skoki do przodu
—Skoki wstecz zabronione
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—Bezwzględne x zabronione
—Brak, możliwości cofania

—Definicja wymiaru y
—Brak ograniczenia y
—Skoki do przodu
—Skoki wstecz zabronione
—Bezwzględne y zabronione
—Brak możliwości cofania

—Jeden repertuar znaków
—Jedna jaskrawość
—Brak kasowania

= 1, —Jeden kolor znaków
= 1, —Jeden kolor tła

—Zespół urządzeniowy
—Nazwa urządzenia

= "TJTOE" —Stan początkowy
ESC 2/8 4/0, —Znaki ISO 646 IEV 

", —Krój dowolny

x-absolute = "not permitted", 
x-window = 1,

},
y-dimension =

[y-bound = "uribounded", 
y-forward = "no constraint", 
y-backward = 0, 
y-absolute = "not permitted", 
y-window = 1,

L
repertoire-capability = 1, 
emphasis-capability = 1, 
erasure-capability = "no", 
foreground-colour-capability 
background-colour-capability 

), 
device-ob.ject =

{device-name = DE7ICE, 
device-default-CO-initial-value 
device-repertoire-assignment = 
device-font-assignment = "device dependent
device-emphasis-assignment = "normal", —Jaskrawość normalna 
device-foreground-colour-assignment = "device dependent", 
derice-background-colour-assignment = "device dependent", 
device-miniE.um~line-length = 1, —Minimalna długość linii
device-mi nimum-page-length = 1, —Mini maIna długość strony
device-display-object = DISELAY-CBJLCT, —Związany zespół przek. 
device-termination-event-list = NUL, —Brak znaków ograniczaj.
device-termination-timeout = 0,0, —Brak ograniczenia czasu
device-termination-length = 0, —Brak ograniczającej dług.
device-termination-control-object = NUL —Brak zesnołu sterowania 

}.

5. USŁUGI WIRTUALNEGO TEBMINALA

Definicja usług VT określa sposób współpracy aplikacji ze stacją 
umożliwiającą dostęp do określonego wcześniej "Umownego obszaru komuni­
kacyjnego". Współpraca ta polega na wzajemnym oddziaływaniu użytkowni­
ka ze stacją przy pomocy elementarnych operacji (primitive). Tak jak i 
w innych warstwach Modelu Odniesienia operacje te mogą mieć następują­
cy charakter:
- żądania (reąuest) z aplikacji do stacji VT;
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Tabela 2. Zestawienie usług wirtualnego terminala 
Table 2. Summary of Yirtual Terminal Services

operacja typ znaczenie

Udogodnienie ustanawiania połączenia
YT-ASSOCIATE potwierdzana Ustanowienie połączenia

Udogodnienie likwidacji połączenia
YT-EELEASE potwierdzana Likwidacja połączenia
YT-U-ABOBT niepotwier- 

dzana
Zerwanie połączenia przez użytkow­
nika usług

YT-P-^BOST tylko 
wska zanie

Zerwanie połączenia przez realiza­
tora usług

Negocjacja typu przeląc:sanie profilu
YT-SDTTCE-

-PB03ILE
potwierdzana Przełączanie profilu

Negocjacja konwersacyjna
V T—STA RT—NEG potwierdzana Bozpoczęcie negocjacji
V T —El© —1TEXj potwierćzana Zakończenie negocjacji
YT-UEG-I1JYITE niepotwier- 

dzana
Pytanie o parametry

YT-NEG-0EFE5 ni©potwier­
dzana

Przed stav;ienie parametrów

YT-NEG-A OCEPT ni©potwier­
dza na

Przyjęcie parametrów

VT——Rn j ECT niepotwier- 
dzana

Odrzucenie parametrów

Przesyłanie danych k
YT-DATA niepotwier- 

d zana
Dane

Sterowanie dostarczaniem
VT - D EL ETER niepotwier- 

d zana
Żądanie przekazania danych

VT-ACK-HECEIPT niepotwier- 
d zana

Potwierdzenie odebrar'

Zarządzanie prawami dostępu
YT-GIYE-TOKENS niepotwier- 

d zana
Przekazanie prawa dostępu

YT-BEĄUEST- niepotwier- Żądanie prawa dostępu
-TOKENS dzana
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- wskazania (indication) ze stacji VI do aplikacji współpracującej;
- odpowiedzi (response) z aplikacji współpracującej do stacji VT;
- potwierdzenia (confirmation) ze stacji VT do aplikacji.
W zaleźnpści od typu usługi wykorzystuje się wszystkie cztery rodzaje 
operacji (usługa potwierdzana), tylko żądanie i wskazanie (usługa nie- 
potwierdzana) lub tylko wskazanie do obu aplikacji.

Zestaw usług VT pozwala na tworzenie, likwidowanie i awaryjne zry­
wanie połączeń, negocjowanie środowiska, wymianę danych, oraz sterowa­
nie dostępem i dostarczaniem danych. Każda z operacji przekazuje zwią­
zane z danym typem usługi parametry, które dokładniej określają obiekt, 
którego dotyczy. Pełny repertuar dostępnych usług przedstawiono w 
tabeli 2.

Najbardziej interesujące są usługi wymiany danych. Umożliwiają one 
wprowadzanie informacji do obiektów CCA: "Zespołów przekazywania", 
"Zespołów sterujących", "Pamięci informacji odniesienia" lub "Pamięci 
struktur informnjiw. Analogicznie stacja VT może zgłaszać zmiany za­
wartości tych obiektów do aplikacji..

Warunkiem wprowadzenia danych jest uzyskanie prawa dostępu do da­
nego obiektu. Jak wskazano w rozdziale 2.1 prawa takie są przechowywa­
ne w "Pamięci praw dostępu", i mogą być przekazywane pomiędzy współpra­
cującymi użytkownikami przy zastosowaniu usług zarządzania prawami dos­
tępu lub są przypisane na trwałe jednemu z nich.

S wymianą danych wiążą się usługi kontroli dostarczenia. Istnieje 
tu kilka możliwości sterowania: współpraca bez sterowania dostarczaniem, 
•współpraca z podstawową metodą sterowania dostarczaniem lub współpraca 
z usługą "kwarantanny" danych. W pierwszym przypadku przekazywanie da­
nych. partnerowi dialogu wynika z wewnętrznych wymogów realizatora 
usług. Dodatkowo przekazywanie to może być wymuszane przez niektóre 
operacje użytkownika, takie jak np. przekazanie praw dostępu lub wpro­
wadzenie zmiany do "Zespołu sterowania" z parametrem przekaźnik = 
"selected". Współpraca z podstawową metodą sterowania dostarczaniem 
przebiega podobnie, ale użytkownik może jawnie korzystać z usługi 
VT-DSLIVER w celu wymuszenia przekazania zmian naniesionych do CCA. W 
metodzie z usługą "kwarantanny" danych stacja VT zamraża przekazywanie 
wszystkich zmian w CCA do momentu, gdy użytkownik zażąda tego jednym ze 
sposobów jak w metodach poprzednich.

4. PROTOKÓŁ WIRTUALNEGO TERMINALA

Protokół wirtualnego terminala jest definiowany poprzez abstrak­
cyjną Maszynę Protokołu Wirtualnego Terminala (V'THi) , która-realizuje 
urccedury używane w tym protokole. 7TPM-komunikuje się z użytkownikiem
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Tabela >. Zestawienie komunikatów protokołu YT 
Table Suuimary of YT Protocol Data Units

kod nazwa znaczenie podzbiór

Ue
ASĄ 
ARĄ

stanawianie połączeni
YT-ASSOCIATE-RSĄ
YT-ASSOCIATE-RESP

a ’
Zgłoszenie połączenia
Odpowiedź na zgłoszenie

A, B, C

Lj
RLĄ 
ELB 
auą

ARĄ

.kwiaacja połączenia 
YT-EELEASE-REĄ

' YT-BETEA SB-RESP 
YT-U-ABORT

■ YT-P-ABORT

Żądanie rozłączenia
Odpowiedź na żądanie rozłączenia
Zerwanie połączenia przez użyt­
kownika usług
Zerwanie połączenia przez rea­
lizatora usług

A, S, 0

Pi
NDĄ 
NDĄ

'zesyłanie danych.
YT-DATA
YT-UNCCNTROLLED-

-DATA

Dane normalne
Dane niezależne

A, 3, 0

SI
DLĄ 
daą

;erowanie dostarczani
YT-D3LIYER
YT-ACK

em
Żądanie przekazania danych
Potwierdzenie otrzymania darach

A, B, C

SI
GTĄ 
RTĄ

;erowanie dostępem 
YT-GIYE-TOKEN
YT-R3ĄU3ST-T0KEN

Przekazanie prawa dostępu 
Żądanie prawa dostępu

SPĄ

SPB

jgocjacja typu przełą 
YT-S7.TTCH-PR0PILE-

-R3Ą
YT-SDITCH-PROPILE-

-R3SP

czanie profilu
Żądanie przełączenia profilu

Odpowiedź na żądanie przełączę- ■ 
nia profilu

E, C

Ne 
SNĄ

SNR

ENĄ 
ENR

NIĄ 
NOĄ

NAĄ 
NJĄ

jgocjacja konwersacyj 
YT-START-NEG-REĄ

YT-START-N3G-RESP

YT-END-NEG-REĄ
YT-END-NEG-RESP

YT-NSG-INYITE
YT-N3G-OPEER

YT-KEG-ACCEPT
YT-NEG-REJ30T

na
Zgłoszenie rozpoczęcia negocja­
cji
Odpowiedź na rozpoczęcie nego­
cjacji

Zgłoszenie końca negocjacji
Odpowiedź na zgłoszenie końca 
negocjacji
Pytanie o wartości parametrów
Przedstawienie wartości para- 
inctrór? .
Przyjęcie wartości parai..etró-7 
Odrzucenie wartości paranetró.;

c
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usług za pośrednictwem operacji omówionych w rozdziale 3- Efektem 
prztetwarzania zleceń od użytkownika oraz przyczyną ich wydawania przez 
VTPM jest wymiana komunikatów protokołu z drugą współpracującą VTPM w 
innym systemie. Maszyna protokołu składa się z jednostek funkcjonalnych 
utworzonych przez logiczne pogrupowanie udogodnień udostępnianych 
użytkownikom. Pełny zestaw jednostek funkcjonalnych i związanych z nimi 
komunikatów protokołu przedstawiono w tabeli 3-

W celu ułatwienia implementacji jednostki funkcjonalne łączone są 
w większe zespoły o narastającym stopniu złożoności. W chwili obecnej 
rozważa się trzy podzbiory: podstawowy (VT-A), z negocjacją typu prze­
łączanie profilu (VT-B) i z negocjacją typu konwersacyjnego (VT-C). 

Przynależność poszczególnych jednostek funkcjonalnych do podzbioru noż­
na prześledzić w tabeli 3.

Zasadnicze różnice między podzbiorami polegają na możliwościach 
negocjowania środowiska VT. W podzbiorze podstawowym profil jest narzu­
cony jednym z parametrów komunikatu VT-ASSOCIATE. Wybór wartości para­
metrów tego narzuconego profilu może być dokonany tylko z listy propo­
zycji przesyłanej w tym samym komunikacie. W podzbiorze VT-B możliwe 

jest także wybieranie samego profilu. Podzbiór VT-C pozwala na indywi­
dualne negocjowanie wartości wszystkich parametrów CCA .

Struktura każdego z komunikatów jest w dokumentach ISO 15^] 
opisana przy użyciu notacji ASN 1. Z faktu tego wynika także podstawowa 
technika kodowania - wyznaczona przez reguły kodowania do ASI 1 plli. 

Inne alternatywne techniki mogą być ustalone przez wykorzystanie usług 
warstwy prezentacji |8, 9].

Integralną częścią specyfikacji protokołu wirtualnego terminala są 
tablice stanów przedstawiające akcje i operacje podejmowane pod wpływem 
zdarzeń napływających do V1PM.

5. '.7SPÓLPKACA Z WARSTWA SESJI I PREZENTACJI

Usługi wirtualnego terminala są realizowane w oparciu o usługi 
warstwy prezentacji, w tym także te, które przejęła ona z warstwy sesji. 
Jednakże operacje nawiązywania i likwidowania połączeń są wykonywane za 
pośrednictwem CASE (Comon Application Service Elements) - czyli Wspól­
nego Zestawu Usług Aplikacyjnych, który to element Modelu Odniesienia 
znajduje się w warstwie aplikacji.

Dokumenty ISO dokładnie określają sposób odwzorowania żądań wymie^ 
niazych pomiędzy aplikacją a realizatorem usług VT na usługi CASE, war­
stwy prezentacji i co za tym idzie sesji. Stosuje się tu następujące 
techniki odwzorowania parametrów operacji VT i komunikatów warstw niż­
szych:
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- trańsparentne przejęcie do użytku VT komunikatu warstwy prezentacji, 
np. H2QUEST TOEEN, GIVE TOKEN (przejęte tą samą techniką z warstwy 
sesji);

- przekazanie parametru lut ich. zestawu do zakodowania w komunikacie 
warstwy prezentacji, ńp. przyczyna rozłączenia w komunikacie 
P-U-ABOEI; ■

- przekazanie komunikatu TO wraz ze wszystkimi parametrami w polu da­
nych użytkowych komunikatu warstwy prezentacji, np. w komunika­
cie DATA, UDQ w komunikacie TYPED DATA;'

- podział zestawu parametrów operacji usług TO na dwie grupy przekazy­
wane w jednym komunikacie warstwy prezentacji., ale przy odpowiednim 
użyciu obu technik jak wyżej.

Zestawienie przyporządkowania komunikatów protokołu TO przekazywa­
nych w polu danych użytkowych operacji CASE i warstwy prezentacji przed­
stawiono w tabeli 4. Uwzględnienie komunikatów przejmowanych transpa- 
rentnie oraz analiza zależności pomiędzy CASE a warstwą prezentacji 
pozwala na sformułowanie kilku wniosków.

Operacje 
usług CASE 
i prezentacji

Typy przekazywanych komunikatów 
protokołu TO

A-ASSOCIATE ASQ, ASP

A-U-ABOBT Parametr przyczyny zerwania

P-DATA • NIQ, NOQ, NAQ, NJQ, NDQ

P-TYP3D-DATA SPQ, SPE, SNQ, SNB, ENQ, ENR, UDQ, DLQr 
DAQ

Tabela 4. Odwzorowanie komunikatów protokołu TO na operacje usług 
CASE i prezentacji

Table 4. TO Protoccl PDU-s mapping to'CASE and presentation 
primitive

Najważniejszy ż nich dotyczy operacji nawiązywania i likwidacji połą­
czeń TO. Operacje te są odwzorowywane w usługi CASE, a dalej warstwy 
prezentacji i sesji czwartą z wymienionych wyżej metod. Powoduje to, że 
w sesyjnym komunikacie CONKECT zanurzony jest w polu danych użytkowych 
komunikat CONNECT. warstwy prezentacji, w nim z kolei ASSOCIATE CASE, a 
w nim ASQ wirtualnego terminala. Parametry operacji TO rozdzielane są 
odpowiednio na poszczególne komunikaty warstw. Analogicznie zbudowany 
jest komunikat BELEASE, co w sumie daje efekt nierozłączności czasów 
istnienia połączeń aplikacji, TO, CASE, prezentacji i sesji. Jest to 
rozwiązanie odmienne niż w warstwach komunikacyjnych, gdzie czasy ist­
nienia połączeń w poszczególnych warstwach nie muszą się ze. sobą pokry­
wać .
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Inne spostrzeżenie dccyczy rezygnacji z użycia w protokole TO 

przyspieszonej drogi przesyłania (■SKPEDITSD) w warstwie prezentacji 
oraz danych uzgadniania (CAEABILITl). Do celów sterowania wykorzystuje 
się na rzecz połączeń VT dane niezależne (TYPED DATA).

Dokładniejsza analiza zależności pomiędzy usługami TO, warstwą 
prezentacji i sesji pozwala na stwierdzenie, że definicja 'TO określa­
jąc abstrakcyjną syntaktykę transferu, wymusza użycie pewnego tylko 
zestawu usług warstw niższych. Autonomia warstwy prezentacji jest 
ograniczona, gdyż opisanie syntaktyki protokołu TO przy użyciu notacji 
ASN1 narzuca użycie konkretnej syntaktyki transferu zgodnie z reguła­
mi kodowania podanymi w dokumencie [ji]- Inne syntaktyki konkretne mo­

gą być użyte tylko opcjonalnie. Również ż warstwy sesji wykorzystuje 
się wybrane tylko funkcje i usługi.

Odnośnie realizowanego protokołu narzucenie zestawu funkcji, nie- 
rozłączność czasu istnienia połączeń oraz przenikanie całych komunika­

tów powoduje, że stacja TO, CASB, prezentacji i sesji wspólnie reali­
zują jeden protokół funkcjonalny - kodowany przy, użyciu elementów pro­
tokołów tych warstw. W praktyce większość komunikatów tego protokołu 

ma swoje źródło i dociera w formie operacji, usług do aplikacji. Wew­
nątrz 'warstwy sesji i prezentacji zamykają się tylko fazy negocjacji, 
gdy ustalony jest zestaw używanych usług tych warstw.

6. kożLiucści n^LEwmcji standardu

Omówione standardy znajdują się obecnie w stadium propozycji robo­
czych. Ich implementacja będzie celowa, po uzgodnieniu wszystkich 
szczegółów. «arto jednak przeanalizować możliwości zastosowania usług i 
protokołu wirtualnego terminala w różnych rodzajach sieci komputero­
wych. kogą one być wykorzystane do współpracy między aplikacją a ter­
minalem, między dwoma aplikacjami lub dwoma terminalami. Najbardziej 
interesujący jest przypadek współpracy terminala i programu aplikacyj­
nego .

W chwili obecnej stosuje się różne rodzaje sprzężenia terminali 
z komputerami:
- poprzez wspólny obszar pamięci operacyjnej np. w komputerach osobis­

tych ,
- poprzez połączenia trwałe z transmisją szeregową lub równoległą, 
- poprzez sieci lokalne,
- poprzez sieci komutacji obwodów, 
- poprzez sieci komutacji pakietów. 
Z siecią komputerową mamy do czynienia w trzech ostatnich przypadkach, 
jednakże największe korzyści można odnieść traktując wszystkie przy­



165

padki jednakowo i umieszczając stację VI wewnątrz systemu operacyjnego 
komputera. Dostęp do niej z poziomu procesu aplikacyjnego powinien być 
realizowany w konwencji usług VI. Pozwoliłoby to na tworzenie oprogra­

mowania użytkowego w jednolity sposób, niezależny od rzeczywistych 
reguł współpracy komputera z terminalami. Uzależnienie od własności 
rzeczywistych powinno być uwzględnione w takim zakresie na jaki pozwa­
la negocjacja środowiska VT.

Nieco.bardziej skomplikowana wydąje się być kwestia zastosowania 
protokołu VI. Pierwszy z wymienionych sposobów sprzężenia nie używa 
żadnego protokołu w znanym nam sensie. Natomiast w przypadkach pozos­
tałych mamy do wyboru trzy możliwości:
- konwersję usług VT na protokół terminala rzeczywistego bezpośrednio 

w systemie operacyjnym świadczącym usługi,
- budowę stacji pośredniczących dokonujących konwersji między protoko­

łem VI i protokołem terminala rzeczywistego,
- budowę terminali tzw. inteligentnych realizujących wprost protokół 

VT.
Zestawienie wszystkich tych rozwiązań przedstawiono na rysunku 3.

Bys. 3. Rodzaje sprzężeń terminala z aplikacją
Pig. J. Spectrum of terminal to application connections

Pierwsze z wymienionych rozwiązań może być zastosowane tylko 
wtedy, gdy charakterystyka podłączonego terminala jest dokładnie znana 
i nie wymaga się negocjowania parametrów. Noże to zatem dotyczyć po­

łączeń trwałych lub sieci lokalnych, gdzie typ terminali daje się do­
kładnie ustalić na podstawie adresu.

W rozległych sieciach publicznych, gdzie mamy do czynienia z ter­
minalami różnych firm,pożądane jest zastosowanie metody drugiej lub 
trzeciej. Warto jednak zwrócić uwagę na to, że istnieją inne alterna­
tywne standardy, np. rekomendacja X3 CCIII specyfikująca PAD terminali 
start-stopowych, do której zdalny dostęp jest możliwy zgodnie z reko­
mendacją X2g. Propozycja ISO zawiera profil VI równoważny tej rekonen- 
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dacji, pozostaje jednak sprawą otwartą ustalenie miejsca, w którym do­
konana zostanie konwersja standardów. Można tego dokonać zarówno wew­
nątrz PAD-u jak i w systemie operacyjnym komputera użytkownika Lub też 

w stacji pośredniczącej.
W trakcie ustanawiania współpracy terminala rzeczywistego z od­

ległą aplikacją pojawia się problem doboru odpowiedniego profilu VI do 
tego połączenia. Porównanie własności popularnych terminali i profili 
oferowanych w standardzie pozwala na stwierdzenie, że po tej stronie 
połączenia nie powinny się pojawiać istotne problemy. Nieco inaczej 
wygląda sytuacja po stronie aplikacji.

W chwili obecnej w eksploatacji jest bardzo duża liczba programów 
aplikacyjnych napisanych w sposób ścisłe przystosowany do określonego 
terminala firmowego i wykorzystujący ich specyficzne własności nie da­
jące się odwzorować na funkcje VI. Brak elastyczności tych programów 
może poważnie ograniczyć możliwości ich przystosowania do pracy w sie­
ciach komputerowych.

Z doświadczeń wyniesionych z budowy sieci komputerowych MSE i SKJS/2 
wynika, że najistotniejsze ograniczenia pojawiają się w związku z uży­
ciem w aplikacjach - takich jak na przykład podsystem KOP systemu 
GEORGIJ - specyficznych mechanizmów synchronizacji oraz brakiem możli-' 
wości negocjowania wymiarów pola zobrazowania. Protokoły zrealizowane 
w tych sieciach sankcjonowały zastaną sytuację i wprowadzały do użycia 
w sieci mechanizmy wymuszane przez aplikacje. Wprowadzenie do tych sie­
ci protokołu według propozycji ISO będzie wymagało poruszenia powyż­
szych problemów ponownie. Inne elementy protokołu VI nie powinny wno­
sić większych trudności. Warto zauważyć, że np. repertuar znaków i 
technika kodowania używana w protokole współpracy terminali w sieci 
MSK jest podzbiorem propozycji ISO przedstawionej w tabeli 1.

7. imGI KOŃCOWE

Omówione standardy dotyczą terminali, których organizacja pozwala 
na przekazywanie ograniczonej liczby symboli graficznych - zwykle uży­
wanych do przekazywania tekstu i rysunków o niewielkiej rozdzielczości. 
Należy się jednak spodziewać, że będą również podejmowane prace nad 
standaryzacją przekazywania informacji graficznej o dużej rozdziel­
czości. Obecna bazowa klasa usługi i protokołu VI stanie się wówczas 
szczególnym przypadkiem specyfikacji ogólniejszej.

Według obecnej, koncepcji usługi i protokół VI są mocno powiązane 
z innymi normami dotyczącymi przekazywania informacji tekstowej, co 
sygnalizowano w rozdziale 2.1. W niektórych przypadkach prowadzi to do 
powstania nadmiarów i trudności w ustalaniu jak będzie wyglądał tekst 
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po przekazaniu partnerowi dialogu. Przykładem takich problemów może 
być ustalanie jak wpłynie na przedstawienie informacji przesłanie zna­
ków sterujących z podzbioru Cd według normy ISO 6429, skoro adresowa­
nie pozycji w "Zespole przekazywania" dokonywane jest w sposób charak­
terystyczny' dla VI, tj. przez aktualizację parametru określającego 
pozycję przekazywania. Rozstrzygnięcie tych i innych problemów sygnali­
zowanych w rozdziale 2.5 nastąpi prawdopodobnie w toku dalszych prac 
standaryzacyjnych i formalizacji specyfikacji.

Pomimo pewnych wątpliwości zgłoszonych w artykule wyda je się, że 
uzyskane dotychczas rezultaty stanowią istotny krok na drodze do budowy 
w pełni heterogenicznych sieci komputerowych ora-z uniezależniania opro­
gramowania użytkowego od technicznych własności urządzeń wejścia-wyjś­
cia komputerów.
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THE' YLRTUAL TERMINAL SERYICE AND PROTOCOL IN THE ISO/OSI 

OPEN SYSTEMS INTERCONNECTION MODEL

In the paper the state of the arb iń the area of the Yirtual Terminal 
standards development of OSI/RM is presented. The major part of the 
paper describes service model and contro1 procedures proposed in t he 
standard. Pinally possibility of implementation and relations to 
CCITT standards are indicated.
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O NOWYM SPOSOBIE UDOSTĘPNIANIA INFORMACJI 
W SIECIACH KOMPUTEROWYCH

CODI - Context Orientad Dissemiaation of Information stanowi nową 
koncepcję automatycznego rezpowszechniania informacji w sieciach kom­
puterowych. CODI jest systemem zaprojektowanym dla: 
- automatycznego - -j. ższecłniania heterogenicznych dokumentów w 

sieciach komputerowych przez ich producenta do konsumentów^ 
- ułatwiania konsunentowl oceny przesłanych dokumentów, 
- umożliwienia konsumentowi organizowania i ponownego wyszukiwania 

dokumentów.
Każdemu dokumentowi towarzyszą trzy nowo zdefiniowane klasy relewan- 
tności wyrażające korelację pomiędzy dokumentem a zainteresowaniami 
konsumenta.

1. Rozpowszeclłiiaaie informacji
Wyróżniam dwa sposoby udostępniania informacji:

1. Wymianę informacji. Nadawca wysyła nieliczne informacje de 
nielicznego grona odbiorców. Może wypowiedzieć się o każdej wysyłanej 
informacji oraz zna zapotrzebowanie infernaeyjne każdego z odbiorców. 
Wymiana nie wymaga żadnych specjalnych kwalifikacji od nadawców i 
odbiorców.

2. Rozpowszechnienie informacji.
a/ Ze względu na ilość informacji nadawca nie może wypowie­

dzieć się o Każdej z osobno wysyłanych informacji.
b/ Liczba potencjalnych odbiorców uniemożliwia nadawcy znajo­

mość zapotrzebowań informacyjnych każdego z nich.
W procesie rozpowszechniania zachodzi jedna lub obie sytuacje, 

dlatego realizowany Jest on tylko w systemie zautomatyzowanym.
Wymiana informacji^może być wspomagana przez systemy poczty kom­

puterowej np. /3/, A 4? /5/.
Komputerowo wspomagane rozpowszechnienie informacji, z objęciem 

skomputeryzowaną obsługą zarowno odbiorców jak i nadawców, nie zosta­
ło jeszcze rozwiązane. Dlategd proponuję metody budowy systemu in-

z Akademia Ekonomiczna, Poznań
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formacyjnego umożliwiającego /2/: 

- formalizację opisu zainteresowań odbiorców, 
- formalne opisywanie rozpowszechnianych informacji /pojedynczo 

rozważane informacje nazywamy dokumentami/,
- rozdzielanie informacji na podstawie opisów zainteresowań od­

biorców i dokumentów,
- pełne uzasadnienie decyzji o rozdziale,
- przesłanie odbiorcom dokumentów wraz z uzasadnieniem,
- prezentację użytkownikom dokumentów oraz towarzyszącego uzasa­

dnienia.
Model o wyliczonych właściwościach określam mianem kontekstowo 

zorientowanego rozpowszechniania informacji /contekt oriented disse- 
mination of Information - COD1/, tj. rozpowszechniania informacji w 
kontekście zainteresowań odbiorców.

2. Model
Punktem wyjścia dla sformułowanego modelu jest wyodrębnienie 

podmiotów i przedmiotów modelu.
Określam dwa rodzaje podmiotów: producenta i konsumenta.
Producent rozpowszechnia informacje na podstawie jej analizy 

oraz znanych mu zainteresowań odbiorców. Konsument /odbiorca/, aa pod­
stawie zainteresowań przedstawionych producentowi, otrzymuje informa­
cje. Zakładam, że w realizacji modelu - w systemie informacyjnym - za­
równo producent jak i kensumenc# dysponują komputerami. Przyjmuję da­
lej, że komputery te połączone są w sieci, w której dostępny jest sy­
stem poczty komputerowej.

Przedmiotami modelu są: rozpowszechniania informacji oraz za— 
interesowanie konsumentów. Zakładam, że informacja jest dostępna w 
formie czytelnej dla systemu liczącego oraz w trakcie jej rsspswzwsh- 
niania m®że pominąć prablesatykę oehrsuy danyeh, a także, ż© pomiędzy 
poszczególnymi informacjami nie zachodzą żadne relacje, np. żadna z 
nieh nie jest kentynuaeją iasej. Taką iafor®aeję nazywam dokumentem. 
Korzystając z możliwości opisu dokumentów z użyciem znanych metod 
automatycznego indeksowania tekstów stosowanych w systemach wyszukiwa­
wczych, przedstawiam dokument jako zbiór wybranych termów tezaurusu 
opatrzonych wagami /profil dokumentu/. W tej samej formie opisuję za­
interesowania konsumentów. Profil konsumenta jest zbiorem wybranych 
termów tazaurusu przedstawiających zainteresowania konsumenta. Waga 
każdego z termów precyzuje jego znaczenie dla konsumenta. Profile 
konsumentów gromadzone są przez producenta,

Producent ma de zrealizowania trzy zadania:
1. Tworzenie profilów dokumentów.
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2. Organizowanie profilów konsumentów.
3. Znalezienie dla każdego z pejedyńaze analizowanych dokumentów 

profilów konsumentów, dla których jest on relatywny.
Dla tworzenia profilów dokumentów zalecani jedną z klasycznych me- 

ted indeksowania. Jej wybór wynika z empirycznych badań metod indekso­
wania oraz zaproponowanie przeze mnie metody określania relewantności 
dokumentu.

Producent otrzymuje do konsumentów za pośrednictwem poczty kompu­
terowej sformułowane przez nich profile konsumentów. Zadaniem produ­
centa jest, przed przystąpieniem do rozpowszechniania dokumentów, 
uaktualnienie struktury profilów konsumentów.

W trosce o dobrą obsługę konsumentów dokładnie precyzuje im o runa- 
eje o relewantności. Określam ją śeiślej niż w klasycznych systemach 
wyszukiwawczych, ponieważ każdy z dokumentów rozpowszechniany Jest 
przez producenta tylko Jeden raz tak, że późniejsze zmiany profilów 
konsumentów nie mają żadnego wpływu na określanie relewantności raz 
rozesłanego dokumentu. Konsument, dla uniknięcia przekazywania mu do­
kumentów z niepotrzebną im ormacją i dla spowodowania otrzymywania 
oczekiwanych dokumentów, powinien byó zainteresowany przyczynami prze­
kazania mu każdego z dokumentów. Ich analiza powinna wnieść wkład do 
precyzyjniejszego sformułowania profilu konsumenta. Dlatego wyróżniam 
trzy klasy informacji o relewantności. Stanowią one odpowiedź na pyta­
nie:

1. Jak ważny jest dokument dla profilu konsumenta?
2. Jakie są przyczyny relewantności dokumentu dla profilu kon­

sumenta?
3. Jakie są potencjalne przyczyny relewantności dokumentu dla 

profilu konsumenta?
Pierwsza informacja o relewantności jest miarą podobieństwa po­

między profilami dokumentu i konsumenta, W formie wartości jednej 
zmiennej precyzują znaczenie dokumentu dla profilu konsumenta.

Informacja ta nie uzasadnia jednak przekazania dokumentu konsu­
mentowi. Niezbędne Jest wskazanie tych termów, które przyczyniły się 
do tego, że dokument został uznany jako reiewantny dla profilu kon­
sumenta. Są to termy należące równocześnie do profilów: konsumenta i 
dokumentu. Wkład każdego z tych termów do relewantności dokumentu 
dla profilu konsumenta - pierwszej informacji o relewantności - Je­
st wartością funkcji jego wag w obu profilach. Zbiór tych wartości 
z przyporządkowanymi im termami nazywam drugą informacją o relewantno­
ści.

Dla konsumenta, chcącego udoskonalić swój profil, ważne są nie 
tylko rzeczywiste przekazanie dokumentu, ale także te potencjalne.
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Ważnym jest, aby dowiedzieć się o tym, oo mogłoby się przyczynić do 
otrzymania dokumentów z podobną informacją jak ta, którą zawiera prze­
kazany właśnie dokument. Wskazań tych dostarczają termy należące do 
profilu dokumentu i nie należące do profilu konsumenta. Zbiór tych 
termów z ich wagami w profilu dokumentu nazywam trzecią informacją o 
relewantności.

Ponieważ producent nie może zakładać, że wybranym przez niego 
momencie, konsumenci będą gotowi odebrać przeznaczony dla nich co- 
kuaentf korzysta ze systemu poczty komputerowej. Przesyła dokument do 
skrzynek pocztowych wybranych konsumentów.Informacje » relewantności 
dostarczane są konsumentowi razem z dokumentem. Jeżeli konsument uzna 
dokument za istotny dla siebie, to może go włączyć, korzystając z 
inf nrmr- ji o relewantności, do loka inego zbioru dokumentów. Z pomocą 
systemu wyszukiwawczego pożądane dokumenty mogą być w miarę potrzeby 
znowu znalezione.

Zmieniając pod wpływem informacji o relewantności swój profil, 
konsument korzysta z edytora profilów. Udoskonalony profil konsumen­
ta zostaje przekazany producentowi za pośrednictwem poczty komputero­
wej. Przed przystąpieniem do rozpowszect^i-ania dokumnntów producent 
odbiera nowe wersje profilów konsumentów ze skrzynki pocztowej i włą­
cza je do struktury danych.

3. Realizacja modelu
Ideę CODI sprawdziłem realizując system inlormacyjny ATHENE 

/1/ Na przykładzie rozpowszechniania imormacji oioliograficznej zwe­
ryfikowałem przydatność zaproponowanego modelu. Możliwości wynikające 
z rozpatrywanej koncepcji są niewątpliwie szersze i mogą obejmować 
np. rozpowszechnianie informacji patentowej, oprogramowania, serwisu 
prasowego o treści ściśle odpowiadającej potrzebom każdego z odbior­
ców.

Implementacji dokonałem na komputerze Lilith. Językiem programo­
wania była Modula2. Komputery połączone są w lokalną sieć komputerową 
Magnet wywodzącą się z koncepcji Erthernet.
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CODI - A NEW CONCEPT TO THE DISSEMINATION OF INFORMATION IN COMPUTER 
NETWORKS

CODI: Context Oriented Dissemination of Information brings a new 
concept to the dissemination of Information in Computer networks. 
CODI was developed to support the application of Systems for: 
- the automatic dissemination of homogeneous documents /like softwa­

re packets, bibliographic Information, patens, news and so on/ in 
Computer networks from a Information producer /software of biblio­
graphic Information distributor. Patent Office . ../ located in one 
of the network nodes, to all other nodes of the Information con- 
sumers /like soientist, engineer/ in the conteit of their Infor­
mation needs,

- the consumers’ interacitve evaluation of documents automatically 
selected by the producer,

- the organization and re—retrevial of documents in the consumer’s 
own, single-user Information retrevial system.

CODI makes use of to-way communication between producer and the 
consumers in the Computer network. The producer provides each consu- 
mer with context— relevant documents and relevance Information in 
three new categories.

0 HOBOM CUOCOEE ^OCTYHA K MHSOPMAIOEI B KOLSIWTEPHaK CBTHX

CODI - Context Oriented Dissemination of Information HBUHeTCH H0- 
boS KOHiieniBaeg aBTOMaTEHecKoro pacnpocipaneHER EHóopManjiK b komhbk)tcphhx 
CeTHX. CODI CT^HeTC-H CECT6M0Ż EpoeKTEpOBaHHH jyiH:

- asTOMaTEnecKoro pacnpocipaHeHM reTeporeHKHecKHx BOKyrweHTOB b 
KOMRŁIOTepHHX C6TEX EX npOE3BO®ITejieM noTpeÓETejno,

- oCwierneHHH noTpeózTejno oueHKE nocsaHHEx flORywcHTOB,
- npeaocTaBJieHM noTpeóETaro bosmoshocte opraHEsapEij n noBTopnoro 

OTECKEBaHEH £0KyM6ET0B.
KaamoMy BOKyMesTy conyrcTByDT tpe saaoBo onpeaexeHŃ K.~acca pejiesaiiT- 

hocte BHpasamiEe KoppejinnEio Messy BOKyMeHTOM e sanHTepecoBaHHocTsio no- 
TpeóETesH.



Nr 5
1987

Nr 5______
Konferencje

Janusz BARCZYŃSKI*

Prace Naukowe Centrum Obliczeniowego 
Politechniki Wrocławskiej

Nr 3

sieć komputerowa, 
weryfikacja protokołów, 
CSP, system dowodowy, 
logika niezmienników

OPIS I WERYFIKACJA’PROTOKOŁÓW - PODEJŚCIE AKSJOMATYCZNE

Przedstawiono aksjomatyczne podejście do formalnego opisu i weryfi­
kacji protokółów sieci komputerowej oraz omówiono krótko, opracowa­
ną przez autora, technikę szczegółową zgodną z tym podejściem.

1. WSTJP

Ostatni okres charakteryzuje się znacznym wzrostem zainteresowania 
rozmaitych środowisk, zarówno akademickich jak i przemysłowych, proble­
matyką formalnego opisu oraz weryfikacji protokółów' komunikacyjnych. 
Stąd, obserwowany burzliwy rozwój tej dyscypliny informatyki. Temat jest 
zarówno interesujący jak trudny, a uzyskane wyniki dalekie są od osta­
tecznych rozwiązań. Koncentracja wysiłków dotyczy przede wszystkim tech­
nik formalnego opisu konkretnych protokołów. Często chodzi o protokoły 
dla warstwowego modelu OSI (Open Systems Interconnection) [oj, który stał 

się powszechnie przyjętym punktem odniesienia dla prowadzonych prac ba­
dawczych i konkretnych realizacji. Przykładem są tu techniki ESTELLE 
oraz LOTOS będące przedmiotem prac standaryzacyjnych w ISO [2,1J . Nato­

miast w mniejszym stopniu rozwinięte są techniki weryfikacji protokołów. 
* wielu przypadkach, autorzy przedstawiają partykularne techniki weryfi­
kacji oraz ilustrują ich przydatność na prostych przykładach (rozmaite 
wersje protokołu Alternating Bit). Konieczne jest więc zintensyfikowanie 
poszukiwań także w zakresie technik weryfikacji konkretnych protokołów. 
Często trudno jest dobrać technikę weryfikacji do istniejącej techniki 
opisu. Stąd celowym wydaje się opracowywanie od razu jednolitych podejść 
do opisu i weryfikacji protokołów, w tym protokołów dla warstwowego mo­
delu OSI [1].

Centrum Obliczeniowe, Politechnika Wrocławska, Wrocław
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2. PODEJŚCIE AKSJOMTTCZHE

Protokoły komunikacyjne są klasą struktur programowych, charaktery­
zującą się rrzede wszystkim następującymi cechami:

- równoległe realizowanie procedur wymiany komunikatów przez wiele 
komunikujących się składowych (modułów protokołu),

- przestrzenne rozproszenie składowych, uniemożliwiające korzystanie 
ze wspólnych pamięci,

- zawodna wymiana komunikatów spowodowana błędami wprowadzanymi przez 
media komunikacyjne,

- warstwowa organizacja komunikacji i złożoność procedur wymiany ko­
munikatów.

Ogólna teoria analizy programów, w tym także równoległych, jest dość do­
brze rozwinięta. Znane są tu rozmaite podejścia, w tym przede wszystkim 
operacyjne, denotacyjne, algebraiczne oraz aksjomatyczne. Wymienione ce­
chy protokołów nie pozwalają bezpośrednio skorzystać z wyników tej teo­
rii, natomiast daje się zaadoptować odpowiednia metodologia.

Przedstawione niżej podejście mieści się w ramach, ogólnie rozumia­
nego, podejścia aksjomatycznego. Mówiąc krótko, polega na opisie proto­
kołów jako pewnej klasy programów równoległych, weryfikacja zaś to dowo­
dzenie własności takich programów. Konstruowanie odpowiedniej techniki 
odbywa się zgodnie z następującą metodologią:

(i) Zdefiniować język opisu protokołów - LI.
(2) Zdefiniować język opisu własności protokołów - L2. Formuły tego 

języka wyrażają twierdzenia o własnościach prótkołów, zapisywanych 
w języku LI.

(5) Zdefiniować semantykę języka LI (np. metodą operacyjną lub denota- 
cyjną') i języka L2.

(4) Podać system dowodowy I, złożony z aksjomatów i reguł, dla dowo­
dzenia własności protokołów, dokładniej formuł języka L2.

(5) 0 systemie T wykazać, że:
(a) proces dowodzenia nie wyprowadza z klasy własności prawdziwych 

'■ semantyce (3) - niesprzeczność T,
(b) każda własność prawdziwa w semantyce (3) i wyrażalna w języku 

L2 posiada dowód w T - relatywna zupełność T.
(ó) Zademonstrować przydatność formalizmu do opisu i weryfikacji kon­

kretnych protokołów komunikacyjnych. Między innymi pokazać, że ję­
zyk L1UL2 oraz semantyka (3) są na tyle bogate, ;.e wyrażenia LI 
"dobrze" opisują wybraną klasę protokołów a formuły L2 "dobrze" 
opisują własności tej klasy protokołów.

Konstruowanie techniki formalnego opisu i weryfikacji protokołów zgodnie 
z podaną metodologią w ogólnym przypadku, kiedy to mamy do czynienia z
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wielowarstwowym modelem protokołów (np. modelem OSl) , jest zadaniem 
niezwykle złożonym. Wtedy w szczególności:

- język. LI powinien posiadać konstrukcje pozwalające na niezależny, 
modularny opis protokołów, to znaczy warstwa po warstwie z uwzglę­
dnieniem złożonej struktury wewnątrzwarstwowej,

- język L2 powinien umożliwiać opis własności usług poszczegó_nych 
warstw protokółów, w sposób maskujący nieistotne własności wewnątrz- 
wars twowe,

- system dowodowy T powinien pozwalać na niezależną, modularną budowę 
dowodów na kształt uzyskanych opisów.

Następny rozdział zawiera krótkie omówienie, opracowanej przez au­
tora, techniki [ij zgodnej z powyższym podejściem.

3. TECHNIKI

Język opisu protokółów stanowi uogólnienie, uwzględniające specyfi­
czne cechy protokółów, notacji CSP (Communicating Seąuential Processes) 
[jj Hoare*a. Protokóły opisywane są jako cykliczne kaskadowe programy 
równoległe. Składowe takich programów połączone są simpleksowymi kanała­
mi umożliwiającymi synchroniczną wymianę komunikatów i sygnałów. Dla 
opisu własności oraz weryfikacji wykorzystano zmienne historii. Wartoś­
ciami zmiennych historii są sekwencje komunikatów przesyłanych oraz od­
bieranych, zwane historiami odp. wyjściowymi oraz wejściowymi. Weryfi­
kacja protokołów dotyczy dowodzenia ich własności niezmienniczych. Inne 
własności zostaną uwzględnione w kolejnych generacjach techniki.

3.1. Język opisu protokołów

Protokoły komunikacyjne opisywane są jako cykliczne kaskadowe pro­
gramy równoległe, będące programami równoległymi, o następującej ogólnej 
postaci:

q = ,

gdzie jest procesem sekwencyjnym z nazwą A: :P (A jest nazwą procesu 
P) lub programem równoległym. Podstawową zasadą semantyczną jest tu 
rendez-vous: do wymiany komunikatów (odp. sygnałów synchronizacyjnych) 
pomiędzy dwoma procesami występującymi w Q może dojść wtedy, gdy jeden z 
nich chce przesłać komunikat (odp, sygnał synchronizacyjny) a drugi chce 
go odebrać. Instrukcje komunikacyjne mają postać instrukcji

o przesłania « odbioru
do procesu A : od procesu B :

(a) <A!T(e);S^ , <B?t(x);R)> , (komunikatów)

(b) <(A!T;skip> , <fB?T;skip5 , (sygnałów synchronizacyjnych)
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gdzie: I jest typem wymienianych komunikatów (a) lub sygnałów synchroni­
zacyjnych (b) ; e=e1,...,en jest listą wyrażeń - układ ich wartości jest 
komunikatem, który ma tyć przesłany; x=x1,...,xm jest l.tstą zmiennych - 
układ ich wartości jest komunikatem odebranym; S oraz R są programami, 
w których występują zmienne historii i mogą mieć postać

S s h.out:=h.out o[ej , R = h.in:=h.In c[xj , 

gdzie h.out oraz h. in są zmiennymi historii odp. wyjściowej oraz wejś­
ciowej a o jest operatorem konkatenacji.
Jeżeli (a) oraz (b) są zgodnymi parami (pojęcie to jest podobne do odpo­
wiedniego pojęcia z CS?) to wykonanie (a) (odp. (b)) stanowi atomową 
akcję równoważną, w sensie transformacji wartości zmiennych, wykonaniu 
programu x:=e;S;R (odp. skip)
Program kaskadowy Q charakteryzuje się pewną regularnością struktury ko­
munikacyjnej, mianowicie składowa może komunikować się wyłącznie z 
jedną, gdy istnieje tylko jedna, lub dwoma sąsiednimi składowymi. Ilus­
truje to dobrze graf komunikacyjny (por. przykład 1 i rys. 1) , w którym 
wierzchołki reprezentują programy składowe a krawędzie - łączące je ko­
nały; kanał utożsamiany jest ze zgodną tarą instrukcji komunikacyjnych. 
Wreszcie, program kaskadowy Q zwany jest cyklicznym, jeżeli wszystkie 
występujące w nim procesy sekwencyjne z nazwami mają postać:

A :: ,

gdzie: b^ jest wyrażeniem logicznym; jest instrukcją komunikacyjną 
lub skip - jednak co najmniej jedna z c* jest instrukcją komunikacyjną; 
w programie R^ mogą również występować instrukcje komunikacyjne.

Przykład 1. Następujący kaskadowy program równoległy:

. PC s [uSER^SYSTEM^USER1] ,

gdzie SYSTEMk S [pM^/SYSTEM^^PM^ J ; l^k^n ,

jest modelem zespołu złożonego z n warstw protokołów (SYSTEM) z którego 
i r * ** z •* *>korzystają użytkownicy USER’ oraz USER . Program równoległy PMk, z£^l,rv, 

jest tu modelem modułu protokołu warstwy k-tej. W kontekście modelu OSI 
moduł protokołu może być rozpatrywany jako składowa, jednostki warst y 
k-tej (np. 4-tej, transportowej), która to składowa obsługuje punk, non- 
cowy (connection endpoint) jednego połączenia warstwy k-tej. Pcrmalny 
opis protokołu warstwy k-tej polega na zdefiniowaniu programów oro 
P«£. te wielu wypadkach można przyjąć, że programy te skomponowane so 
trzech procesów sekwencyjnych modelujących: moduł nadawczy jrcwjk la, 
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moduł czasomierzy oraz moduł odbiorczy protokołu.
Gtaf komunikacyjny programu SYSTEM^ z zaznaczonymi zmiennymi historii 

wyjściowych (z sufiksem out) oraz wejściowych (z sufiksem in) przedsta­
wia rys. 1. Zmienne te wykorzystamy dalej.

Kys. 1

3,2, Język opisu własności protokołów

Formuły poprawnościowe wyrażające twierdzenia o własnościach niez­
mienniczych programów (protokołów) mają postać:

(k) <Q»Łf> iny I ,

gdzie: Q jest programem równoległym; oraz I są formułami (1-go rzędu) 
z których pierwsza zwana jest warunkiem początkowym Q. Formalna inter­
pretacja (a) opiera się o semantykę operacyjną programów równoległych, 
której tu nie przytoczono. Mówiąc nieformalnie, formuła (h) jest praw­
dziwa wtt formuła I jest prawdziwa w każdym stanie (wartościowaniu 
zmiennych) programu Q osiągalnym podczas jego wykonywania, rozpoczętego 
w pewnym stanie sQ w którym prawdziwa jest formuła (charakteryzują­
ca zbiór stanów początkowych programu Q). Wtedy mówimy, że I jest niez­
miennikiem Q ze względu na .

lajbardziej użytecznymi dla opisu własności protokołów są formuły- 
niezmienniki w których występują, jako zmienne wolne, wyłącznie odpowied­
nie zmienne historii wyjściowych i wejściowych. Formuły te, zwane formu­
łami zewnętrznymi odpowiednich programów, definiują własności zewnętrzne 
lub własności usług. Przy ich budowaniu wykorzystywane są klasyczne 
spójniki logiczne i kwanyfikatory oraz między innymi następujące opera­
tory:

• h o h’ - konkatenacja historii h i h’ ,
• m £ h - "komunikat m jest elementem historii h" ,
• h h’ - "h jest początkową podhistorią historii h’ " itp.
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Przykład 2. Formuły zewnętrzne programów SYSTEM, . oraz SYSTEM, z K— j k
przykładu 1 (por. rys. V mają odpowiednio postać:

Extk_= (Vm) (m£b.out->m6a. in) A (Vm*) ( m’fd. out—>m’£c, in) ,

Extk s F.out^.E.in A H.out-^G.in

A oto odpowiednie formuły poprawnościowe.

(A) <SYSTEMk_ 1, t/>k_ > inv Extk_ 1

SYSTEMk_1 jest zawodny; powoduje zagubienia, zmianę sekwencyjności oraz 
generowanie duplikatów komunikatów.

(B) <SYSTEMk, ufk> inv Extk

gdzie: t^k = «fk A </?k_1 A ; t^k, ze£l.r} , jest warunkiem począt­
kowym programu PMk .
SYSTEMk jest niezawodny; protokół warstwy k-tej zabezpiecza przed błęda­
mi wprowadzanymi przez SYSTEMk_1 .

Celem weryfikacji protokołu warstwy k-tej może być udowodnienie (b) 
przy założeniu (a) . ■

3.3. Dowodzenie własności protokołów

System dowodowy umożliwia dowodzenie formuł poprawnościowych posta­
ci (h) (rozdz. 3.2). Zawiera między innymi reguły komponowania dowodów, 
które pozwalają na modularną budowę dowodów na kształt analizowanych I
opisów. Mówiąc dokładniej, dowod własnoffci niezmienniczych programu rów­
noległego uzyskiwany jest poprzez odpowiednie złożenie dowodów dla pro- 
gramów-składowych tego programu. Dowody dla składowych sekwencyjnych 
uzyskiwane są przy tym wprost, w oparciu o teksty odpowiednich procesów. 
Wynikającą z powyższego zaletą systemu dowodowego jest możliwość rozpo­
częcia dowodu własności programu równoległego już w momencie, gdy dos­
tępna jest jakakolwiek jego składowa.

Przykład 3. Weźmy program SYSTEMk z przykładu 1 (rys. 1) oraz formuły 
poprawnościowe (A) i (B) z przykładu 2. Zakładamy, że mamy dowód formu­
ły (a) (można go uzyskać podobnie jak dowód formuły (B)) . Wtedy dowodze­
nie formuły (B) może przebiegać następująco. Początkowo generowane są 
dowody dla składowych sekwencyjnych programu PMk, z£{l,r|. Ze złożenia 
tych dowodów uzyskiwany jest dowód formuły:

(xx) <PMk,(f^> inv Ext£ 

gdzie Extk jest pewną formułą zewnętrzną programu PMk 
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Ze złożenia dowodów formuł (a) oraz (na) uzyskiwany jest dowód formuły 
(fi) .' ■

4„ KONKLUZJE

'Przedstawiono aksjomatyczne podejście do formalnego opisu i weryfi- 
kacji protokołów oraz scharakteryzowano technikę szczegółową zgodną z 
tym podejściem £lj. Zaletą techniki jest jej modularność, co pozwala 
między innymi na ręczną weryfikację złożonych protokołów. Cecha ta może 
okazać się niezwykle cenną w przypadku budowania systemu wspomagającego 
projektowanie i weryfikację protokołów, opartego o tą technikę. Z dru­
giej strony, język opisu protokołów może być rozpatrywany jako możliwy 
język ich implementacji. Rozwój technologii mikroprocesorowej i praktyka 
silikonowania rozproszonych programów równoległych [7], których klasą są 
protokoły komunikacyjne, wymagają do opisu oraz implementacji tych ostat­
nich języków zorientowanych na komunikację. Takim jest język opisu proto­
kołów.. W trakcie prac implementacyjnych można oprzeć się na rezultatach 
uzyskanych z implementowania wersji CSP, a mianowicie języka OCCAM
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DESCRIPTION AND 7ERIFICATION OF PROTOCOLS - AN AXIOMATIC APPROACH

An aziomatic approach to a formal description and verification 
of Computer network protocols is presented. Detailed techniąue 
developed by the author and consistent with the above approach is 
briefly discussed. The protocol description language is a genera- 
lization of CSP notation, while the verification consists in pro- 
ving invariance properties of protocols.
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OIMCAHME U UPOBEPKA KOPPEKTHOCTH HPCTOKOJIOB AKCWiATKSCKlCi 
' IIOJUOŻ

UpescTaBJieH aKcaoMaTaaecKHil nojuoa k JópwanŁHOMy onacanaE a npo- 
BepKe KOppeKTHOCTH npOTOKOJIOB BHHBCCTTeJIBEOa CSTH. 0xapaKTep230BaHS 
paspaóoTaaa asropoM nonpofinaa iexHHKa coraacHO o ho.hxoaom.

Hshk onaoaHHH upotokojiob HBJweTCH oóoómeHi-ieM HOTaium CSP. IlpoEep- 
Ka KOppeKTHOCTK SaKTOOHaeTCH B AOKaSaHM CBOiłOTBa 2HBap0aHTHHX UPOTOKO- 
JIOB.
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WŁASNOŚCI ALGORYTMU WYBORU DROGI W SIECI SKJS/2

W referacie przedstawiono algorytm wyboru drogi zastosowany w 
sieci SKJS/2, We wstępie scharakteryzowano sieć SKJS/2 i własnoś­
ci, jakie powinien posiadać algorytm wyboru drogi. Następnie zos­
tały omówione główne elementy algorytmu i jego własności. W koń­
cowej części podano krótką ocenę nieformalną przyjętego rozwiąza­
nia .

1. WSTĘP

77 ostatnim okresie prowadzone są intensywne prace nad sieciami 
komputerowymi. Jednym z takich przedsięwzięć jest budowa sieci kompute­
rowej SKJS/2 [1], Jest to sieć homogeniczna składająca się z m.c. serii 
SIAD oraz procesorów teleprzetwarzania PTD.

Cechą charakterystyczną tego rozwiązania jest to, że funkcje węz­
łów komutacji pakietów SKJS/2 spełniają procesory PTD przy równoczesnej 
realizacji pełnych funkcji standardowego programu sterującego NCP. Po­
szczególne PTD łączone są ze sobą zgodnie z rekomendacją I.75 [4]. 
Równocześnie możliwe jest też dołączenie systemów zewnętrznych do węz­
łów komutacji pakietów zgodnie z rekomendacją X.25 [3].

Jednym z ważniejszych elementów sieci mającym duży wpływ na takie 
parametry sieci jak opóźnienie przesyłania danych, przepustowość, do­
stępność do usług sieci czy stabilność usług jest algorytm wyboru dro­
gi. Algorytm ten jeszcze bardziej zyskał na znaczeniu, kiedy została 
zbudowana sieć ARPANET i zostały odkryte rzeczywiste problemy i pułapki 
w sieci. Dziedziną intensywnych badań teoretycznych jest analiza opty- 
malności, ózy przynajmniej poprawności, algorytmu wyboru drogi, ale te­
oretyczne rezultaty nie zawsze dają się zaimplementować przy rozsądnych 
kosztach.
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Zalecane w literaturze algorytmy wyboru drogi w sieciach [2] są 
rozproszone we wszystkich węzłach, nie ma centralnego systemu wyboru 
drogi. W tablicach marszrutyzacji nie jest pamiętana cała droga do węz­
ła docelowego, lecz tylko do najbliższego sąsiada. Każdy węzeł wylicza 
najlepszą w danej chwili drogę., Algorytmy te są adaptacyjne, monitorują 
główne zmiany w sieci i szybko przekładają dane pomiarowe na potrzebną 
informację do wyboru drogi. Są one wolne od tworzenia pętli i oscylacji, 
a w razie ich powstania wykrywają je i likwidują. Ponieważ w sieci 
istnieje realna potrzeba szybkiego przesyłania krótkich transakcji po­
między użytkownikami bez konieczności wstępnego ustanawiania połączenia, 
algorytmy wyboru drogi dopuszczają taką możliwość. Dopuszczają one moż­
liwość interwencji operatora w wybór drogi przez udostępnienie dla nie­
go niektórych mechanizmów dostrajania (tuning).

2. WYBÓR DROGI W SIECI SKJS/2
2.1. Tablica marszrutyzacji

Podstawą działania algorytmu wyboru drogi w sieci SKJS/2 jest od­
powiednio skonstruowana tablica marszrutyzacji. Tablica marszrutyzacji 
jest strukturą danych umieszczoną w każdym PTD (węźle) sieci, decydują­
cą o kierunkach przekazywania żądań nawiązania połączeń i datagramów. 
Dotyczy to wszystkich połączeń, zarówno inicjowanych z lokalnego kompu­
tera obliczeniowego jak i tranzytowych (rozpoczynających się w innych 
węzłach sieci). V? tablicy marszrutyzacji każdego PTD reprezentowane są 
adresy i drogi dojścia do każdego komputera obliczeniowego w sieci, 
łącznie z komputerem lokalnym.

Podstawą do utworzenia tablicy marszrutyzacji każdego z węzłów 
jest określenie dróg pierwotnych i zastępczych wiodących z danego węzła 
do wszystkich pozostałych. Droga pierwotna będzie używana do tworzenia 
połączenia między węzłami w sytuacji, gdy wszystkie elementy sieci są 
sprawne. Drogi zastępcze będą wybierane do tworzenia połączenia po wy­
kryciu niesprawności drogi pierwotnej. 0 kolejności wybierania dróg za­
stępczych do próby tworzenia połączeń decyduje kolejność ich specyfika­
cji w tablicy marszrutyzacji. Określając w tablicy marszrutyzacji drogę 
między węzłami A i B specyfikujemy w każdym z nich tylko jej początek, 
tj. numer kierunku przez który ma być wysyłane żądanie ustanowienia po­
łączenia, tak aby dotarło ono do celu używając drogi pierwotnej lub 
zastępczej. Między dowolnymi węzłami A i B musi być określona co naj­
mniej droga pierwotna i ewentualnie drogi zastępcze w miarę potrzeb i 
możliwości ich rozróżnienia. Tak utworzona tablica marszrutyzacji jest 
listą jednokierunkową składającą się z elementów określających węzły 
docelowe w sieci. W każdym z tych elementów znajdują się następujące pola:
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- wskaźnik (adres) następnego elementu w liście,
- sieciowy adres docelowego PUD,
- ilość możliwych kierunków prowadzących do wskazanego adresu docelo­

wego ,
- pierwszy numer kierunku,
- cirugi numer kierunku,

- n-ty numer kierunku.

2.2. Zasady wyboru drogi dla połączeń sieciowych

Żądanie ustanowienia połączenia sieciowego niezależnie od pocho­
dzenia (może ono pochodzić od stacji transportowej gdy jest inicjowane 
lub od stacji sieciowej gdy przychodzi z innego węzła) powoduje wybra­
nie z 'tablicy marszrutyzacji elementu określającego żądany adres doce­
lowy. Brak takiego elementu powoduje odrzucenie połączenia ze wskaza­
niem przyczyny - błąd adresacji. Natomiast, gdy istnieje możliwość dojś­
cia do adresu docelowego, wybierana jest odpowiednia droga pierwotna 
lub zastępcza (numer kierunku), jeżeli tylko dany kierunek jest aktywny 
i ma możliwość tworzenia nowych połączeń sieciowych (nie jest przekro- 
czony zadany limit połączeń). W przypadku braku odpowiedniego numeru 
kierunku następuje odrzucenie połączenia ze wskazaniem jako przyczyny - 
brak dojścia. Jeśli dany węzeł okaże się węzłem docelowym (zgodność 
adresów w pakiecie GALL RSQUEST z adresem danego węzła) następuje po­
twierdzenie połączenia sieciowego pakietem GALL ACCEPTED, jeżeli tylko 
stacja transportowa jest aktywna i zdolna do tworzenia nowych połączeń 
transportowych.

Otrzymanie żądania rozłączenia X3IiEAB INDIGATION w fazie nawiązywa­
nia połączenia sieciowego z przyczynami innymi niż powstanie pętli lub 
brak dojścia jest przekazywane do żądającego ustanowienia połączenia 
sieciowego. Natomiast w przypadku pętli lub braku dojścia następuje 
próba znalezienia innej drogi zastępczej przez sprawdzenie pozostałych 
numerów kierunków, jeszcze nie sprawdzanych, jeżeli tylko istnieją.

'•i celu zabezpieczenia się przed powstaniem pętli, każde połączenie 
sieciowe ma nadany numer referencyjny unikalny w całej sieci. W przy­
padku wystąpienia, wśród istniejących połączeń sieciowych w ćaryn węzie, 
połączenia z numerem referencyjnym identycznym jak w nowe zgłaszanym 
połączeniu sieciowym pakietem GALL SEDESU, mamy dc czynienia z pętlą. 
Nowe połączenie jest wtedy odrzucane ze wskazaniem jako przyczyny pow­
stanie pętli. Należy zauważyć, że infc nincje o poszczególnych połącze­
niach sieciowych (kanałach logicznych) istniejących .7 danyc rens są 
przechowywane w formie skojarzonych tablic. Przykładowa próbę ze rerie-
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nia połączenia przedstawia rysunek 1. Pokazano na nia drogę jaką musi 
przebyć pakiet CALL REQUEST od systemu A do B w przypadku gdy istnieją 
uszkodzenia niektórych dróg pierwotnych.

Rys. 1. Przykładowe zestawienie połączenia sieciowego 
Fig. 1. Example of network connection establishment

2,3. Zasady wyboru drogi dla przesyłania datagramów

Reguły wyboru drogi przy przesyłaniu datagramów bazują, podobnie 
jak w przypadku zestawiania połączeń sieciowych, na tablicy marszruty- 
zacji. Cechą charakterystyczną różniącą przesyłanie datagramów do ze­
stawiania połączenia sieciowego jest brak śladu w danym węźle po wysła­
niu datagramu.

17 obwili pojawienia się datagramu, w celu jego wysiania, sprawdzę 
się tablicę marszrutyracji, aby znaleźć Siemens, o adresie docelowym 
/■.■od..", u podanym w datagramie. w przypadku znalezienia rat/.cęo tle.: -n- 
tu następuje wybranie numeru kierunku, w którym będzie nożna wysiać 
dmagrak- w tym celu wybrany kierunek (stacja sieciowa) musi być a r c : 
my, u ilość datagramów oczekujących w kolejce na wysłanie nie racie 
przekraczać zadanego limitu, w takiej sytuacji datagram jest dci -k.tę. 
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do kolejki z zaznaczeniem w nim, że jest on wysyłany "do przodu".
V/ przypadku, gdy w tablicy marszrutyzacji nie ma takiego elementu 

bądź nie ma dostępnego wyjścia, datagram jest odsyłany w tym samym kie­
runku z którego przyszedł z zaznaczeniem w nim, że jest wysyłany 
"wstecz". Datagram dotarł do celu, jeśli stwierdzono zgodność adresu 
docelowego w datagramie z adresem danego węzła. Dla zaznaczenia kierun­
ku ruchu datagramu służy odpowiedni wskaźnik przesyłany wraz z data- 
gramem.

W przypadku otrzymania datagramu ze wskaźnikiem informującym o 
ruchu datagramu "wstecz", następuje wybranie następnej nie sprawdzanej 
drogi zastępczej. Gdy taka droga istnieje, datagram jest wysyłany nią 
z zaznaczeniem kierunku ruchu "do przodu". Natomiast gdy nie istnieje 
inna droga zastępcza w tym węźle doprowadzająca datagram do celu, dany 
datagram jest wysyłany "wstecz" do kolejnego węzła. Osiągnięcie węzła 
źródłowego przy ruchu datagramu "wstecz", powoduje skasowanie datagramu 
z powodu niemożliwości dotarcia do adresu docelowego. Datagram jest ka­
sowany także, gdy wskaźnik ilości prób wyboru drogi "do przodu", zawie­
rający liczbę przejść przez węzły sieci, przekroczy zadany limit. Za­
bezpiecza to przed krążeniem datagramów w sieci i powstawaniem pętli.

5. UWAGI KOŃCOWE

Jak można się przekonać, algorytm zastosowany w sieci SKJS/2 
spełnia w znacznym stopniu postulaty stawiane w literaturze. Przede 

wszystkim ma charakter rozproszony, decyzje o wyborze drogi podejmowane 
są w poszczególnych węzłach na tworzonej drodze. W tablicach marszruty- 
zacji nie jest przechowywana droga z końca do końca, a jedynie kieru­
nek do najbliższego sąsiada, który może pośredniczyć w osiągnięciu 
punktu docelowego. Algorytm zapewnia wykrycie i likwidację powstałej 
pętli i jest wolny od oscylacji w sieci. Jest przystosowany do ustana­
wiania logicznych połączeń sieciowych jak i do przesyłania informacji 
bez tworzenia połączeń (zgodnie z 2.25 i X.75)• Zalecany w literaturze 
warunek adaptacyjności algorytmu wyboru drogi nie jest spełniony. Cecha 
ta wiąże się z dodatkowymi kosztami pamięci, gdyż w tym przypadku nie­
odzownym jest system zbierania, analizy i rozsyłania informacji o zmia­
nach w sieci. Zastosowany jako węzeł procesor PUD charakteryzuje się 
brakiem własnej pamięci zewnętrznej o bezpośrednim dostępie jak i 
ograniczoną pamięcią operacyjną. Pewne elementy adaptacyjności zostały 
uwzględnione przez wprowadzenie mechanizmu aktywacji poszczególnych 
kierunków.

w przypadku braku aktywności danego kierunku nie jest on brany 
pod uwagę w rozważaniach-przy wyborze drogi. Istnieje też możliwość 
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interwencji operatorskiej przez włączenie lub wyłączenie pewnych kie- 
runków w celu dostrojenia optymalnych parametrów sieci. Sam algorytm 
może pracować przy adaptacyjnym modelu wyboru drogi. Wiąże się to 
tylko z dynamiczną zmianą kolejności numerów kierunków w tablicy 
marszrutyzacji. Pewną niedogodnością tego rozwiązania związaną z ogra­
niczonymi zasobami pamięci jest konieczność zmiany tablicy marszruty­
zac ji we wszystkich węzłach w przypadku dołączenia nowego węzła.

Istnieją duże trudności z wykazaniem, że w dowolnym rzeczywistym 
przypadku dany algorytm jest najlepszy, niektóre algorytmy górują nad 
innymi w przypadku ustabilizowanego natężenia ruchu, ale bardzo słabo 
reagują na sytuacje wyjątkowe. Wybór algorytmu powinien uwzględniać 
wielkość sieci, niezawodność sprzętu i posiadane do dyspozycji zasoby. 
Wyda je się, że zaproponowany algorytm wyboru drogi spełnia żądane wyma- 
^gania w sieci SKJS/2 co też zostało sprawdzone eksperymentalnie.
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PROPERTIES OF ROUTING ALGORITHM IN THE COMPUTER NETWORK SKJS/2

In this paper routing algorithm adepted in SKJS/2 has been presen- 
ted. At the beginning the Computer network SKJS/2 and its properties 
which should own this routing algorithm have been characterized. Then 
the main elements of this algorithm and its properties have been dis- 
cussed. In the finał part of the paper a short. informal appreciation 
of the accepted solution has been presented.

CBO0CTBA AJirOPHTMA UPOKJIAJIKH MAPUIPyTA B CETH !sK3S/2
B ciaiie npeflCTaBJieH npBMeHeHHHił b ceru ISK3S/2 a^ropniM npoKsa^KB 

Mapnipyra. B npesacjioBan sana xapeKTepaciBKa cera SK3S/2 a CBoftci Kanae 
flOJisceH HMen amropaiM npoKJiajiKH Mapmpyra. laJiee npe^craBJieHH raaBmae ajie- 
MeHTM ajiropaiMa a ero CBoficiBa. lana raKxe KpaTKaa He^opMajiBHaa onenKa 
npHHHTŁM pemenag.
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ZASTOSOWANIE SIECI LOKALNYCH
W DEDYKOWANYCH SYSTEMACH WIELOMIKROKOMPOTEROWYCH

W pracy przedstawiono rzeczywiste zastosowanie koncepcji sieci 
lokalnych dla potrzeb dedykowanych systemów
wielomikrokomputerowych, ze szczególnym uwzględnieniem central 
telefonicznych. W systemach tego typu sprawą mniej istotną jest 
zapewnienie wszelkich własności pracy w sieci, a istotniejsza 
staje się możliwość dostarczenia prostego sterownika sieci 
realizującego wybrane funkcje. Opis budowy oraz funkcji takiego 
sterownika został umieszczony w pracy.

1. WSTĘP
Stosowanie sieci lokalnych, popularne w wypadku mikrokomputerów 

ogólnego przeznaczenia, napotyka na pewne trudności w wypadku 
dedykowanych systemów wielomikrokomputerowych. Jedną z nich $est 
stosunkowo znaczny koszt sterownika sieci lokalnej szczególnie w 
sytuacji, gdy wykorzystywany jest jedynie nieznaczny zakres jego 
możliwości-

Jest to istotne szczególnie dla urządzeń typu centrale 
telefoniczne, w których istnieje znaczna liczba stosunkowo prostych 
mikrokomputerów, a jednocześnie zachodzi konieczność ich ścisłej 
współpracy. W tej sytuacji pomocnym może być prosty sterownik sieci 
LAN o możliwościach dopasowanych do rzeczywistych potrzeb danego 
urządzenia.

Niniejszy referat zawiera zarys koncepcji komunikacji pomiędzy 
modułami centrali SPC-800 [1,2] w oparciu o strukturę tzw. pseudo 
LAN (pLAN), z wykorzystaniem zmodyfikowanego algorytmu CSMA/CD. 
Konieczność skonstruowania takiego specjalizowanego sterownika wynikła 
wprost z potrzeby zapewnienia pewnego a jednocześnie elastycznego 
sposobu komunikacji międzymodułowej. Sama logiczna konstrukcja pLAK 
nawiązuje do stosowanych w modułach mechanizmów komunikacji 
międzyprocesorowej i międzyprocesowej [3],

Politechnika Gdańska, Gdańsk
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2. BUDOWA SIECI
Schematyczna budowa centrali zestala pokazana na Rys. 1. Centrala 

składa się z szeregu modułów. Każdy z nich jest podłączony do dwóch 
niezależnych linii przez które może się komunikować z pozostałymi 
modułami. Podłączenie do linii jest zrealizowane poprzez 
wyspecjalizowany sterownik pLAH, złożony z lokanego mikrokomputera 
(Ki) realizującego właściwy algorytm pLAH oraz z układu pośredniczące 
- dopasowującego (Pi).

Rys. 1. Ogólna struktura połączeń modułów.'
Fig. 1. General structure ef the modułes interconnection.

Podstawową relę w układzie pośredniczącym spełnia zegar 
transmisji. Generuje on symetryczny przebieg prostokątny o 
częstotliwości równej pożądanej szybkości przekazywania informacji po 
linii. Zegar ten posiada ponadto wejście zerujące. Sygnały, które 
lokalny mikrokomputer przekazuje na linię są synchronizowane, z zegarem 
i wysyłane na linię w chwili narastającego zbocza zegara.

Sygnały przychodzące z linii są próbkowane i zapamiętywane w 
chwili odpowiadającej środkowi taktu zegara, t. j. przy opadającym jego 
zboczu. Zapewnia to optymalną poprawność próbkowania przy założeniu 
synchronicznej pracy zegarów nadawcy i odbiorcy. W celu odpowiedniego 
zsynchronizowania zegara odbiorcy, pojawienie się na linii 
jakiegokolwiek zbocza powoduje skasowanie stanu zegara transmisji. 
Ponieważ w trakcie własnego nadawania taka synchronizacja nie jest 
potrzebna, możliwe jest zablokowanie tego mechanizmu. Narastające 
zbocze sygnału zegara powoduje ponadto zsynchronizowanie pracy układu 
pośredniczącego i lokalnego mikrokomputera.

Tak skonstruowany układ pośredniczący gwarantuje poprawność pracy 
sterownika przy stosunkowo niskiej częstotliwości zegara (1* szybkość 
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prdcy linii) oraz przy znacznej prostocie układowej. Tym samym 
realizacja większości funkcji została przeniesiona na oprogramowanie 
lokalnego mikrokomputera.

3. FORMAT TRANSMISJI
Jako podstawę przyjęto transmisje szeregową, asynchroniczną. 

Szybkość transmisji jest wyznaczana poprzez zegar transmisji. Zależy 
ona od szybkości pracy procesora lokalnego mikrokomputera i jest od 
niej od 100 do 120 razy mniejsza. Szacunkowo, można przyjąć, iż 
szybkość transmisji wynosi:

dla procesora 18080 z zegarem 2HHz - 19200 bit/s
dla procesora Z80 z zegarem 2HHz - 19200 bit/s
dla procesora Z80 z zegarem 4MHz - 38400 bit/s

Transmisja odbywa się zawsze pełnymi komunikatami o zmiennej 
długości. Pomiędzy poszczególnymi bajtami komunikatu nie występują 
przerwy. Każdy komunikat, oprócz samej przesyłanej treści zawiera 
ponadto ramkę, która przenosi informacje o Jego długości, adresach 
(identyfikatorach) nadawcy i odbiorcy oraz o numerze kolejnej 
transmisji pomiędzy daną parą nadawca - odbiorca. Ponadto ramka 
zawiera sumę kontrolną całego komunikatu.

Odebranie każdego komunikatu jest potwierdzane przez odbiorcę 
poprzez wysłanie komunikatu - potwierdzenia. Budowa komunikatu 
potwierdzenia jest analogiczna do budowy typowego komunikatu.

Ponadto linia transmisyjna może być, przez sterownik 
któregokolwiek z modułów wprowadzona w stan tzw. zagłuszania. Pojęcie 
to oznacza podanie na linię przez odpowiedni, ustalony odcinek czasu 
stanu ”0".

4. KOMUNIKACJA Z MODUŁEM
Opisany powyżej sterownik sieci lokalnej jest przeznaczony do 

wykorzystywania Jako inteligentne urządzenie zewnętrzne, sterowane 
przez procesor nadrzędny. Sterownik jest połączony z procesorem 
nadrzędnym poprzez dwukierunkowe ośmiobitowe łącze równoległe. 
Komunikacja polega na podawaniu odpowiednio interpretowanych kodów, 
zależnie od potrzeb. Kody (instrukcje) zarówno przesyłane do jak i z 
procesora / sterownika posiadają zbliżony, a często wręcz identyczny 
format.
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5. ZAKOŃCZENIE

HmićJSZa propozycja układu sprzęgającego procesor do szyny z 
możliwością pracy jak w sieci lokalnej wydaje sie Eyc Łarazo prosta, 
szczególnie w swojej części sprzętowej. Oprogramowanie, z racji bardzo 
ścisłych wymagań czasowych jest oczywiście o wiele hardziej 
skomplikowane w wykonaniu. Całość oprogramowania w aktualnej wersji 
zajęła 2KB pamięci ROM, a wymagany obszar RAM waha się od 256B do 1KB 
zależnie od pożądanej maksymalnej długości komunikatu.

Proponowane rozwiązanie może znaleźć zastosowanie w szeregu 
niedużych systemach wiel©komputerowych, w których zastosowanie pełnego 
sterownika sieci lokalnej nie Jest uzasadnione.

Dotychczasowe eksperymenty przeprowadzane z użyciem sterownika 
wykazały Jego znaczną niezawodność oraz odporność na sytuacje 
nietypowe (zanik napięcia, brak modułu itp. ).
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THE USE OF THE LOCAL AREA NETWORK
FOR THE DEDICATED MULTIMICROCOMPUTER SYSTEMS

In this paper the real implementatlon of the local area network 
concept for the dedicated multimicrocomputer systems is presented. 
Mainly the implementation for the electronic switchmg network is 
analysed. In such systems it is less important to provide al1 of the 
LAN facilities but it is morę important to be able to use the simple, 
unexpensive network controller. In. this paper the decription of 
construction and functions provided by such controller is also given.
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PIERŚCIENIOWA SIEĆ MIKROKOMPUTERÓW 
(zrealizowana w MERA-SYSTEM)

W referacie przedstawiono pierścieniową sieć komputerową 
zrealizowaną w Przedsiębiorstwie Systemów Komputerowych 
MERA-SYSTEM, na tle innych rozwiązań. W sieci starano się pogodzić 
prostoptę węzłów sieci z prostotą protokołu wymiany informacji. 
Przyjęto zasadę unifikacji węzłów.

1 .Wprowadzenie
Najczęściej spotykanymi rozwiązaniami w lokalnych ■ sieciach 

mikrokomputerów są a wspólna magistrala C31 oraz pierścień Cl,2,41. 
Sieć pierścieniowa jest ‘wolniejsza , i bardziej zawodna pd organizacji 
magistralowej, lecz cieszy sie dużym zainteresowaniem ze względu na 
niski koszt instalacji oraz niewielki koszt dołączania kolejnych 
mdkrokomputerów. Wady i zalety wymienionych konfiguracji są dobrze 
znane 151 i nie zostaną tu omówione.

W niniejszym referacie Jest opisana Sieć pierścieniowa zrealizowana w 
MERA-SYSTEM. Implementacja sieci jest kompromisem pomiędzy prostotą 
protokołu i prostatą węzłów sieci. Wprowadzono zasadę całkowitej 
unifikacji węzłów.

2 .Protokół komunikacyjny
Protokół spełnia w sieci pierścieniowej trzy podstawowe funkcje : 

nawiązywanie łączności między węzłami, przekazywanie informacji, oraz 
zwiększenie niezawodności.

Że względu na duży czas przesyłania informacji (każdy węzeł wprowadza 
pewne minimalne opóźnienie), dwie pierwsze funkcje są często łączone. 
Tak Jest i w przypadku sieci MERA-SYSTEM. Połączenie obu funkcji polega 
na zaopatrzeniu informacji użytecznej w nagłówek. Nagłówek ten spełnia 
rolę "wywoływania" odbiorcy, przy czym informacja Jest wysyłana "w 
ciemno",, nie wiedząc, .czy dotrze ona do adresata i czy zostanie 
zaakceptowana.

2.1. Nadawanie informacji
Podstawowym problemem w sieciach pierścienicwych Jest potencjalna 

kolizja informacji przechodzącej przez węzeł 'transmitowa.nej) z 
informacją nadawaną przez ten węzeł. Inans są trzy podstawowe metody 
rozwiązania tej niedogodności :

Przedsiębiorstwo Systemów Kompu terowych ' MERA - SYSTEM.WARSZAWA
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1. “Sztafeta", azyli przekazywanie sobie przez węzły pewnego 

elementu Jako pałeczki sztafetowej. Pałeczka jsst w systemie Jedna <lub 
jest ich stała liczba). Węzeł posiadający pałeczkę może nadawać, a 
pozostałe mogą transmitować, odbierać i ewentualnie konsumować 
informacje. Wadami tego rozwiązania są ■ trudność rekonfigwacji sieci 
(grezi zanikiem lub powieleniem pałeczki) i małe wykorzystanie kanału 
przesyłania.

2. "Karuzela", polegająca na permamentnie krążących* w pierścieniu 
"krzesełkach". Jeżeli- przez węzeł przechodzi puste krzesełko, może 
zostać wypełnione informacją. Pewnym problemem W tej metodzie jest 
konieczność utrzymania odpowiedniej do liczby węzłów ilości krzesełek. 
Służące temu-, ^1gorytmy wymagają przesyłania informacji technicznych. 
Czasem stosuje się wyróżniony węzeł, który może dodawać lub usuwać 
krzesełka z karuzeli C23.

3. Buforowanie. Metoda ta polega na wstrzymywaniu informacji 
przechodzącej przez węzeł w buforze, jeżeli węzeł nadaje. Informacja 
transmitowana ma pierwszeństwo przed informacją nadawaną, tak jak w 
ruchu na rondzie (w poprzednim kodeksie drogowym). Węzeł może rozpocząć 
nadawanie tylko wtedy, gdy nastąpi przerwa w informacji transmitowanej. 
Pojemność bufora musi zapewnić wysłanie przez węzeł całej przygotowanej 
informacji. Protokół nie wymaga przesyłania technicznych informacji w 
sieci. W sieci MERA-SYSTEM zastosowano buforowanie.

Powyższe rozważania ukazują, że prostota protokołu stoi w 
sprzeczności z prostotą węzła : uproszczenie protokołu kosztuje 
buforowanie informacji w węźle.

2.2. Usuwanie informacji
W sieciach pierścieniowych istnieje konieczność usuwania krążącej 

informacji ps Jej odebraniu. Stosowane są następujące metody :
1. Usuwanie przez wyróżniony w systemie węzeł t23. Ta metoda nie 

spełnia założenia o unifikacji węzłów.
2. Usuwanie przez odbiorcę. Odbiorca Jest zobowiązany do wysłania 

odpowiedzi. Jeżeli adresat nie odbierze informacji, usunąć Ją musi 
nadawca.

3. Usuwanie przez węzeł nadawczy (nadajnik). Odbiorca potwiredza 
odebranie informacji poprzez zaznaczenie pewnego miejsca w strumieniu 
informacji. Ta metoda nie wymaga przesyłania informacji technicznej 
(odpowiedź) i wyznacza zawsze Jednoznacznie węzeł, który ma usunąć 
informację z sieci. Metodę (3> zastosowano w sieci MERA-SYSTEM.

2.3. Usuwanie informacji przekłamanej
Istotnym problemem w sieciach pierścieniowych jest usuwanie 

informacji przekłamanej. Przekłamanie w części użytecznej informacji 
zostanie omówione w p. 2.5. Tu zajmiemy się takim przekłamaniem, które 
w nagłówku zmienia numer nadawcy. Jeżeli błąd ten zostanie wykryty przy 
użyciu.danych redundantnych, to informacja może zostać usunięta przez 
węzeł, który wykryje błąd.

Poważniejszą Jest sytuacja, w której błąd nie może być wykryty przez 
wykorzystanie danych redundantnych, na przykład przekłamanie dwóch bitów 
nagłówka przy kontroli typu bit parzystości C13. Informacja z tak 
przekłamanym nagłówkiem może potencjalnie krążyć w pierścieniu w 
nieskończoność. Jeżeli numer nadawcy powstały wskutek przekłamania nie 
odpowiada żadnemu z numerów węzłów aktualnie włączonych w sieć. Im 
bardziej wyrafinowana jest kontrola nagłówka, tym mniejsze Jest 
prawdopodobieństwo takiego przekłamania nagłówka, że będzie się on 
prezentował Jako poprawny. Przy zastosowaniu kontroli cyklicznej CRC, 
prawdopodobieństwo to może być pominięte. Koszt przesyłania informacji 
w sieci wzrasta Jednak, dane redundantne CRC zajmują 15 bitów. Tutaj 
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znów napotykamy sprzeczność pomiędzy prostotę protokołu a prostotę 
węzła. W sieci MERA—SYSTEM zastosowano kontrolę CRC upraszczając 
algorytm działania węzła : nie Jest implementowany algorytm usuwania 
"niczyjej", choć zewnętrznie poprawnej informacji.

Istnieje niebezpieczeństwa, że węzeł zostanie odłączony od sieci w 
momencie, gdy w pierścieniu znajduje się wysłana przez niego informacja, 
świadomie dopuszczano możliwość krążenia w sieci tak powstałej 
"niczyjej" informacji.

2.4. Odbieranie informacji
Odbiornik może być w trzech stanach ze względu na konwersację z 

nadajnikiem:
- oczekujący, jeżeli akceptuje informacje z nadajnika,
- zajęty, Jeżeli nie może przyjąć informacji z nadajnika (na przykład 

z powodu zajętości bufora),
- zamknięty, Jeżeli nie akceptuje informacji z nadajnika.

Każdy ze stanów jest sygnalizowany nadajnikowi odpowiedzią ustawianą w 
nagłówku. Przy odpowiedziach sygnałizujących stan oczekujący lub 
zamknięty, odbiornik kończy współpracę odpowiednio z sukcesem lub 
porażką. Sygnalizacja stanu zajętości jest równoważna z żądaniem 
odczekania przez nadajnik określonego technicznego odstępu czasu i 
ponowienia nadawania.

2.5. Zwiększanie niezawodności
W celu zwiększenia niezawodności sieci w stosunku do pewności 

działania fizycznych łącz, stosuje się retransmisję (powtórne nadawanie) 
informacji w przypadku jej przekłamani a. Błąd może być wykrywany przez 
odbiornik lub nadajnik informacji.

1. Wykrywanie przez odbiornik. Rozwiązanie to polega na ustawieniu 
przez odbiornik bitu poprawności. Dane redundantne dotyczące bitu 
poprawności muszą być umieszczone przez odbiornik (nawet dla 
przekłamanej informacji), aby nadajnik mógł właściwie zinterpretować bit 
poprawności. Jeżeli nie wystąpi przekłamanie za odbiornikiem, nadajnik 
ma możliwość określenia, czy informacja była odebrana poprawnie. Nie ma 
tej możliwości w przypadku przekłamani a między odbiornikiem a 
nadajnikiem (przekłamaniu mógł ulec bit parzystości).

2. Wykrywanie przez nadajnik. W tym rozwiązaniu nadajnik sprawdza 
poprawność powracającej do niego informacji i w przypadku wykrycia błędu 
zakłada, że odbiornik otrzymał informację przekłamaną. Odbiornik Jest 
zobowiązany kontrolować informacje "na własny użytek", aby nie przyjąć 
informacji błędnej. Wykrywanie przez nadajnik Jest zastosowane w sieci 
MERA-SYSTEM.

3 .Organi zacja węzła

3.1. Przepływ informacji

Organizacja węzła sieci MERA-SYSTEM jest przedstawi ona na rys.l. 
Zasadniczą.częścią węzła są bufory: nadawczy, odbiorczy i transmisyjny.

W buforze nadawczym (BN) informacja jest gromadzona i zaopatrywana w 
nagłówek i dane redundantne. W buforze transmisyjnym (BT) znajdują się 
informacje przeczytane z sieci, lecz jeszcze nie wysłane. Przełącznica 
wyjściowa (A) wybiera Jeden' z buforów (BN,BT) jako źrodło informacji do 
wysyłania. Przełącznica może zostać przełączoną na bufor nadawczy, 

Jest informacja do nadania w buforze nadawczym, a bufor 
transmisyjny jest pusty. Jeżeli bufor transmisyjny przestanie być 
pusty, przełącznica po wysłaniu informacji bezwzględnie przestawi się na 



195
bufor transmisyjny. W ten sposób realizowany Jest priorytet informacji 
będącej w sieci nad informacją, która ma być wprowadzona do sieci. 
Informacja wysłana z bufora nadawczego Jest w nim zamrażana do 
ewentualnych retransmisji.

W buforze odbiorczym (BO) Jest zbierana informacja przeznaczona dla 
węzła. Przełącznica wejściowa (B) analizuje nagłówek informacji i 
powoduje przesłanie jej do bufora transmisyjnego, jeżeli nie ma być 
usunięta z sieci. Informacja,jest usuwana z sieci,gdy zostanie wykryty 
błąd nagłówka oraz gdy do węzła powraca wysłana informacja, (ponowne 
liczenie sumy kontrolnej). W przypadku wykrycia błędu, informacja w 
buforze nadawczym jest odmrażana i ponownie wysyłana. Postępowanie to 
Jest powtarzane określoną liczbę (trzy) razy, aż do sukcesu lub 
stwierdzenia niemożności nawiązania poprawnej łączności.

Przełącznica odbiorcza (C) zwiera bufor odbiorczy do toru informacji, 
jeżeli (1) węzeł jest odbiornikiem informacji, (2) bufor odbiorczy jest 
pusty, (3) w tabeli odbiorców (TO) Jest zaznaczony stan oczekujący 
względem nadawcy informacji. Informacja jest wstawiana Jednocześnie do 
bufera transmisyjnego i odbiorczego. ,Informacja ta Jest przekazywana 
części użytkowej węzła, Jeżeli Jest poprawna.

W tabeli odbiorców jest zapisywany dla każdego węzła numer 
retransmisji (zawarty w nagłówku) ostatnio odebranej informacji. Jeżeli 
numer retransmisji informacji aktualnie odbieranej jest większy od 
numeru ostatnio poprawnie odebranego, informacja Jest ignorowana. Numer 
w tabeli odbiorców jest ustawiany na numer retransmisji aktualnie 
odbieranej informacji (niezależnie od jej poprawności). Takie 
postępowanie zapobiega powtórnemu odebraniu tej samej informacji, gdy w 
sieci Jest uszkodzenie pomiędzy odbiornikiem a nadajnikiem.

Istnienie jednego bufora nadawczego i wielu pozycji w tabeli 
odbiorców pozwala węzłowi prowadzić jednocześnie jedną łączność Jako 
nadajnik i wiele łączności jako odbiornik.

część użytkowa 
nadawanie odbiór

Rys.1 Logiczna organizacja węzła sieci MERA-SYSTEM 
Fig.l Logical scheme of MERA-SYSTEM net node

3.2.Budowa informacji

Informacja przesyłana w sieci składa się z nagłówka i informacji 
użytecznej, co jest typowe dla sieci pierścieniowych (patrz rozdział 2). 
Nagłówek i informacja użyteczna są wyposażone w oddzielne dane 
redundantne CRC. Najistotniejszymi elementami nagłówka są : numer 
nadawcy, numer odbiorcy, numer retransmisji, kod typu informacji i kod 
odpowiedzi. Kod typu informacji może oznaczać:

- zwyczajną łączność,
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informację typu 'broadcast', czyli do wszystkich (nie 

iaimplementowane) ,
informację "do nikogo", czyli test drożności pierścienia (nie 

zaimplementowane).
Kod odpowiedzi oznacza:
- odbiornik Jest zamknięty,
- odbiornik Jest zajęty,
- odpowiedź pozytywna.
Struktura informacji Jest bajtowa (wynika to z zastosowanego 

sprzętu).

4.Implementacja
Węzę? sieci MERA-SYSTEM zostać zrealizowany na bazie układu 

mi kroprocesorowego. Część użytkową implementuje dowolny mikrokomputer 
pomęczony z pakietem węzła sprzęgiem równoległym. Wykonano węzeł w 
postaci pojedynczej eurokarty z łęczem krawędziowym 96-stykowym, lecz sę 
rozważane wykonania jako pakietu IBM/PC i Jako "czrnej skrzynki” z 
własnym zasilaczem.

Węzeł jest zbudowany na bazie mikroprocesara 8035 (rozważane jest 
użycie 8085). Wykorzystano 4k pamięci EPRQM oraz ik zewnętrznej pamięci 
statycznej RAM. Procesor współpracuje z układem 8251 służącym jako 
nadajnik/odbiornik sieci.

Programowo algorytm węzła jest implementowany Jako zespół 
Jednopoziomowych podprogramów obsługi przerwań.

W sieci zastosowano łącze V-24 z pętlę prądową 20 mA z optpizolację. 
Sieć procowała poprawnie z prędkościę transmisji 9600 baud przy 
odległościach między węzłami rzędu 10 m i z prędkościę 150 baud przy 
odległościach do kilometra.

Awaria zasilania w węźle powoduje elektryczne zwarcie wejścia z 
wyjściem węzła. Istnieje również możliwość programowego odłęczenia 
węzła cd sieci przez zwarcie wejścia z wyjściem.

Rys.2 Schemat budowy węzła
Fig.2 Hardware diagram of net’s node

5.Podsumowanie

W sieci pierścieniowej MERA-SYSTEM udało się pogodzić wymagania co do 
prostoty protokołu i prostoty węzłów sieci. Zaopatrzenie informacji 
użytecznej w nagłówek poiwala na połęczenie funkcji nawiązywania 
łęczności i przekazywania informacji. Zastosowano zasady buforowania 
informacji przez węzeł nadawczy i usuwania informacji z sieci przez ten 
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węzeł. Informacja o przekłamanym nagłówku jest usuwana z sieci przez 
węzeł, który wykryje przekłamanie. ścisła kontrola nagłówków pozwala na 
rezygnację z- wykrywania permanentnie krążącej "niczyjej" informacji. 
Zwiększanie niezawodności polega na kontroli cyklicznej CRC i 3-krotnej 
próbie retransmisji w przypadku wykrycia błędu. Węzły sieci są 
zunifikowane. Istotną własnością węzła sieci jest fakt, że do poprawngó 
działania nie Jest wymagane poprawne działanie innych węzłów. Ma to 
szczególne znaczenie przy uruchamianiu i testowaniu węzła oraz przy 
lokalizacji uszkodzeń w sieci.

Sieć zrealizowano tanią technologią przy użyciu powszechnie 
dostępnych elementów. Temat został zrealizowany przez zespół w składzie 
: Stanisław Chrobot, Piotr Kowalski, Jan Krawczyk i autor niniejszego 
referatu.
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THE RING NETWORK OP MICROCOMPUTIRS

An implementation of ring network in MERA-SYSTEM Laboratories is 
presented. The main goal of design was to meet simplicity of 
Information exchange with simplicity of net nodes. The principles of 
the protocol are :

- Information is supplied with adress header
- sender node buffers Information while sending
- sender removes its wn Information from the ring 

information with wrong header is removed from the ring by the node 
that checked an error

- rigorous contrcl of headers prevents infinite pirculation of 
'ownerless’ information with wrong header

- reliability is increased by retransmissions
- unification of nodes in the net is established
- no suspicuous node exists in the net
- correct working of node does not depended on correct working of 

other nodes
Grounds of these principles against a background of other Solutions

are covered.
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■ KOjIWOEPASHAfl CETB MMKPOKOMUEKTEPOB (PEAJIH30BAHA B MERA-SYSTSM;)

B AomiEwe npeaciasjieHa KOJiiueodpasnas ceiŁ MKKpoKOMUŁOTepou peam- 
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peraeHHź. B cera usiarach corjiacaTi. Apyr c jpyroM npocToiy ysJioB cstb c’ 
npocroToft npoToicojia odMeHa zH^opMaunefi. Uphhhto npzHuzn yHH$zKaioiz ysjios.
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OCENA WYKORZYSTANIA CZASU PRACY STACJI TRANSFERU ZBIOR&W 
W WARUNKACH WYSTĘPOWANIA USZKODZEŃ

W pracy przedstawiono kolejkowy model Stacji Transferu Zbiorów 
sieci komputerowej, w którym uwzględniono występowanie uszkodzeń 
przerywających transmisję oraz nie powodujących zerwania połęcze­
nia. Rozwięzanie modelu pozwoliło na wyznaczenie współczynników: 
wykorzystania czasu pracy Stacji, strat czasu na powtarzanie 
transmisji i *vysyłanie  znaczników oraz dobranie częstości wysyła­
nia znaczników maksymalizującej wykorzystanie Stacji.

* Centrum Obliczeniowe Politechniki Wrocławskiej, Wrocław

1. WSTĘP

W złożonych systemach komputerowych, a do takich należy zaliczyć 

również sieci komputerowe, prawdopodobieństwo występienia uszkodzenia 

jest stosunkowo duże, Błędne działanie systemu może być spowodowane 
błędami oprogramowania lub awariami sprzętu. Niektóre błędy np. prze­

kłamania na liniach teletransmisyjnych, utrata części przesyłanych da­

nych, itp. mogę być poprawione w czasie trwania transmisji przez po­
wtórne przesłanie utraconej informacji (4,6j. Inne, takie jak nieopera-> 

tywności podsieci komunikacyjnej lub awaria komputera obliczeniowego 
powoduję przerwanie połęczenia między komputerami. W takich przypad­

kach, po usunięciu przyczyny, konieczne jest wznowienie transmisji. 
W obu sytuacjach potrzebna jest informacja o ostatnim odebranym popraw­

nie rekordzie przesyłanego zbioru. Można Ję uzyskać wysyłajęc co jakiś 

czas specjalny rekord tzw. znacznik. Odebranie znacznika jest potwier­

dzane. W ten sposób ostatni potwierdzony znacznik wyznacza punkt re­

startu transmisji.
Ponieważ straty czasu, powodowane przez konieczność powtarzania 

części transmisji oraz wysyłanie i potwierdzanie znaczników sę znaczęce 

należy Je minimalizować.
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W prezentowanej pracy przedstawiono kolejkowy model Stacji 
Transferu Zbiorów (STZ) . Prezentowany model jest uogólnieniem oma­
wianych w pracaph £2,3j modeli. Model uwzględnia błędy przerywajęce 

transmisję i błędy, które nie powoduję Zerwania połęczenia. STZ wysyła 

znacznik co n rekordów i każdy znacznik musi być potwierdzony. Rozwię- 
zanie przyjętego modelu pozwala wyznaczyć: współczynnik wykorzystania 

STZ, straty czasu na powtarzanie transmisji i wysyłanie znaczników, a 
także optymalnę częstość wysyłania znaczników.

2. MODEL STAC3I TRANSFERU ZBIOR&W

Model STZ obsługujęcej transmisję jednego zbioru przedstawiono 

na rys. 1.

Rys. 1. Model Stacji Transferu Zbiorów 
Fig. 1. The File Transfer Station Model

Założenia:

Procesy wysyłania rekordu zbioru w sieć oraz inicjacji wznowie­
nia transferu maję rozkład wykładniczy o intensywnościach odpowiednio, 

JU. i Po n wysłanych rekordach wysyłany jest znacznik. Każdy znacznik 

musi być potwierdzony, a więc wysyłanie następnych rekordów zbioru jest 
wstrzymywane do momentu otrzymania potwierdzenia. Średni czas wysłania 

znacznika wynosi g', a średni czas oczekiwania na potwierdzenie g- . 

'•V modelu uwzględniono dwa strumienie uszkodzeń: przerywajęce połęczenie 
(o intensywności y-j) i nie przerywajęce połęczenia (^2)' bredni czas 

przywrócenia zerwanego połęczenia oznaczono przez . Po usunięciu 

uszkodzenia transmisja jest kontynuowana od ostatnio potwierdzanego 
znacznika.

Na rysunku 1 widać, że STZ może wykonywać jednę z pięciu czynności: 

- wysyłanie rekordów zbioru - transmisja pierwotna (1;
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- wysyłanie znacznika « po n wysłanych rekordach zbioru (g)

• oczekiwanie na potwierdzenie wysłanego znacznika (3)

- przywracanie połączenia Między komputerami hiorącymi udział w 
transmisji (4)

- wysyłanie rekordów zbioru <« powtórna transmisja (5) .

Stany STZ, wskakujące funkcję realizowaną przez stację w dowolnej 
chwili sę określone przez parę (i,j) następująco:
(i,0) dla i ef 0,1, ». <,,n-l} - transmisja pierwotna; wysłano i

rekordów po ostatnim znaczniku,
(n,0) - wysyłanie znacznika;

(n+1,0) oczekiwania na potwierdzenie znacznika;

(i,l) - stan po przerwaniu połączenia; usuwanie uszkodzenia, 
fi,2) - nawiązanie pałączenia; rozpoczęcie powtórnej t;ransmiBji?
(i,j) - dla i 0 i j€{ 3,...,1+2} - powtórna transmisja;

przesłano powtórnie j~3 rekordy, należy przesłać powtórnie 
i rekordów.

Graf przejść między stanami STZ przedstawiono na rys. 2.

3. PODSTAWOWE WYNIKI

Oznaczmy przez P(l,j) prawdopodobieństwo zdarzenia, że STZ znajdu­

je się w stanie (_i,j) . Rozwiązując układ równań różniczkowych opisują­

cych model STZ zgodnie z przedstawionym na rysunku 2 grafem przejść 
między stanami otrzymujemy stacjonarne prawdopodobieństwa stanów (5).

Prawdopodobieństwa stanów, w których stacja prowadzi transmisję 

pierwotną wyrażają się następującym wzorem:

p(i,o) = -------------------* --------------- -------- - . {----- (1)

Ponieważ tylko te stany, w których stacja prowadzi transmisję 

pierwotną odzwierciedlają czas efektywnie wykorzystany na przesłanie 

zbioru pozostałe stany oznaczają straty czasu pracy spowodowane różny­

mi szynnik.ami , możemy określić współczynnik wykorzystanie czasu pracy 

STZ następująco:

Geżeli uwzględnimy wyrażenie m P i,0 1 otrzymamy zależność;

ar <*, U* + P 'f / A* j (2)
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Rys. 2. Graf przejść między stanami Stacji Transferu Zbiorów
Fig. 2. State-transition graph of the File Transfer Station

Wykres zależności współczynnika wykorzystania STZ (w) od liczby 

znaczników wysyłanych w jednostce czasu (n^U^ i przy ustalonych po­

zostałych parametrach patrz rozdz. 2 przedstawiono na rysunku 3.
Z rysunku 3 można odczytać, że istnieje optymalna, dla każdej 

długości rekordów, częstość wysyłania znaczników. Zbyt rzadkie wysyła­
nie znaczników prowadzi do dużych strat w przypadku wystąpienia awarii. 

Zbyt częste powoduje, że dużo czasu tracimy na wysyłanie znaczników i 

oczekiwanie na ich potwierdzenie.
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Rys. 3. Wykres zależności współczynnika wykorzystania STZ 
od względnej częstości wysyłania znaczników

Fig. 3. The W coefficient estimated for the various parameters 
of the FTS, communication subnetworks and data files.

Na podstawie zależności (3} można wyznaczyć optymalnę (maksymali- 

zujęcę wykorzystanie STZ} liczbę rekordów między znacznikami (nopt) 

uwzględniajęcę zarówno charakterystyki niezawodnościowe sieci 
jak i szybkość działania sieci oraz charakterystykę przesyłanych rekor­
dów (?<>*>») . Stosowanie optymalnej częstości przysyłania znaczników 

pozwala na maksymalne w danych warunkach wykorzystanie możliwości 

sieci.

4. Ul-WGI KOLCOWE

W artykule przedstawiono kolejkowy model działania STZ w warunkach 

występowania uszkodzeń. Prezentowany model pozwala na wyznaczenie stop­

nia wykorzystania STZ oraz określenie optymalnej częstości wysyłanie 
znaczników (kopt) z uwzględnieniem takich czynników jak: niezawodność 

elementów sieci komputerowej, szybkość przesyłania, wielkość rekordów 
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zbioru, itd. . Dokładne znajomość Nopt pozwala na lepsze wykorzystanie 

możliwości transmisyjnych sieci.
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THE FILE TRANSFER STATION TIME 
UTILIZATION UNDER FAULTS OCCURANCE

In the paper, the File Transfer Station queuing model of a Computer 
network with faults which do not break or break interconnection 
between computers, is presented.

Easina on the solution of the proposed model the FTS*s time utili- 
zation coefficient, the waste time for retransmission of failed records 
and sendind marks and the optimal freęuency of sending marks are com— 
puted. Obtained solution of the model is examplified.

OLCEHKA ZCnOJIb3OBAH0H BPEMEH0 PABOTH
CTAHIW nEPĘBA'® 4A0J1OB 

b ycjioB0Hx HAJnraiH noBPEauiEmfi

B ciarbe npeflciaBJieHa o^epejtnaa Moreau. CiasnnH nepe^ana £aiŁnoB 
CM AJia BBMHCJiHTejiBHofi ceia, b Koiopofi ymeno BHCTynaane nospe^ne- 

HHfl, He npHHHHHZ>mHXCH K IipeKpaneHHJO CBH3H Meamy BHHHCJIHTearBHHMn CH- 
cieMaMH. PemeHHe moagjih jaei bosmoshoctb ocymeciBHib K03$$HnaeHiH, 
xapaKTepH3yioniMe nepeaany $afijroB laKne KaKs Hcnoai>3OBaHHe CM, nore- 
pn n3-3a cdoeB ceiH h t ję , a lajcse BOTncnbeHM nacioiH nepe^anH 
MapKepoB, MaKCHMajiHSHpymuefi Koa^HUHeHiH ncnoJii>3OBaHHH CM.
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APARATURA PCMIAROWO-DIAGKOSTTCZNA
DLA SIECI KCMFJTEROWEJ

W pracy przedstawiono możliwości i zasady monitorowania protokołów 
sieciowych w sieciach transmisji danych przy użyciu aparatury po- 
miarowo-diagnostycznej SPS. Omówiono podstawowe komendy monitoro­
wania, ich parametry oraz miary wyznaczane podczas ich realizacji 
dla różnych typów protokołów sieciowych.
Zamieszczono przykładową postać końcowego raportu monitorowania 
oraz obserwowalną postać zarejestrowanych danych.

Aparatura pomiarowo-diagnostyczna SPS zrealizowana w Centrum Obli­
czeniowym Politechniki Wrocławskiej umożliwia podglądanie i rejestrowa­
nie przesyłanych w systemie teleprzetwarzania komunikatów, a także ma 
możliwość generowania jednostek protokołu i wysyłania ich do systemu 
w celu zbadania reakcji jakie powinny wywoływać.

Aparatura bazuje na modułowym systemie mikroprocesorowym MSN firmy
IMPOL (z pp 8085) , wyposażonym w stację dysków oraz specjalnie skon­
struowane pakiety sprzęgające (typów A,B,C ) umożliwiające włączenie 
aparatury do sieci w celu monitorowania i testowania.

SPS ma możliwość rejestrowania przepływu danych na styku S2 poprzez 
monitorowanie:

- stanu obwodów styku S2,

- transmisji według asynchronicznych protokołów znakowych,

- transmisji według synchronicznego protokołu BSC,

- transmisji według synchronicznych protokołów zorientowanych
bitowo tj. LAPB,SDLC,X25.

Dodatkowo aparatura ma możliwość prowadzenia testowania standardowego 
testu wg zalecenia 752, do pomiaru bitowej i blokowej stopy błędów, lub 
testowania programowanego poprzez wysyłanie w sieć testu zdefiniowanego 
przy użyciu języka opisu testu, interpretowanego poprzez SPS [2] .

x Centrum Obliczeniowe Politechniki Wrocławskiej, Wrocław
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1. ZASADT MONITOROWANIA I TESTOWANIA

Użytkownik określa /w SPS/ wybrany typ pracy za pomocą komend, 
których pełna definicja wprowadzana jest do SPS w trybie dialogowym, 
da wszystkich typów monitorowania (z wyjątkiem monitorowania inter- 
face 'u) warunki te definiują- sposób monitorowania dwóch strumieni da­
nych (do/z DCE) łącznie lub rozdzielnie, rodzaje pułapek określających 
warunki zakończania monitorowania oraz szczegółowe parametry transmisji 
podlegającej monitorowaniu, zależne od typu monitorowania a takie ko­
nieczność opatrywania odbieranych jednostek protokołu czasem ich odbio­
ru. Do pułapek, które mogą być zdefiniowane dla wszystkich typów moni­
torowania należą: upływ czasu trwania pomiaru, wystąpienie limitu zde­
finiowanych wzorcy (sekwencji 1-6 bajtów) , zapełnienie bufora rejestru­
jącego. W czasie prowadzenia pomiaru podglądane jednostki danych proto­
kołu są wprowadzane do bufora cyklicznego (o pojemności 100 jednostek 
54-ro bajtowych dla każdego strumienia) i są aktualizowane liczniki zda­
rzeń zdefiniowanych dla danego typu monitorowania. Uzyskane wyniki mogą 
być wyprowadzone w postaci raportu, na życzenie użytkownika SPS w trak­
cie wykonywania pomiaru, bez jego przezywania, a automatycznie są wypro­
wadzane po zakończeniu pomiaru. Przykład raportu dla monitorowania pro­
tokołu LAPB pokazuje rys. 1.

* LAPB PROTOCOL MONITOR *

START 12:44:17
STOPPED

DURATIOK 
TRAP

00:00:13:140

RESULTS TX BX
U 0 0
S 0 15
I 0 17
FOS ERRORS 0 0
ABORTS 0 0
PATTERNS 0 0

Rys. 1. Raport końcowy dla monitorowania protokołu LAPB
Fig. 1. LAPB protocol monitoring raport

Zainicjowany pomiar może być w każdej chwili zatrzymany z wyprowa­
dzeniem dotychczasowych wyników oraz powtórzony dla tych samych warunków 
pomiaru. Po zakończeniu pomiaru ostatnio zarejestrowana zawartość bufora 
nadawczo-odbiorczego może być wyświetlana na ekranie przy użyciu komend 
redagująco-moniturująeych. Za ich pomocą można zdefiniować wyświetlany 
strumień (RX,TX;,RX+'IX łącznie) , tryb wyświetlania proceduralny, nie- 
proceduralny oraz długość wyświetlanej jednostki (krótka, długa) i wyś­
wietlany obszar. Zawartość bufora jest wyprowadzana na ekran w postaci 
wydzielonych jednostek protokołu, z których każda opatrzona jest stan-
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(Jardowym nagłówkiem określającym: typ strumienia, stan jednostki 
(sygnalizujący poprawność jej odebrania) oraz opcjonalnie czas odbioru 
jednostki. Fragment bufora wyświetlanego w trybie nieproeeduralnym po­
kazuje rys. 2.

TX + RX STRKAM
05:57:51:060 32 10 61 FFIX

RX 05:57:51:300 32 37 FF FF FF FF FF FF FF FF FF FF FF FF ..................
FF FF FF FF FF FF FF FF FF FF FF FF FF FF 
FFFFFFFFFFFFFFFFFFFFFFFFFFFF 
FF FF FF FF FF FF FF FF FF FF FF FF FF FF 
FFFFFFFFFFFFFFFFFFFFFFFF 65 54 
65 64 6S FE 65 64 CO CO 80 80 5A >~.11..ł

TX 05:57:51:860 32 10 70 FF ....

RX 05:57:52:140 32 02 27 F1 C7 11 C2 60 13 FI F2 F3 F4 F5 ...1G.B-12345
F6 F7 F8 F9 FO 98 A6 85 99 A3 A8 A4 89 96 
97 81 A2 84 86 87 88 91 92 93 A9 A7 83 S5 
82 95 94 D8 E6 05 D9 E3 E8 E4 C9 D6 D7 C1 
E2 C4 C6 C7 08 D1 D2 D3 E9 E7 03 E5 02 D5

67890ABEPTMY 
nAcwxiżimb 

5HMQWERTYUID 
SDFGH?KL1XCV

Rys. 2. Fragment buforów nadawczo-odbiorczych wyświetlanych w try­
bie nieproeeduralnym

Fig. 2. Fragment of aending-receiving buffer displayed in nonpro-
cedural modę

Tykrycie warunku uniemożliwiającego wykonanie komendy w zadany spo­
sób, powoduje wyprowadzenie odpowiedniego komunikatu informującego i za­
niechanie akcji.

2. MONITOROWANIE OBWODÓW STYKU S2
Procedura monitorowania wywoływana komendą MI, przy użyciu pakietu 

sprzęgającego A powoduje monitorowanie 14 obwodów styku S2 o numerach 
103..115 i 125. Monitorowanie odbywa się poprzez rejestrowanie stanu 
logicznego obwodu (ON,OFF) w zadanych odstępach czasu próbkowania. 
Po zakończeniu próbkowania (75 próbkować) jest wyprowadzany raport koń­
cowy w postaci wykresu stanu linii w momentach próbkowania.

3. MONITOROWANIE TRANSMISJI WEDŁUG PROTOKOŁÓW ASYNCHRONICZNYCH
Przy użyciu pakietu sprzęgającego B (z układem 8251') za pomocą 

komendy MA monitorowana jest transmisja półdupleksowa, której szcze­
gółowe parametry tj. szybkość transmisji (50..9600) , długość znaku 
(5..B) , długość bitu stop (1,1.5,2) , rodzaj parzystości(isVjiN, 
ODD.NONE,) są definiowane w parametrach komendy. Opróez wymienionych pu­
łapką może być sykrycie zadanego limitu błędów parzystości. Podczas mo­
nitorowania jest mierzona liczba znaków, liczba błędów parzystości,
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liczba wystąpień wzorcy.

4. MONITOROWANIE TRANSMISJI WEDŁUG PROTOKOŁU SYNCHRONICZNEGO BSI

Transmisje według protokołu oynehronicznego BSC monitorowana jest 
także przy użyciu pakietu sprzęgającego B, za pomocą komendy MB. Szcze­
gółowe parametry tj. kod. transmisji (ASCII, EBCDIC) , szybkość tran- 
amisji (600..9600) i rodzaj parzystości (jw.) , są ustalane podczas de­
finiowania komendy. Istnieje możliwość zdefiniowania pułapek jak dla ko- 
aendy KA. Podczas monitorowania mierzona jest liczba błędów parzystości, 
liczba wystąpień wzorca, liczba komunikatów rozpoczynających się od 
określonego znaku (dla 10 znaków sterujących tj. $NQ, EDT, STK, SOK, 
ACKO, ACK1, NACK, IWT, WACK, TTD) . Przeglądanie zarejestrowanego bufo­
ra. nadawczo-odbiorczego noże odbywać aię w trybie nieproceduralnym 
(wyświetlania komunikatów określonego strumienia opatrzonych nagłówkiem 
w postaci szesnastkowej i w kodzie ASCH) lub w trybie proceduralnym, 
(w którym znaki sterujące aą wyświetlane w postaci ich mnereoników, po­
zostałe zaś w postaci szesnastkowej ) .

5. MONITOROWASIE TRANSMISJI WEDł.U3 PROTOKOŁOM SYNCHRONICZNYCH 2 _
ZGRIERTCMANYCH BITOWO

Transmisje prowadzone według protokołów LAPB,SDLC i X25 mogą być 
monitorowane przy zastosowaniu pakietu sprzęgającego C (z układem 8273) 
eb pomocą komendy KB. Szczegółowe parametry transmisji podawane przy de~ 
finiowaniu komendy to typ protokołu (LAPRjSDŁCjIZS) , szybkość tranaad- 
aji (600..9600) , miejsce włączania SFS w system teleprsetwapzenia 
(local, remote) i sposób kodowania (MRZI, NRZ) . Pułapką charakterysty­
czną dla tego rodzaju monitorowania może być limit dopuszczalnych błę­
dów FUS, liczba sekwencji ABORT, liczba jednostek protokołu określonej 
grupy. Wyróżniono trzy grupy jednostek protokołów tj. ramek dla protoko­
łów i SDŁC ( odpowiadające ramkom sterującym nienumerowanym, ram- 
ksa nadzorczym numerowanym i ramko® informacyjnym) oibb.?. cztery grupy pa­
kietów (nawiązywania półleżenia, informacyjne, sterujące i restartu) . 
Po zakończeniu pomiaru przeglądanie bufora nadawczo-odbiorczego może od­
bywać się takża w trybach nieproceduralnym w postaci jak dla monitorowania 
synchronicznego oraz proceduralnym uzależnionym od typu protokołu. Dla 
protokołów LA® i SDES w trybie proceduralnym ramka jest rozpakcisywana 
i osobno wyświetlany jestz adres ramki (szesnastkowe) , typ ramki 
(rozkaz, odpowiedź) i wartość bitu P/E, rodzaj ramki (l,S,V) , mnemonik 
ramki a dla ramek numerowanych numer ranki i potwierdzenia odpowiednio 
po komentarzu K(S)~ i B(B)=.
Dla protokołu 125 pakiet jest rozpakowany i osobno wyświetlany jest: GF1, 
numer kanału logicznego, mnemonik pakietu, numer pakietu i numer 
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potwierdzenia z komentarzami odpowiednio P(S)= i P(R)=. Fragment bufora 
zarejestrowanego podczas monitorowania protokołu X25 wyświetlanego w 
trybie proceduralnym pokazana na xys. 3.

StPTY BUFFER
£X STREAE

TX

RX 12:48:00:540 Oi GFTE DTE DATA F(R>1 P(S>1
02 FO 80 00 7D 53 C2 11 SA 7A D7 D9 E9 05
E2 D3 09 Dl 40 40 AO 40 40 40 40 40 40 40
40 40 40 40 40

RX 12:48:01:560 01 OFFE DTE RR P(R)=3

RS $2:48:01:600 01 OFFE DTE DATA P(R)=3 P(S)=2
04 60 00 25 07

RX 12:48:04:580 01 OFFE DTK DATA P(R)-1 P(S)»O
04 60 00 26 OD

ŁASI' entSty OF bx
RX 12:48:06:060 01 OFER DTE DATA P(R)=4 P(S)»3

04 60 00 26 10

Rys. 3. Fragment bufora nadawczo-odbiorczego strumienia RX 
z jednostkami protokołu X25 wyświetlanego w. trybie 
proceduralnym.

Fig. 3. Fragment of sending-recaiving buffer displayed in 
procedura! moda /X25 protocol/
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face in communication network. Basic monitor modea cf tbs SPS and 
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Same sample* of reaulting raport form are giwn.
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AnHAPjSETEA H^.IEPHWIbHO-£ZATHO^ 4JIS CEMH
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protokoły, testowanie

TE&%KAKIB BłUGfiAMOWAM 
w sm-i transmisji bamch

W pracy przedstawiono zasady testowania progrsmawau&go w sieci 
transmisji danych przy pomocy aparatury yomiarawo-diftgnostycznej 
SPS. Podano systemy pracy SPS wraz z paranetraai transmisji i ty­
pami protokołów, która można definiować dis potrzeb testowania 
różnych urządzeń, Opisano język programowania testów TPL /struktu­
ry danych i instrukcje/ oraz umieszczono przykładowy program 
testu do komunikacji z uęzłem sieci MSK na poziomie protokołu 
liniowego.

Problemy testowania i weryfikacji poprawności działania urządzeń, 
które są włączane dc pracy w sieciach komputerowych, jak również trud­
ności występujące przy uruchamianiu nowego sprzętu w sieci powodują, 
ża wzrasta zapotrzebowanie na sprzęt specjalizowany, który by te prace 
usprawnił. Aparatura SPS jest przyrządem, który oprócz monitorowania pra 
cy elementów sieci [2] może prowadzić testowanie działania wybranego 
urządzenia sieci. Testowanie jest prowadzone na zasadzie dialogu zgod­
nie z zaimplementowanym w testowanym urządzeniu protokołem.

W pracy przedstawiono systemy testowania z wykorzystaniem SPS, 
omówiono język do budowy programów testowych i podano przykładowy pro­
gram testowy do komunikacji z węzłem sieci MSK.

1. KDRFIG1TRACJR SPRZĘTOWE BO TESTOWANIA PROGRAMOWANEGO

Aparatura SPS musi być podłączona do sieci urządzenia testowanego 
poprzez styk S2. Testowanie może być prowadzone lokalnie (rys. 1 b) 
lub zdalnie z wykorzystaniem modemów (rys. Ib).

x Centrum Obliczeniowe Politechniki Wrocławskiej, Wrocław



V testowaniu. można aykorssystać linie półdupleksową lub dupleksową 
o szybkości a zakresu 600 - 9600 b/s. Komunikacja z testowanym urządza- 
nieii może wykorzystywać protokoły znakowe (np.BSC) lub zorientowane bi­
towo (HDIC/SDLC) , których większość parametrów można zdefiniować 
w SPS (np. długość znaku, typ parzystości, wzorzec synchronizacji') 
[I].

2. ataffiAMGWAlOA TSSTuW

Jęsyk programowania testów (TPL) jest językiem specjalizowanym, 
który operuje na następujących strukturach danych:

- bufory (zawierające komunikaty/ramki/pakiety ) ,
- licznikis 
- stopery.

Bufory stanowią podstawowe struktury danyoh, a zawarte w nich 
informacje są transmitowana do/z testowanego urządzenia, porównywane 
z wzorcami i analizowane. Bufory mogą być zapisywane przez użytkownika 
SPS (do wysłania w linie) lub są wypełniane danymi odbieranymi z linii. 
W aktualnej wersji istnieje ló buforów, których rozmiary może ustalić 
użytkownik (4-24OC bajtów/bufor) .

Liczniki i stopery są pomocniczymi strukturami danych, które umo­
żliwiają organizację pętli (liczniki) oraz odmierzanie czasu (stopery) • 
i' aktualnej wersji istnieje 8 liczników dwubajtowych oraz 8 stoperów dla 
odmierzania czasu 20 ms do 5 sek.

X języku TPL istnieje 21 instrukcji, w tym:

- 4 rozkazy licznikowe,
- 8 rozkazów skoków,
- 2 instrukcje dla stoperów,
- 2 instrukcje transmisyjne (nadawanie/ odbiór bufora) , 
- 3 instrukcje operacji na buforach, 
- t instrukcja zawieszenia programu (na podany czas) , 
- 1 instrukcja stopu.

Możliwość realizacji transmisji dupleksowej w programie sekwencyjnym 
uzyskano poprzez przyjęcie zasady komunikacji bezpotwierdzenicwej. Po za­
inicjowaniu nadawania i odbioru program może sprawdzić (po podanym czasie) 
Wykonanie każdej z tych, operacji (nie czeka się więc w pętli na ich wyko­
nanie) .

Na rys. 2 podano przykładowy program do komunikacji z węzłem sieci 
MSK. na poziomie protokołu liniowego. Bufory BO, B2 i B4 zostały wypełnione 
przez operatora SPS odpowiednio ramkami SABM, BA i I (z pakietem TTOSTANT 
MDIOATION) .
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1 10 SOD 30 ; nadaj SAEB
2 50 WAT? 5 ; ©siekaj 0,1 a
3 43 JNS 15 ; błąd nadw
£ 20 ROST BI ; odbieraj do BI
5 50 WE 20 ; czekaj 0,4 e
5 44 JNR t ; próbuj od nowa
7 30 CMP BI, B2 ; czy ©debr UA
8 42 JNEG 14 ; brak UA
9 10 SEND B4 ; nadaj RESTAHT

10 50 WT 5 ; czekaj
11 43 JNS 15 ; błąd nadaw
12 20 B3 ; odbieraj
13 50 WffiE 50 ; czekaj 1 s
14 00 HALI ; stop poprawy
15 00 HALI’ i stop po błędzie

Rys. 2 Przykładowy program testowy 
Fig. 2 2xample of testing program

Użytkownik pisze program wykorzystując prosty edytor tekstu wbudowany 
do systemu, który wykrywa podstawowe błędy składniowe. Napisany, program 
wykonywany jest interpretacyjnie przy czym są sygnalizowane stwierdzone 
błędy semantyczne.
W przypadku poprawnego zakończenia wykonania programu drukowany jest ra­
port , w którym oprócz podania ustalonych parametrów transmisji są wypro­
wadzane starcy liczników oraz dane o sykorżystywanych buforach i stope­
rach. Przeglądanie zawartości buforów jest możliwe przy stosowaniu 
specjalnej komendy SPS.

3. PODSUMOWANIE

Aparatura SPS wykorzystywana w trybie testowania programowanego wy­
daj® się być uniwersalnym i wygodnym narzędziem do uruchamiania piloto­
wych wersji sieci i poszczególnych jej komponentów, jak również do tes­
towanie nowych urządzeń włączanych do sieci pracującej. Eależy jednak 
zwrócić uwagę na konieczność bardzo dobrej znajomości protokołu a w 
szczególności reżimu czasu pracy testowanego urządzenia przy pisaniu 
programów testowych. Dodatkową zaletą SPS jeat możliwość generowania 
sytuacji błędnych i testowanie zachowania się urządzeń w takich warunkach 
( nie zamsze jest to możliwe w pracujących systemach }.
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P30GEAMKE2 TESEENG IB COMPUTER NETWORKS

The priaciples af prograimned. testing af the casmunieatian network 
eąnipnent uaing the SPS iceasuring and diagnoatica system ia described. 
It ia sUown. baw the SPS san ba pr t/ęraamed in &n eaąy - to - learn TPL 
language to fulfill re^ulremants of varioua protocols. Stemple af the 
test an-line protocol le^el far MSK network is giwen.

nPOrPAMMHFyEMOE TECTEPOBAHE B CETH IIEPEJIAE ĄAmWY

B padoie nepaflcraBJiHeTCH npEHnjniH nporpaMMzpyeMo® TecrapoBKa b cerz 
nepe^anz AaKHwe npz nouoiĘH H3vrepHMejiBHo-AHarHocTHiiecKoft aniiaparypu 5P5 

CooSmaercz czcreMH paSoru SPS BMecre c napaueipaira nepesazit z iznajm 
npcroKOJioB, Koropne onperejMerca lecrzpoBKH paaamc ycrpozciB. 
OirzcaBaerca H3HK npornaMMHpoBaHM recroB TPL (crpyKiypu jehhbz h hh- 
cipyKuzz) a TaKse noMemaercs b npaitepa nporpaMny recra łpia co- 
oCmenHfi c jrajzaw cera MSK aa ypoBHe jrzHeiłHoro npoioKoia.
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Henryk GUT-MOSTOWYX

ZAGADNIENIA SYNCHRONIZACJI SIECI "SYNKOM"

Podaje się topologię i strukturę techniczną sieci "SYNKOM". W 
tak wyróżnionych przekrojach sieci przedstawia się zasady syn­
chronizacji: elementowej, ramkowej i blokowej oraz omawia się 
metodę synchronizacji węzłowych generatorów podstawy czasu.

1. WSTĘP
W Zakładzie Teleinformatyki Instytutu Łączności oraz Instytucie 

Telekomunikacji Politechniki Warszawskiej prowadzi się prace nad stru­
kturą techniczną Kraj owej Synchronicznej Komutowanej Sieci Transmisji 
Danych, nazywanej tymczasowo siecią "SYNKOM" Ll,3r9] . W pracach tych 
nie mało uwagi poświęca się problemom, które dla sieci tego rodzaju 
mają znaczenie fundamentalne. Tworzą bowiem kompleks zagadnień jej 
szeroko rozumianej synchronizacji. Prezentacja rozwiązań wybranych ele­
mentów tej "warstwy" projektowanej sieci jest zasadniczym celem 
niniejszego referatu.

2. TOPOLOGIA I STRUKTURA TECHNICZNA. SIECI
Sieć "SYNKOM" można przedstawić jako złożony przestrzennie roz­

proszony obwód, utworzony ze zbioru M-węzłów, połączonych gałęziami 
dwukierunkowymi w trójpoziomową strukturę uzależnień; zob. rys. 1. 
Węzłami tak rozumianej sieci są: centrale komutacyjne z czasową komu­
tacją kanałów, koncentratory oraz urządzenia końcowe transmisji danych. 
Gałęziami są zaś systemy transmisji sygnałów cyfrowych o przepływno- 
ściach: 0.6, 1.2, 2.4, 4.8, 9.6, 64/72/ [kbit/s] oraz 2.048 [kblt/s ] .

Dla prawidłowego funkcjonowania układu tego rodzaju jak sieć 
"SYNKOM", oprócz szeregu innych, muszą zachodzić dwa warunki. Jednym 
jest wysoka wiarygodność transmisji danych w gałęziach sieci, zaś 
drugim - zgodność przepływności binarnych w poszczególnych jej węzłach.

x
Instytut Łączności, Narszawa
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Heąlizacja warunku pierwszego wymaga utrzymania urządzeń odbiorczych 
gałęzi w stanie wyrównania: elementowego, ramkowego 1 znakowego. 
Warunek drugi zachodzi zaś wówczas, gdy w całej sieci zachowana jest 
jednolita skala czasu.

OZNACZENIA;
eo-węzty komutacyjne ruchu: 

międzynarodowego i krajowego
□ “ węzły koncentratorowe
O - urządzenia końcowe transmisji danych

” gałęzie o przepływności 2,048 [Mbit/ś]
—*• - gałęzie o przepływności 64/72 [ k brt/s ) 

- gałeae o przeptywnościach 0,6 .12 ; 2,4.
4.8 oraz 9,6 Lkbit/s]

Rys.1. Topologia sieci "SYNKOM"
Fig.i. Topology of "SYNKOM" network

3. PROCESY SYNCHRONIZACj'1 W GAŁĘZIACH SIECI
Yunkcją podstawową gałęzi sieci jest transmisja binarnego, syn­

chronicznego sygnału elektrycznego pomiędzy przestrzennie odległymi 
punktami jego wytwarzania i odbioru, Warunkiem jej realizacji jest 
odtworzenie sygnału elementowej skali czasu, W przypadku gałęzi o prze­
pływności 64/72 [kbit/s2 dodatkowo pożądanym jest odtworzenie fali 
nośnej, niezbędnej dla detekcji synchronicznej, gwarantującej optymal­
ne warunki odbioru. ST urządzeniach sieci "SYNKOM" do tych celów stosu­
je się binarne pętle fazowe. Charakteryzują się one: dużą niezawodno­
ścią działania, powtarzalnością parametrów oraz łatwością realizacji 
w różnych wariantach elementowych.

Sygnały przesyłane zarówno w gałęziach 1-go, jak i 2-go poziomu 
sieci "SYNKOM" mają strukturę ramek synchronizacyjnych ze skupionym 
wzorem synchronizacyjnym; zob, rys. 2. Daje to możliwość realizacji 
układów synchronizacji ramkowej działających wg. tego samego algorytmu 
na wymienionych poziomach sieci.

Przy określanej liczbie hitów "NP* tworzących ramkę i danej licz­
bie bitów "R” tworzących wzór synchronizacyjny następujące trzy ele­
menty w pełni definiują,proces odzyskiwania i utrzymywania stanu syn­
chronizacji ramkowej odbiornika. Są nimi:struktura kodowa wzoru syn­
chronizacyjnego, algorytm poszukiwania fazy ramki oraz kryterium utra­
ty i odzyskania synchronizacji ramkowej.

W sieci "SYNKOM" stosuje się nieprzesuwalne sekwencje synchroni­
zacyjne, tzn. takie R-elementowe ciągi binarne, które złożone ze sobą 
nie dają na styku słów kodowych o takiej jak cne strukturze. Poszuki­
wanie fazy ramki realizuje się wg algorytmu porównywania równoległego 
i przesuwania j ednobitowego £ 21. Kryterium utraty i odzyskane syn­
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chronizacji ramkowej konstruuje, się saś na basie testów sekwencyjnych 
Vald»a[lO].

a) Ramka strumienia 2.048 [ M bit Zs J ;N = 512 [bit] , R = 7[bit]

30 31 ! 32 Ó3 34 60 61 !
I |

Podramka nieparzysta —*ł-«------- Podramku parzysta------ -

b) Ramka strumienia 640 [ kbit/s ] ; N = 640lbit] . R=14lbit]■T-----  -------------------- ; ,.B.r----------.----------------------------------------------------- ------------------------

Ramka strumienia 72.0 [k bit/s] j N=720[bit] ■ R=14[bit]

, i J i0 1 2 Jr 5 6 7 8
£kne(Z£Q!t

*’ । 87 ' 68

_ numer kolejny 8-mio bitowej 
szczeliny czasowej ramki

- szczeliny kanału sygnalizacyjnego
- szczeliny kanałów danych

- szczeliny wzoru synchronizacyjnego
-szczeliny niewykorzystane

Rys.2. Struktury ramek w sieci "SYNKOM" 
Fig.2. Structures of frames in "SYNKOM" network

Od gałęzi poziomu trzeciego wymaga się, aby możliwą była perma­
nentna, równoczesna i wzajemnie niezależna transmisja sygnałów kodo­
wych obwodów "T" i "C" styku X.21 dla kierunku transmisji od terminala 
do koncentratora oraz transnj.sja sygnałów obwodów "R" i "I" dla kie­
runku przeciwnego. Dążąc do maksymalizacji zasięgu transmisji, w 
sieci "SYNKOM" zastosowano w tym celu alfabetowy kod transmisyjny [82 . 
Zysk na zasięgu okupiono tu jednakowoż koniecznością wyrównywania zna­
kowego dekodera. Dzięki właściwościom autosynchronizacyjnym zastosowa­
nego kodu - objawiającym się tym, że w dowolnym strumieniu bitów,pow­
stałym z połączenia dowolnych dwóch słów kodowych, prawdopodobieństwo 
zdekodowania losowo wybranej 16-ki kolejnych bitów jako słowa kodowego 
jest równe 0.3 - nie stwarza to istotnych trudności realizacyjnych 
dekodera. Odzyskiwani* i utrzymywanie stanu wyrównania znakowego może 
być bowiem realizowane wg zasad właściwych dla procesu synchronizacji 
ramkowej strumieni danych 1-gc i 2-go poziomu sieci.

4. SYNCHRONIZACJA ZEGARÓW SIECI
Narunkiem niezbędnym dla prawidłowego funkcjonowania sieci syn­

chronicznych jest utrzymanie stanu zgodności przepływności binarnych w 
węzłach komutacyjnych sieci, a więc synchronizacja częstotliwości drgań 
generatorów węzłowych, wytwarzających lokalne skale czasu.

Synchronizację zegarów sieci "SYNKOM" raalizowaó się będzie wg 
metody "master-slawe" z samcmodyfikującą się siecią rozprowadzania
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Informacji synchronizacyjnych 1 • Według tej metody, na poziomie 
najwyższym snajduje się labolatorłuni czasu. Wyposażone jest ono w wyso- 
kostabilne i niezawodne wzorce czasu. Wytwarza ono sygnały taktowania, 
które synchronizują częstotliwość drgaii generatora fali nośnej 227 CkHzJ 
rozgłośni radiowej "Warszawa program pierwszy". Informacje synchroniza­
cyjne, zawarć a w częstości sygnału nośnego tejże radiostacji, odbierane 
są przez tzw. wtórne wzorce czasu J , zlokalizowane w centralach 
międzynarodowych. Wytwarzają one okresowy sygnał odniesienia dla mikro­
procesorowych pętli fazowych, generujących sygnały taktowania lokalnych 
skal czasu węzłów komutacyjnych tzw. podsieci "master" - drugi poziom 
synchronizacji. Dane o częstotliwości chwilowej generatorów podsieci 
"master", zawarte w szybkości modulacji sygnałów transmitowanych w 
gałęziach sieci, docierają do /zob. rys. 3/: 
- innych generatorów podsieci "master", gdzie wykorzystywane są do 

obliczania tzw. kombinowanej fazy odniesienia oraz 
generatora o najwyższym priorytecie w podsieci lokalnej, sterując 
tam pracą pętli fazowej o takiej samej strukturze jak pętle fazowe 
drugiego poziomu synchronizacji.

Zgodnie z omawianą metodą, zegary węzłów podsieci "master" regu­
lowane są sygnałem odniesienia z wtórnego wzorca czasu zawsze wtedy, 
gdy odbiera on wiarygodne radiowe sygnały synchronizacyjne. W przypadku 
przeciwnym - kryterium dla regulacji pętli stanowi permanentnie modyfi­
kowana kombinowana faza odniesienia. Zasada niniejsza przenosi się na 
podsieci lokalne - trzeci poziom synchronizacji. Najwyższy priorytet 
regulacji pętli przypisany jest tu sygnałom odbieranym od węzła 
"master" nadzorującego daną podsieć.

OZNACZENIA^ 
- Wzorzec czasu 
- Nadajnik rozgłośni Warszawa 1 
- Wtórny wzorzec czasu 
- Generator podsieci .lokalnej 
- Generator podsieci .master 
- Podstawowe linie rozprowadzania zegara 
— Rezerwowe linie rozprowadzania zegara

Rys.3. Metoda synchronizacji zegarów w sieci "SYNKOM" 
Fig.3. Method of clock synchronization in "SYNKOM" network

5. PODSUMOWANIE
Sieó "SYNKOM", a tym samym system jej synchronizacji, znajduje 

się obecnie na etapie zaawansowanych prac projektowo-modelowych. Duży 
procent nakreślonych wyżej problemów ma zatem charakter faktów dokona­
nych. Są jednakowoż i takie, jak np. synchronizacja zegarów sieci, 
które bezpieczniej jest traktować nie jako rozwiązania pewne, lecz 
raczej - najbardziej prawdopodobne.
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THE SYNOHRONIZATION PROBLEMS OF "SYNKOM" NETWORK

A draft of topology and technical structure of "SYNKOM" network 
is giwan. In such distinguished sectlons, principles of bit-synchroni- 
zation, character-synchronization and frame-synchronization are shown. 
A method of clock- synchronization is also described.

nPCSJIEMA CKhTPOKISAUn CEK - "Synkom"

B paóoTe onpeaeueHO TononorMB u TexHMNecsy» cipyKTypy ceni 
"synkom". E iaK BEsejeEtk ypoBHHX ceni enzeano oOiyie npEHUKna noene- 
MeHTHOK CEHXpOHESaiIiIii, SHSKOBOZ CEHXpOHJi3aUliH K IIlfiKUOBOB CMHKpOHlISaLiLi. 
COcysaaeTOH sascb Tose neroa cuHKPOHBsaiuik y3AOBHX reHtparopoB TaKTOBO.. 
tiaCTOTE.
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BADANIE PRZEPŁYWU POMIAROWO-STERUJĄCEGO 
W SYSTEMIE TRANSMISJI DANYCH SIECI KOM­

PUTEROWEJ

Tematem artykułu jest, analiza ruchu posiiarowo-diagnostycznego 
dla założonego modelu systemu pomiarowo-sterującego sieci kompute­
rowej. Określa’się wpływ tego ruchu na taki parametr, jalt czas ob­
sługi pakietów użytkowych. W celu oszacowania parametrów ruchu po­
miarowego wykorzystano metodę symulacji.

1. WST^P

Każda sieć komputerowa powinna posiadać integralnie wbudowany w je­
go architekturę system pomiarowo-diagnostyczno-sterujący (SPS). Celem 
takiego systemu jest optymalne zarządzanie zasobami sieci, rekonfigu- 
racja i odnowa zasobów w warunkach uszkodzenia, rozliczanie użytkowni­
ków, pomiary efektywności sieci itp.W chwili obecnej system spełniający 
tego rodzaju funkcje nie podlega standardom ISO i jest organizowany 
w sieciach w różny sposób, pod warunkiem zgodności z ustaleniami dotyczą­
cymi protokołów sieciowych. Może być umieszczony w określonej warstwie 
(np.sieciowej) lub między warstwami. Może być całkowicie rozproszony lub 
przynajmniej częściowo zcentralizowany. Poniżej przedstawiono pewien mo­
del takiego systemu i przebadano jego wpływ na ruch użytkowy w sieci.

2. MODEL SYSTEMU POMIAROWO-STERUJĄCEGO

Prezentowany system pomiarowo-sterujący umieszczono w warstwie sie­
ciowej w ramach podsieci. Charakteryzuje się on częściowym zcentralizowa­
niem, ponieważ jeden z węzłów jest wyróżniony i spełnia .dodatkowe fun­
kcje jako Centrum Pomiarowe (CP).

xCentrum Obliczeniowe Politechniki Wrocławskiej
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Podstawowym narzędziem tego systemu są specjalne pakiety pomiarowe, 
których zadaniem jest przenoszenie informacji między elementami sieci. 
Mają one wyższy priorytet w stosunku do pakietów użytkowych, zarówno in­
formacyjnych jak i sterujących. Wstawiane są na pierwsze miejsce do ko­
lejki pakietów wyjściowych z węzła i nie podlegają regułom protokołu 
pakietowego, chociaż ich budowa jest kompatibilna z pakietami użytko­
wymi. W omawianym SPS wyróżnia się dwa typy pakietów pomiarowych. 
Pierwszy z nich to typ pakietów, w stosunku do których wszystkie węzły 
są jednakowo uprawnione, zarówno z punktu widzenia nadawcy jak i odbior­
cy. Po takich pakietów należą: sonda, route, echo, dialog operatorski 
itp.
De drugiego typu należą pakiety, które mogą być nadawane tylko przez 
CP. Są to pakiety cechowania czasu, zbierania danych z podsiecildo dzię®.- 
.nika systemu, zdalnego odczytywania lub ewentualnej zmiany pewnych ob­
szarów pamięci, sygnalizacji sprawności itp. Większość z nich wysyłana 
jest przez CP periodycznie. Mechanizm ten, między innymi, stanowi gwa­
rancję detekcji ewentualnej niesprawności CP i umożliwia inicjację i re- 
konfigurację sieciuj, a następnie odnową zasobów i ponowny restart. 
Szczegóły dotyczące funkcji wykonywanych przez omawiany SPS,a także 
dotyczące typów pakietów i ich budowy można znaleźć wLjJ.
Dla potrzeb problemu rozważanego w artykule interesujący jest przede 
wszystkim model ruchu pakietów pomiarowych. Obserwujemy dwa rodzaje 
przepływu pakietów pomiarowych, które związane są z wyróżnionymi wyżej 
dwoma typami pakietów pomiarowych.
Pierwszy z tych dotyczy ruchu pakietów między dwoma dowolnymi kontaktu­
jącymi się węzłami (jednym z nich może być CP). Ruch ten charakteryzu­
je się następującymi cechami:
- małą intensywnością,ze względu na ograniczony zbiór pakietów, z któ­

rych może składać się taki ruch-inicjacja tych pakietów odbywa się 
z reguły przez operatora, co w istotny sposób decyduje o ich inten­
sywności,

- przepływem pojedynczych pakietów o niewielkiej liczbie bajtów, 
— losowym momentem 'generacji pakietów,
- losowym charakterem pary nadawca-odbiorca pakietu, a więc i przypad­

kowymi trasami przepływu ruchu.
Drugi typ ruchu pomiarowego, nazywanego dalej cyklicznym,odbywa się 
między poszczególnymi węzłami a CP. Jest on dużo lepiej określony 
w stosunku do poprzedniego i dużo bardziej intensywny. Charakteryzuje 
się następującymi cechami:
- dużą intensywnością, ponieważ obejmuje wszystkie istniejące typy pa­

kietów/ pomiarowych, z których tylko niewielka częśc inicjowana jest 
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w trybie zapytaniowym przez operatora; większość pakietów inicjowana 
jest automatycznie, bądź z węzłów (pakiety zdarzeniowo-informacyjne) 
bądź z 02,

- przepływem głównie pakietów długich, a nawet serii pakietów (w przy­
padku przesyłania informacji statystycznych z węzłów, zdalnej wymiany 
kodu itp),

- cyklicznym charakterem ruchu, na który nałożona jest losowa składowa 
pojedynczych pakietów,

- ścisłym określeniem drogi przepływu tych pakietów między poszczególny­
mi węzłami a C2.

Na podstawie powyższego zestawienia cech obu rodzajów ruchu pomiarowego 
można przyjąć, że ich wpływ na przepływ pakietów użytkowych nie jest je­
dnakowy.
Ruch między równouprawnionymi węzłami jest niewielki, a możliwości stero­
wania nim praktycznie nie istnieją ze względu na całkowite rozproszenie 
decydentów tego ruchu.
Cykliczny ruch pomiarowy ma natomiast istotny wpływ na pogorszenie para­
metrów sieci z punktu widzenia użytkownika. Ruchem tym jednak można 
w znacznej mierze sterować przez dobór odpowiedniej długości cyklu. Ba­
danie wpływu intensywności cyklicznego ruchu pomiarowego na ruch użytko­
wy jest tematem następnego punktu.

3. MODEL SYMULACYJNY SIECI DLA 20TRZEB ANALIZY RUCHU DOMIAROWEGO

Badanie wpływu intensywności ruchu pomiarowego na ruch użytkowy, 
biorąc pod uwagę dużą liczbę zmiennych losowych w modelu, stosunkowo naj­
łatwiej jest zrealizować metodą symulacji. Uproszczony model sieci kom­
puterowej, w którym uwzględni on8 najistotniejsze czynniki związane z ce­
lem symulacji, jest oparty na modelu przedstawionym wClj. 
\l modelu użytkownika zakłada się, że: 
— czas pomiędzy dwoma kolejnymi zgłoszeniami użytkownika-ma rozkład wy­

kładniczy,
- zgłoszenie ma charakter serii pakietów, a liczba pakietów w serii jest 

liczby losową o rozkładzie równomiernym;
- dobór węzłów jako pary nadawca-odbiorca pakietu ma charakter zmiennej 

losowej o rozkładzie równomiernym.
W modelu sieci przyjęto następujące uproszczenia:
- zakłada się, że sieć jest sprawna,
- jeden, z góry określony węzeł spełnia rolę C2,
- zakłada się poprawne przesyłanie pakietów między węzłami, stąd brak 

potwierdzeń i żądań retransmisji,
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- przetwarzanie pakietu w węźle trwa określony odcinek czasu i nie zale­
ży od długości i rodzaju pakietu,

- wybór drogi dla pakietu w sieci jest realizowany wg algorytmu stałych 
tras '

- pojemność pamięci, buforów pośredniczących i buforów wyjściowych jest 
nieograniczona,

- węzły połączone są ze sobą kanałami dupleksowymi o stałej jedn-kcrej 
szybkości przesyłania (przyjęto 2,4- bity ms).

Dokładny opis modelu i jego realizacji w języku pascalopodobnyn PAŚOAD- 
SIM, zorientowanym na symulacje, znajduje się w 5 . Intensywność zgło­
szeń użytkowników ustalono eksperymentalnie. Przy określonych stałych 
parametrach modelu, zasymulowano prace sieci z wyłączonym systemem pomia­
rowym. V/ ten sposób znaleziono taką średnią intensywność zgłoszeń, która 
powoduje, że sieć pracuje na granicy wydolności. W przykładowo symulowa­
nej sieci tak ustalony średni czas między zgłoszeniami wynosił lOOm.s, 
Dalsze zwiększanie intensywności objawia się stałym zwiększaniem długoś­
ci kolejek w węźle, a na skutek tego czas obsługi pakietów użytkowych 
gwałtownie rośnie, Na takie krytyczne warunki pracy sieci nałożono w dal­
szych eksperymentach symulacyjnych działanie 3PS.
Zmienną wejściową w modelu, jest intensywność ruchu cyklicznego ęiędzy 
CP a pozostałymi węzłami. Jako parametr wyjściowy mierzono, między in­
nymi, bredni czas obsługi pakietu użytkowego w sieci.

4. STEROWANIE RUCHEM POMIAROWYM W CP

Częstotliwość generacji przez CP pakietów pomiarowych istotnie 
wpływa na jakość systemu pomiarowego. Im mniejszy okres próbkowania 
tym:
-krótszy czas wykrycia uszkodzenia każdego z elementów 'Jotcz" 
to również CP) i większe prawdopodobieństwo poprawnej rekońfigurhćji 
i odnowy systemu,

-mniejsza pamięć jest wymagana w węzłach na przechowanie lokalnych da­
nych statystycznych,

-szybsza reakcja na wszelkie dynamiczne zmiany w sieci.
Z drugiej strony duża liczba pakietów pomiarovych krążących w sieci 
wpływa negatywnie na narametry użytkowe systemu, które są nadrzędnym 
kryterium, jakości sieci. Metodą symulacji zbadano jak zmienia się czas 
obsługi.pakietów użytkowych w funkcji intensywności generacji pakietów 
pomiarowych. Wyniki przedstawiono na rys.1.
Zależność ta, jak widać, nie jest liniowa. Począwszy od pewnej wartości 
dalsze zmniejszanie intensywności ruchu pomiarowego (lub inaczej zwię- . 
kszenie okresu generacji) nie wpływa w istotny sposób na obserwowane
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Rys.1 Zależność czasu obsługi pakietów użytkowych od wielkości 
cyklu generacji pakietów pomiarowych.

Fig.1 The time of the user packets flow versus the magnitude of 
the cycle of the generation of the measurement packets.

parametry użytkowe. Dla symulowanej sieci punkt taki występuje' przy 
okresie generacji pakietów pomiarowych równym około 1500ms.
Analizując krzywą otrzymaną w wyniku symulacji można dobrać maksymalną 
częstotliwość pracy 0? przy zachowaniu minimalnego wpływu pomiarów na 
ruch użytkowy. \i pewnym przybliżeniu jest to punkt przegięcia, w któ­
rym ?<rzywa opadająca stabilizuje się prawie do wartości stałej.

5. ZAKOPĆZBMIE

Dobór parametrów ruchu pomiarowego jest istotnym, problemem, który 
może woływać na ocenę pracy całego systemu pomiarowo-diagnostycznego na­
wet przy prawidłowym zaprojektowaniu jego struktury i mechanizmów. Do­
tyczy to każdego systemu poniarowo-sterującego w sieci niekoniecznie 
opartego na modelu przedstawionym w artykule. W każdym przypadku projek 
tant zmuszony jest do kompromisu między maksymalną skutecznością SPS ge 
zerującego intensywny ruch pomiarowy, a dobrymi parametrami użytkowymi 
sieci. Należy podkreślić, że okresy wsmcżońej aktywności Cl przypadają 
najczęściej w czasie intensywnego ruchu użytkowego i przy przeciążonej 
sieci. Przedstawiona powyżej metoda doboru parametrów pracy SIS przy 
pomocy symulacji jest jednym ze sposobów rozwiązania tego problemu.
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IMPLEMENTACJA TRANSFERU, DOSTĘPU I ZARZĄDZANIA 
ZBIORAMI W MODELU SYSTEMU OTWARTEGO

Celem pracy jest przedstawienie założeń implementacyjnych, które 
były przyjmowane przez grupy wykonawców realizujących stacje FTAM 
(File Transfer Access and Management). Uzasadniono potrzebę tworze­
nia założeń oraz wspólnych ustaleń przez grupy wykonawców. Materiał 
zawarty w pracy dotyczy ustaleń poczynionych głównie przez specja­
listów amerykańskich dla FTAM. Bazują one na drugim wydaniu stan­
dardu ISO8571.

1. WPROWADZENIE
Zespoły wykonawców realizujących oprogramowanie rozległych sieci 

komputerowych bazują na dokumentach międzynarodowych organizacji standa­
ryzacyjnych takich jak ISO i CCITT. Dokumenty standaryzacyjne definiują 
usługi i protokoły każdej z siedmiu warstw systemu otwartego ISO/OSI. 
Forma dokumentów jest opisowa, chociaż zauważa się szereg prac próbują­
cych sformalizować specyfikację usług i protokołów.

Praktyka i doświadczenie uzyskane przy projektowaniu i implementacji 
sieci MSK oraz doniesienia o kłopotach zagranicznych wykonawców komponen­
tów składowych rozległych sieci komputerowych wskazują, że stacje war­
stwowe wykonane przez różne zespoły wykonawców, których projekty bazowały 
na identycznych dokumentach standaryzacyjnych nie współpracują ze sobą.

Budując sieć MSK oprogramowywano węzły pakietowej podsieci tran­
smisji danych na dwóch minikomputerach - SM-3 oraz MERA-60. Wewnętrzny 
dokument ■standaryzacyjny" opracował zespół Centrum Obliczeniowego Poli­
techniki Wrocławskiej, który jednocześnie implementował oprogramowanie na 
SM-3. Merę-60 oprogramowywał zespół z Politechniki Śląskiej, który także 
opierał swoje prace na wspomnianym wyżej dokumencie. Po uruchomieniu 
oprogramowania na obu minikomputerach okazało się, że węzły ze sobą nie-
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współpracują. Aby jednak wywiązać się z podjętych zobowiązań, przywie­
ziono KEP.^-60 do Wrocławia i tutaj dokończono uruchamiania. Przyczyną 
niepowodzenia były dwuznaczności w interpretacji dokumentu bazowego.

Analogiczna niezgodność wystąpiła przy uruchamianiu stacji tran­
sferu zbiorów w sieci MSK, jednej implementowanej na Odrze 1305 i drugiej 
na EC1O52. Obie stacje realizowały dwa odrębne zespoły, opierające się w 
swych pracach na jednym dokumencie.

Stąd, pozostaje nadal aktualne pytanie - Co robić, by ustrzec się 
różnej interpretacji tych samych dokumentów standaryzacyjnych ? Nasuwa 
się natychmiastowa odpowiedź - przekazać wykonawstwo stacji warstwowych 
tego samego poziomu, jednemu zespołowi wykonawców. W tym przypadku 
partnerskie stacje będą ze sobą współpracować. Jednak pomysł ten jest 
mało realny. Po pierwsze, nie ma zespołu, który zna wszystkie liczące 
się na rynku komputery, by móc implementować na nich swoje oprogramowa­
nie. Po drugie, każda firma komputerowa pragnie by jej sprzęt był włą­
czony do rozległych sieci komputerowych, czyli każda z nich będzie się 
starać implementować poszczególne usługi nie czekając na zakończenie 
prac nad standardami.

Generalnym rozwiązaniem problemu dwuznacznego rozumienia dokumentów 
standaryzacyjnych jest formalna ich specyfikacja (LOTOS, ESTELLE, SDL). 
Zmusza ona, w przeciwieństwie do tekstu w języku naturalnym, do dokład­
nego zapoznania się ze specyfikacją.

W tym momencie nasuwa się pytanie - Czy nalepy czekać na poziom IS 
każdego ze standardów ? Zauważyć można, że odpowiedź głównych wykonaw­
ców oprogramowania rozległych sieci komputerowych w świecie jest nastę­
pująca - nie czekać! Ale i nie ryzykować. Wiadomo, że produkcja oprogra­
mowania stanowi największą część składową kosztów poniesionych na wytwo­
rzenie systemu komputerowego. Otóż, daje się zauważyć, że producenci 
sprzętu komputerowego starają się wypracować wspólne ustalenia implemen­
tacyjne, które bazują na dokumentach standaryzacyjnych zazwyczaj jest 
to najnowsze wydanie poziomu DP standardu , umawiając się co do szcze­
gółów tej części dokumentu, którą uznają za "ustabilizowaną", tzn. która 
nie ulegnie zmianie lub ewentualnej niewielkiej modyfikacji, gdy dokument 
osiągnie poziom IS poprzedzony przez DIS .'

Przykładem takiej umowy jest prezentowany w niniejszej pracy zbiór 
założeń i Uściśleń dotyczących usług i protokołu transferu, dostępu do 
i zarządzania zbiorami w systemach otwartych (JTAM), opracowany na pod­
stawie [8 j .

2. SPECYFIKACJA IMPLEMENTACJI
2.1 Usługi
Jako obowiązkowe przyjęto następujące jednostki usługowe: F_INITIA-
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LIZĘ, F_SELECT, F_OPEN, F_READ, F_WRITE , F_DATA_END, FJRAESFERJSNP, 
FJ3ŁCSE, FJJESEIECT, F_U_ABORT,FJP-ABORT , F_TERMHIATE. Implementacja 
P CANCEŁ jest opcjonalna. Przyjęto, że równocześnie implementowana jest 
F READ i F WITE, w czasie trwania wyboru zbioru; zachodzi przynajmniej 
raz FLOREN i co najmniej raz F_READ lub FJfRITE; w okresie połączenia 
możemy dokonać więcej niż jednego wyboru zbioru ale kolejno po sobie ; 
połączenie sesyjne jest zakładane na początku działania FTAM i rozłącza­
ne, gdy połączenie transferu jest rozłączane; całkowicie implementowany 
zespół funkcjonalny ograniczonego zarządzania zbiorami, korygowany 
poziom usług oraz atrybuty podzbioru pamięci.

2.2 Atrybuty zbiorów

Implementacje będą negocjować następujące atrybuty zbiorów: nazwę 
zbioru, typ struktury dostępu, nazwę kontekstu prezentacji, bieżący roz­
miar zbioru, dostęp, .bieżący typ struktury dostępu, bieżący kontekst 
prezentacji, przewidywany rozmiar zbioru oraz datę i czas utworzenia 
zbioru. Uzgodniono, że nie ma ograniczenia na maksymalną długość nazwy 
zbioru; system , w którym nie mogą być przetwarzane rozszerzone nazwy 
zbioru, powinien odrzucić (select,create,delete) żądanie skierowane dó 
takiego zbioru; nazwa zbioru składa się z dużych liter oraz cyfr, ale 
pierwszym znakiem nazwy nie mogą być cyfry.

Implementowana będzie jedynie bezpostaciowa struktura dostępu tzn. 
struktury jednowymiarowe i hierarchiczne nie będą na razie brane pod 
uwagę .

Przyjęto implementować dwa konteksty prezentacji: tekstowy formato­
wany oraz bitowo zorientowany. W pierwszym każda linia tekstu jest 
zmiennej długości i zakończona parą znaków sterujących CRLF; długość 
ograniczono do 250 znaków plus CRLF; CR i LF nie mogą występować prze­
dzielone innymi znakami; wykorzystywany repertuar znaków definiuje 
130646 [5].

Obowiązkowymi wartościami atrybutu dostęp są: read, replace, read 
attribute oraz delete file.

Bieżący kontekst prezentacji jest identyczny z PRESENTATION CONTEXT 
tzn. ASCII lub bitowo zorientowany. Pozostałe atrybuty zbioru są imple­
mentowane zgodnie z [5] •

2.3 Ustalenia szczegółowe

- implementacja F_CANCEL w przypadku nienaprawialnych błędów zespołu 
czytania/pisania jest opcjonalna. Stacja otrzymująca F_CANCEL może 
odpowiedzieć F_AB0RT.

- nie implementuje się zespołu funkcjonalnego grupowania.
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- wartość poziomu usługi w F_INITIADIZE ustawia się na poziom korygowany 
Klasa usług - klasa transferu; zespół funkcjonalny - czytanie, pisanie 
ograniczane zarządzanie; podzbiory atrybutów - podzbiór pamięci.

- wartość parametru "tryb przetwarzania" w PROPEN może być read lub re- 
place; kontekst prezentacji ustawiony, wskazujący kontekst transferu 
(ustalenie to przyjęto, ze względu na założenie braku implementacji 
wara twy pre zentac j i).

- dekodowanie F_DATA jest następujące:
IDENTIFIER: wartość specyficznego znacznika kontekstu [55], 
LENGTE ; (długość w oktetach), 
CONTENTS : (oktety).

Definicja F_DATA wykorzystuje notacje ASN.1 : 
F_DATArequest::= data [55] 1MPLICIT OCTETSTRING

- syntaktyka abstrakcyjna wykorzystuje typ danych "ISO646STRING".
- atrybut kontekst prezentacji stosowany w żądaniu SEIiECT/CREATE ogra­

niczony jest do sekwencji definiującej tylko jedną nazwę kontekstu 
prezentacji. Dekodowanie nazwy kontekstu prezentacji następuje zgodnie 
z regułą:

PresentationContertName::* Application [ij] PrintableString
- nazwa kontekstu prezentacji w F_OPENrequest i F_OPENresponse jest obo­

wiązkowa (w standarcie opcjonalna).
- ustalono syntaktykę abstrakcyjną F_INITIA.1I ZE. nie przytaczamy jej ze 

względu na ograniczoność miejsca . «
- zgodzono się, że wszyscy implementują stacje ETAN zgodnie z tablicą 

stanów podaną w [4] uwzględniając to co podano wyżej .

2.4 Dalsze uzgodnienia szczegółowe

Przytoczone niżej rekomendacje implementacyjne nie są specyfikowane 
w dokumencie standaryzacyjnym. Przyjęto je jednak, aby być pewnym, że 
różne implementacje FTAM będą ze sobą współpracować:
- przyjęto, że wszystkie implementacje FTAM będą bezpośrednio odwzorowa­

ne w usługi sesyjne i nie będą wykorzystywane w tym czasie usługi CASE 
[6,7]. F INITIALIZEreąuest jest osadzony w S_CONNECTrequest oraz 
F_INITIALIZEresponse w S_CONKECTresponse, czyli nie jest on wysyłany . 
jako S_DATArequest po ustanowieniu sesji. Jeżeli F_INITIALIZEresponse 
jest pozytywnie potwierdzone, to F_INITIAUZEresponse odwzorowane jest 
całkowicie w 3 ACCEFT. W przypadku przeciwnym na S_REFUSE.

- FU ABORT i F P_ABORT są odwzorowane w S_DATArequest. Odbiorca F_U_ 
ABORT i F_P_ABORT musi wysłać S_U_ABORTrequest .

- każda implementacja powinna być zdolna do rozbioru gramatycznego 
wszystkich, poprawnych parametrów opcjonalnych [3,4} , jeżeli parametry 
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te występują w jednostce danych protokołu, jednak tylko te parametry, 
które wymienia się w umowie, są brane pod uwagę przy żądaniach i odpo­
wiedziach. Niektóre parametry opcjonalne zamieniono na obowiązkowe. 
Jeżeli nie występują one w jednostce danych protokołu, żądanie nie 
może być odrzucone.

- umowa nie ogranicza działań podejmowanych w sytuacjach błędu i diag­
nostyce, a zaproponowanych w IS08571. Implementacje mogą zwrócić w 
odpowiedzi "negatywne" wartości diagnostyczne lub wysłać F_U_ABORTre- 
ąuest.

- po błędzie, tzn. po F_U_ABORT lub F_P_ABORT, zaleca się pozostawić 
zbiór w stanie, który umożliwia kolejny dostęp do niego zarówno z od­
dalonego jak i z lokalnego systemu.

- nie umówiono się odnośnie reguł rządzących współużywalnością zbiorów 
(atrybuty nie są implementowane). Postanowiono problemy współużywal­
ności pozostawić lokalnym systemom do rozwiązania. Jednak by zmniej­
szyć dodatkowe źródło błędów zalecono stosowanie następujących reguł 
implementacyjnych:
a/ zbiór może być współużywalny przez kilka transferów jednocześnie 

jedynie, gdy dostęp do niego posiada tryb czytania,
b/ jeżeli zbiór udostępniono w trybie pisania, to dowolne żądanie 

dostępu do zbioru powinno być odrzucone,
c/ zbiór nie może być modyfikowany przez użytkowników lokalnego syste­

mu podczas trwania transferu.
- reguły dekodowania nagłówków jednostek danych protokołu będą zgodne z 

syntaktyką IS0/ASN.1 (jednak przyjęto, że maksymalna długość jednostki 
protokołu nie przekroczy 1024 oktetów).

- parametr DIAGNOSTIC zdefiniowano jako ImplicitSeąuence.
- jeżeli operator otrzyma S_CONNECT, a dane użytkownika przenoszone w 

tej jednostce wskazują na niepoprawialny błąd, wtedy:
a/ jeżeli dane użytkownika rozpoznano jako P_INITIALIZEreąuest, opera­

tor powinien odpowiedzieć F_INITIALIZEresponse - lub F_P_ABORT z 
parametrem diagnostycznym wskazującym na nieporawialny błąd. 
Jednostki te będą przenoszone w S^ONNECTresponse - . Parametry w 
F_INITIAIiIZErespon3e powinny być zwierciadlanym odbiciem parametrów 
F_INITIAiIZErequest; jeżeli nie jest to możliwe, operator ustawia 
wartości zastępcze.

b/ jeżeli dane użytkownika nie mogą być rozpoznane jako F_INITIALIZEre 
ąuest, wtedy operator powinien odpowiedzieć 3_U_AB0RT z kodem odpo­
wiadającym przyczynie błędu.

3. PODSUMOWANIE
Przedstawione w pracy uzgodnienia poczynione pomiędzy użytkownikami 
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różnych systemów komputerowych i zauważalny pośpiech w implementacji 
przede wszystkim usługi zbiorów w sieciach komputerowych wskazuje, że 
istnieje duże zapotrzebowanie na tego typu usługi, które zmusiły produ­
centów do prac, pomimo braku ustabilizowanych dokumentów standaryzacyj­
nych. Producenci starają się oprzeć swoje wyprzedzające prace na naj­
nowszych dokumentach ISO, uzgadniając szczegóły implementacyjne w taki 
sposób by "okrojone" implementacje mogły ze sobą współpracować; kolejne 
nadzbiory uzgodnień będą również ustalane. Przyjęcie takiej strategii 
rozwojowej zapewni im gotowe produkty w momencie niezbyt oddalonym od 
chwili ukazania się pełnego dokumentu poziomu IS.

Można potraktować przedstawione w pracy uściślenia jako dobry punkt 
wyjścia do dyskusji nad implementacją usług zbiorów w polskich rozle­
głych sieciach komputerowych.

LITERATURA
[1] ISO DIS8571/1, TC97/SC21 N-2372, AUG. 1986,
[2] ISO DIS8571/2, TC97/SC21 N-2373, AUG. 1986,
[31 ISO DIS8571/3, TG97/SC21 N-2374, AUG. 1986,
[43 ISO DIS8571/4, TC97/SC21 N-2375, AUG. 1986,
[5] 7-bit Coded Character Set for Information Processing Interchange, 

ISO646, 1973,
6] ISO DIS8649/2, TC97/SC21 N-1493, May 1986,
7] ISO DIS865O/2, TC97/SC21 N-1494, May 1986,
EJ NBSIR 86-3385-1, Implementation Agreements for Open Systems Inter- 

connection Protocols, NBS, Revised July 24, 1986

EHE TRANSFER, ACCESS and MANAGEMENT E-IPLEI-3NTATI0N
FOR OPEN SYSTEMS INTERCONNECTION

The paper deals with implementation agreements for Open Systems 
Intercomećtion undertaken by the File Transfer, Access and 
Management implementor groups. The need for such an agreement is 
justified. Presented agreements are madę by american experts for 
the second edition of the ISO/OSI FTAM standard.
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USŁUGA TRANSFERU ZBIORÓW W SIECI KOMPUTEROWEJ

Zakres usług informatycznych sieci komputerowej wyznaczony jest 
przez sumę usług świadczonych przez poszczególne systemy kompu­
terowe wchodzące w jej skład oraz możliwości łącznego wykorzys­
tania usług różnych komputerów. W pracy skoncentrowano się na 
usłudze transferu zbiorów, umożliwiającej przenoszenie informacji 
w postaci zbiorów pomiędzy komputerami obliczeniowymi sieci.
Rozważono zagadnienia mające wpływ na niezawodność oraz "szybkość" 
transferu. Omówiono sposób dostępu do usług.

1. WPROWADZENIE

Sieć komputerowa łącząc wiele systemów komputerowych umożliwia 
użytkownikowi dostęp do usług świadczonych przez każdy z komputerów 
obliczeniowych (KO) sieci oraz do tzw, usług sieciowych, w których rea­
lizacji uczestniczy conajmniej dwa KO. Jedną z usług sieciowych jest 
usługa transferu zbiorów umożliwiająca przenoszenie zbiorów pomiędzy KO 
sieci. Dla jej realizacji wymagana jest współpraca dwóch programów syste­
mowych, tzw. Stacji Transferu Zbiorów (STZ), zlokalizowanych w różnych 
KO sieci. Programy te w imieniu zleceniodawcy użytkownika usług reali­
zują usługę transferu zbioru, wykorzystując w tym celu komendy protokołu 
transferu zbiorów, łącznie programy STZ zlokalizowane w każdym z KO 
sieci tworzą tzw. System Transferu Zbiorów, dostarczający usługi 
wszystkim użytkownikom sieci. W pracy przedstawiono wybrane zagadnienia 
związane z implementacją usługi, które zdaniem autorów mają największy 
wpł;w na jej jakość [1,2].

2. PRZEBIEG'TRANSFERU

Jak wspomniano powyżej dla realizacji usługi transferu zbiorów 
wymagana jest współpraca dwóch STZ zlokalizowanych w różnych KO sieci. 
Jedna ze stacji, lokalna względem użytkownika wydającego polecenie tran- 
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sferu jest odpowiedzialna jego przebieg 1 nazywana jest kontrolerem, 
druga ze stacji uczestnicząca w transferze wykonuje tylko polecenia kon­
trolera i nazywana jest operatorem [3].

Przebieg każdego transferu można podzielić na pięć faz:
- fazę nawiązywania połączenia, w której nawiązywane jest połączenie 

miedzy współpracującymi ST Z z wykorzystaniem usług warstw niższych, 
- fazę negocjacji, w której ustalony jest sposób prowadzenia transferu 

(negocjowane są parametry zbiorów, parametry transmisji, itp),
- fazę transferu danych, w której odbywa się transmisja według zasad 

uzgodnionych w fazie negocjacji,
- fazę zakończenia transferu, w której uzgadniany jest status zakoń­

czenia transferu.,
- fazę rozłączenia połączenia, w której rozłączane jest połączenie 

między współpracującymi ST2.
W zależności od przyjętego rozwiązania implementacyjnego, niektóre 

z faz mogą zachodzić na siebie lub może być ich brak dla konkretnego 
transferu. Jednakże w każdym transferze występują trzy środkowe fazy. 
Sposób prowadzenia, transferu, w szczególności fazy negocjacji uzależnio­
ny jest od liczby zaimplementowanych warstw modelu odniesienia [5j. 
Pierwsze cztery warstwy są praktycznie implementowane we wszystkich sie­
ciach, natomiast funkcje pozostałych trzech warstw niejednokrotnie są 
spełniane przez jedną warstwę (warstwę aplikacji). Powoduje to koniecz­
ność negocjowania pewnych warunków przeprowadzani^ transferu, które .nor­
malnie są ustalane przez warstwy sesji oraz prezentacji (np. kod tran­
sferu, czas odczekania). Jednakże bez względu na liczbę zaimplementowa­
nych warstw, można przeprowadzić identyczną klasyfikację usług transferu 
ze względu na jakość oferowanej usługi. Dla użytkownika najistotniejszy­
mi cechami usługi jest jej niezawodność, czas realizacji oraz wygodz w 
posługiwaniu się usługą, i w-tym też kierunku powinny zmierzać podstawo­
we działania implementatorów usługi transferu zbiorów.

3. CZAS REALIZACJI TRANSFERU

Poza czynnikami czysto fizycznymi, takimi jak przepustowość podsie­
ci transmisji danych, szybkość obliczeniowa systemu, itp-. na czas reali­
zacji transferu mają wpływ sposób nawiązywania połączenia [Aj.oraz przy­
jęta strategia planowania kolejnością transferu,

W nierwszym -przypadku zasadnicze pytanie brzmi: czy używać komend 
protokołów niższego poziomu dla przenoszenia danych, poziomu wyższego 
(tzw. zagnieżdżane). Przyjęcie takiego rozwiązania jest niebezpieczne 
z conajmniej dwóch powodów. Po pierwsze powoduje ono wydłużenie komend 
niższego poziomu, a po drugie stwarza problemy w przypadku ponownego 
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wykorzystania tego samego połączenia dla realizacji innego transferu lub 
w przypadku mu?tiplekeowania połączenia poziomu niższego. Jednakże w 
przypadku, gdy nie występuje multipieksowanie oraz w komendzie poziomu 
rlższego przekazywana jest tylko część parametrów, to korzyści ze sto­
sowania wymienionej techniki mogą być duże nawet w przypadku próby prze­
prowadzenia innego transferu na tym samym połączeniu. Zmniejsza się 
liczba wymaganych interakcji pomiędzy współpracującymi systemami oraz’ 
do ogólnego czasu trwania transferu nie jest wliczany czas ustanawiania 
połączenia. Oczywistym jest w tym przypadku konieczność oczekiwania z 
zaakceptowaniem połączenia niższego poziomu do momentu zaakceptowania 
połączenia na poziomie niższym. Dlatego też parametry.zagnieżdżone w 
komendzie niższego poziomu powinny z dużym prawdopodobieństwem stanowić 
a pozytywnym zakończeniu późniejszej negocjacji na poziomie transferu 
zbiorów.

Drugim wymienionym elementem mającym wpływ na czas realizacji tran­
sferu jest odpowiednio zestrojony system planowania transferami. 
Pomijając zagadnienia związane z długością przesyłanego zbioru, można 
przyjąć, że poprawny system planowania powinien spełniać następujące 
kryteria:

- brak monopolizacji kierunku transferu,
- brak monopolizacji typu realizowanych zleceń lokalne, zdalne , 
- brak monopolizacji połączeń transportowych-.

Przyjęcie powyższych założeń prowadzi do bardzo prostego algorytmu 
planowania transferami, który zapewnia:

- wykonanie na jednym połączeniu dwóch transferów w przeciwnych kie­
runkach,

- wykonanie na jednym połączeniu jednego transferu będącego wynikiem 
polecenia lokalnego i jednego zdalnego.

Po wykonaniu takiej pary transferów, następuje rozłączenie połącze­
nia i pobranie następnego transferu do realizacji zgodnie z warunkiem ’ 
braku monopolizacji połączenia transportowego. Z drugiej strony w celu 
minimalizacji liczby nieefektywnych wywołań zdalnych STZ z sieci, należy 
przyznać priorytet transferom zdalnym; niestety może to spowodować mono­
polizację typu wykonywanych zleceń transferu. Pewnym rozwiązaniem w tym 
przypadku jest stosowanie komendy "Przejmij funkcję kontrolera", która 
daje możliwość realizacji transferu zdalnego. Technika ta może być sto­
sowana tylko w przypadku monitorowania nieefektywnych wywołań ST Z z 
sieci. Minimalizacja liczby wywołań z sieci umożliwia również stosowanie 
tzw. zbioru informacyjnego transferu zawierającego rekordy zapisu stanu 
transferu. W rekordach tych zapisywane są informacje dotyczące aktualne­
go stanu transferu jak położenie ostatnio przyjętego znacznika, liczba 
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przyjętych znaczników, jak również informacje określające nowód odrzu­
cenia wywołania zdalnej STZ. Bazując na tych informacjach, system plano­
wania może wybierać do realizacji transfery, dla. których próba nawiąza­
nia połączenia powinna zakończyć się pozytywnie.

Reasumując, stosowanie zagnieżdżania komend oraz odpowiednio 
zestrojony system planowania, poprzez zmniejszenie liczby interakcji po­
między systemami oraz minimalizację liczby nieefektywnych wywołań, skra­
ca czas realizacji transferu (w zależności od sytuacji średni lub maksy­
malny) .

4. NIEZAWODNOŚĆ TRANSIERU

Transfer zbioru w sieci komputerowej odbywa się w środowisku zawod­
nym, możliwe są awarie komputerów biorących udział w transferze jak i 
przekłamania w informacji przesyłanej. Jednakże protokoły transferu 
zbiorów nie zawierają mechanizmów umożliwiających wykrycie a następnie 
korekcję błędu, dlatego też jest to realizowane przez warstwy niższe 
bądź też błędna sytuacja jest raportowana do stacji aplikacyjnych ( poza 
zniekształceniami zbiorów wynikającymi z różnych zestawów znaków gra­
ficznych systemów biorących udział w transferze). Dlatego też, na nosdo­
mie STZ wymagane są mechanizmy umożliwiające kontynuację przerwanych 
bądź błędnych transferów. Kędy transferu mogą występować w każdej z faz 
jego realizacji. W zależności od fazy transferu wymagane są inne mecha­
nizmy umożliwiające jego kontynuację. I tak w przypadku błędów w fazie 
nawiązywania połączenia wymagane jest powtórzenie transferu od początku. 
W przypadku błędów w fazie negocjacji wymagane jest następujące postępo­
wanie - wznowienie transferu od początku i w przypadku odrzucenia wznc- 
wienia, jego powtórzenie. Błędy w fazie transferu danych wymagają wzno­
wienia transferu od ostatniego poprawnie odebranego znacznika informa­
cja zapisana w rekordzie zapisu stanu transferu . Dlatego też w strumie­
niu przesyłanych danych należy umieszczać znaczniki oraz wymagana jest 
możliwość negocjacji punktu startu wznawianego transferu. Alternatywnym 
rozwiązaniem jest powtórzenie transferu od początku, jednakże w tym 
przypadku czas realizacji transferu ulega znacznemu wydłużeniu. Błędy w 
fazie zakończenia transferu mogą doprowadzić do błędnej interpretacji 
statusu zakończenia transferu. Dlatego też jest wymagane wznowienie 
transferu w celu wynegocjowania poprawnego statusu zakończenia. W przy- 
padku negatywnej odpowiedzi na wznowienie należy przyjąć, że ostatnio 
nadany status transferu jest ważny. Wynika to z faktu, że status zakoń­
czenia transferu zostaje praktycznie ustalony w fazie transferu danych 
poprzez wymianę odpowiednich komend pomiędzy odbiorcą i nadawcą. Stąd 
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ponowne wysłanie komendy kończącej transfer wraz z poprzednią wymianą 
stanowi podwójne potwierdzenie ustalonego statusu zakończenia. Fakt po- 
wyższy ma szczególne znaczenie, gdy usługa transferu zbiorów jest wyko™ 
rzystywana przez inne stacje aplikacyjne, np-. system trabsferu zadań, 
gdzie zagadnienia niezawodnościowe są bardzo ważne. W przypadku braku 
powyższych mechanizmów praktycznie naprawialne mogą być tylko błędy 
występujące w fazie nawiązywania połączenia oraz fazy zakończenia (po- 
mijając mechanizm powtórzenia transferu od początku, który może byó 
stosowany przy traku wznowień).

Odmiennie przedstawia się sytuacja w przypadku wystąpienia przekła­
mania informacji w trakcie transferu danych bądź częściowe jej zagubie­
nie. Przydatny wtedy staje się mechanian powtórek umożliwiający ponowne 
przesłanie tej samej informacji w ramach tego samego transferu. Należy 
zauważyć, że zaimplementowanie tylko mechanizmu powtórzeń jest wystar­
czające w celu poprawnego przeprowadzenia każdego transferu, jednakże 
jest to możliwe tylko w przypadku, gdy implementacja dostępu do zbiorów 
umożliwia przywrócenie stanu -ooczątkowego w przypadku błędu. Zwiększa to 
jednakże czas realizacji transferu.

5. J?ZYK UŻYTKOWNIKA

Ze względu na wygodę użytkownika System Transferu Zbiorów powinien 
byó systemem transakcyjnym, tzn. systemem, który polecenie użytkownika 
przyjmuje jako zlecenie, wykonywane niezależnie od dalszej działalności 
użytkownika-. Jednocześnie sposób wydawania poleceń do systemu powinien 
być jak najprostszy. Najlepszym rozwiązaniem jest włączenie komunikacji 
użytkownika z systemem do Języka Opisu Zadań JOZ każdego z lokalnych 
systemów operacyjnych. Jest to konstrukcyjnie i użytkowo wygodne rozwią­
zanie, gdyż pozwala ono użytkownikowi na przekazywanie dyrektyw do syste 
mu za pomocą komend JOZ oraz otrzymywania informacji od systemu w sposób 
analogiczny do innych informacji otrzymywanych od systemu operycyjnego. 
Komunikacja użytkownika z systemem może się odbywać poprzez zbiory; ko­
mendy systemu STZ dopisują lub usuwają komunikaty ze zbiorów.komunika­
cyjnych zwanych "skrzynkami pocztowymi", a więc nie obowiązuje żadna 
synchronizacja działań użytkownika z działalnością systemu STZ. Oznacza 
to, że komendy systemu STZ mogą być wydawane w dowolnym czasie, nieza­
leżnie od siebie, niezależnie od wykonywanych transferów i niezależnie 
od czasów eksploatacji systemu STZ. Z drugiej strony użytkownik powinien 
mieć przez cały czas możliwość monitorowania wydanych poleceń, poprzez 
komendy umożliwiające uzyskanie informacji o stanie zaawansowania wyko­
nywanej usługi oraz możliwości zaniechania jej wykonywania. Powyższe 
powinno być możliwe niezależnie od trybu pracy użytkownika (konwersa-
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cyjnie lub wsadowo).

6. PODSUMOWANIE

Omawiana w pracy usługa transferu zbiorów umożliwia użytkownikowi:
- przenoszenie zbiorów między różnymi KO,
- zaniechanie wykonywania wydanego polecenia,
- uzyskanie informacji o stanie zaawansowania wykonywanej usługi.

W pracy przedstawiono najistotniejsze zdaniem autorów problemy 
występujące w implementacji omawianej usługi, wpływające na jej "jakość" 
Pracę należy traktować jako propozycję, a jednocześnie głos w dyskusji, 
jak powinna wyglądać poprawna implementacja usługi transferu zbiorów.
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MIEJSCE ALOKACJI
W SYSTEMIE GENERACJI OPROGRAMOWANIA WSPÓŁBIEŻNEGO 

DLA LOKALNYCH SIECI KOMPUTEROWYCH

Praca dotyczy metodologii oprogramowywania systemów rozproszonych. 
Proponuje określenie i wyróżnienie poziomu oprogramowania, na któ­
rym można by operować jednolitą terminologią niezależną od rozwią­
zań sprzętowych, a który służyłby do manipulowania komponentami 
składającymi się na oprogramowanie np. lokalnej sieci komputerowej. 
Podejście takie umożliwiłoby budowę 1 użytkowanie oprogramowania 
systemów rozproszonych w sposób modularny. Operowanie wcześniej 
przygotowanymi modułami-komponentami byłoby, natomiast zadaniem 
specjalnego programu zwanego "alokatorem".

Rozwój lokalnych sieci komputerowych stworzył zapotrzebowanie na 
opracowanie specjalnych narzędzi programistycznych użytecznych w pracach 
związanych z oprogramowaniem systemów rozproszonych. Uogólniając można 
powiedzieć, że należy znaleźć poziom, na którym możliwe byłoby w miarę 
jednolite widzenie i obsługa sytuacji związanych z różnorodnym sprzętem 
komputerowym. Na takim poziomie działałby programista systemowy decydu­
jący o ostatecznym kształcie warstwy software'owaj udostępnionej użyt­
kownikowi wraz ze sprzętem.

W odpowiedzi na to zapotrzebowanie zrodził się pomysł skonstruowa­
nia systemu software'owego COSIL (COncurrent Software Implementation for 
Distributed systems) wspomagającego implementację oprogramowania w lokal­
nych sieciach komputerowych [4]. Ma on służyć do wyprodukowania (kompi­
lator) i manipulowania (alokator) komponentami, z których programista 
systemowy mógłby konstruować system oferowany konkretnym użytkownikom, 
a także, w miarę potrzeby modyfikować go.

36 Katedra Informatyki Uniwersytetu Jagiellońskiego, Kraków, 
“instytut Fizyki Jądrowej, Kraków.
“fraca wykonana w ramach programu badawczego Min.SzWiT RP.I.O9 "Rozwój 

języków, uetod i podstaw formalnych programowania".
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W niniejszym referacie zasygnalizowane zostaną rozwiązania oferowa­

ne przez alokator w systemie COSID. Ten, pewnego rodzaju program organi­
zacyjny, ma dc spełnienia dwa zadania, pierwsze z nich to pierwotne roz­
mieszczenie w systemie komponentów, tak, aby stworzyły pożądaną struktu­
rę. Ponieważ lokalna sieć komputerowa złożona jest z kilku (czasami róż 
ncrodnych) maszyn cyfrowych, które kolejno włączane są do pracy, to dzia­
łający w czasie fizycznego uruchamiania sprzętu alokator winien umożli­
wić sukcesywne uruchamianie ich, czuwając nad organizacją powiązań w ca­
łym systemie. Drugie zadanie, funkcjonalnie analogiczne do pierwszego, 
to manipulacja komponentami w trakcie eksperymentów związanych z przy­
gotowaniem ostatecznej postaci części software'owej systemu,.jaki -a być 
oferowany użytkownikowi. Należy tu uwzględnić zarówno proste przenosze­
nie komponentów pomiędzy węzłami, jak i ewentualne ich usuwanie spowodo­
wane wyłączaniem z pracy całych węzłów, bądź poszczególnych urządzeń za­
równo w normalnym trybie pracy (zakończenie pracy przez jednego współ­
użytkownika sieci) jak i awaryjnym [5]. Podobne zadania stawia zresztą 
modyfikacja czy rozbudowa sieci.

Alokator musi widzieć sieć jako jeden system programowo-sprzętowy, 
na którego stanie dokonuje operacji. Konieczność realizacji tych zadań 
wymaga zdalnej alokacji t. j. możliwości oddziaływania z jednego węzła 
sieci na przebieg alokacji w innym węźle. Dla poprawnego działania sys­
temu 0C3ID oraz programu współbieżnego wytworzonego przy jego pomocy po­
trzebne jest istnienie oprogramowania podstawowegę lokalnej sieci kompu­
terowej. Musi ona logicznie odpowiadać zadaniom systemu transportowego 
według standardu ISO OSI Reference Model 122, który organizuje przesyła­
nie komunikatów pomiędzy różnymi komponentami. Wybór konfiguracji sieci 
nie ma więc wpływu na logiczną definicję alokatora, będzie natomiast go 
mieć na efektywność pracy. Ze względu na konieczność realizacji funkcji 
rozgłaszania zalecana jest konfiguracja Ethernet.

Jednym z najbardziej istotnych pytań dotyczących systemu alokacji 
jest pytanie "Który z węzłów i w jaki® zakresie może alokować komponen­
ty systemu?". System COSID pozwala zróżnicować poszczególne węzły sieci 
komputerowej w zależności od ich "samodzielności" w czasie alokacji. Wy­
różniamy więc: 
- węzły nadzorcze - przechowujące informacje i komponenty niezbędne do 

zaalokowania całego systemu,
- węzły lokalnie nadzorcze - przechowujące informacje i komponenty wy- 

starczające do zaalokowania podsystemu w jednym węźle,
- węzły lokalnie samodzielne - przechowujące komponenty lokowane w danym 

węźle,
- węzły uzależnione - mogące współpracować tylko z istniejącym oprogra­

mowaniem.
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Powyższy podział iust dodatkowo uzasadniony różnymi możliwościami sprzę­
towymi komputerów wchodzących, w skład sieci.

Jednym z podstawowych zadań realizowanych przez węzeł nadzorczy jest 
możliwość przechowywania pliku opisu stanu sieci. Plik ten aktualizowany 
jest w wyniku działania alokatora. Należy zauważyć, że ponieważ możliwe 
jest istnienie aktualnej kopii pliku opisu sieci w więcej niż jednym wę­
źle to istnieje możliwość zrezygnowania z wyróżnienia tylko jednego z 
nich jako węzła nadzorczego i mówienie o kilku węzłach nadzorczych. W ta­
kiej sytuacji każda akcja alokacji musi informować wszystkie węzły nad­
zorcze o zmianach w pliku opisu sieci, które się dokonały (bardzo dogod­
na jest w takim przypadku funkcja rozgłaszania), Należy ponadto zapewnić, 
że więcej niż jedna akcja alokacji nie będzie wykonywała się w danym mo«» 
mencie).

Kolejnym pytaniem będzie "Jak opisywać dopuszczalne powiązania wza­
jemne pomiędzy komponentami ora® sposób przypisania komponentów do kon­
kretnych Węzłów?". W systemie COSID przewiduje się istnienie specjalnego 
języka opisu alokacji, który, dzięki zastosowaniu jako aparatu formalne­
go gramatyk grafowych Q1J, pozwala na łatwą modyfikację struktury powią­
zań oraz doprecyzowanie tych powiązań na żądanie alokatora. Taki konwer- 
sacyjny tryb pracy (wspomagany dodatkowo przez specjalnie zaprojektowany 
system konwersacyjny) jest wyjątkowo dogodny dla projektanta systemu, 
tworzącego jego kolejne, możliwie coraz bardziej doskonałe wersje. Nie 
jest on jednak zadowalający dla użytkownika systemu, który wcale nie mu­
si być zainteresowany znajomością wszystkich szczegółów dotyczących sys­
temu (a wprost przeciwnie zwykle chce od nich abstrachować), W tym przy­
padku system CGSIP oferuje wsadowy tryb pracy alokatora, który pozwala 
zaalokować system według propozycji pozostawionych przez projektanta sy­
stemu.

Jedną z podstawowych zalet systemu alokacji wspomaganego przez COSID 
jest możliwość opóźnienia definiowania nazw globalnych kreowanych kompo­
nentów do etapu kompilacji, dzięki wprowadzonemu w K], mechanizmowi ję­
zykowemu, który pozwala na etapie kompilacji wyznaczyć tylko typy współ­
pracujących ze sobą komponentów. Pozwala to na dynamiczne definiowanie 
podsystemów , w kolejności zgłaszania się do pracy poszczególnych węzłów 
sieci.

Ponieważ celem niniejszego artykułu jest zasygnalizowanie udogod­
nień proponowanych przez system alokacji nie omawiano w nim kilku proble­
mów, których rozwiązanie jest niezwykle istotne dla systemu alokacji, 
mających jednakże bardziej techniczny charakter. Są nimi: 
- sposób realizacji oddzielnej kompilacji, 
- sposób transmitowania oprogramowania pomiędzy węzłami, 
- struktura!systemu alokacji,
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-stopień rozproszenia funkcji alokacji. 
Są one bardziej szczegółowo onówione w m.

' Prace implementacyjne rozpoczęte w bieżącym roku w ramach projektu 
COSID pozwalają żywić nadzieję na praktyczną weryfikację naszkicowanej 
koncepcji generowania oprogramowania dla lokalnych sieci komputerowych,
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SOME NOTiS CONCEBKING DISTRIBUTED SYRWS SOFTWARE GOWSTRUCTIOH

This paper presenta sonę notes concerning distributed Systems 
software constructioa. Problems refering to sodules aanipulation for 
this particular software are discused morę thoroughly, and creation of 
an allokator - a special program for serrising such a ranipulatlen is 
proposed«
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WYMAGANIA STAWIANE LOKALNYM SIECIOM KOMPUTEROWYM
PRZEZ INFORMATYCZNY SYSTEM SZPITALNY

W artykule omawia się informatyczny system dla szpitala wieloprofilowego, 
dokonuje się podziału na podsystemy.charakteryzuje się je^ precyzuje wy­
magania funkcjonalne systemu oraz strukturę bazy danych. Informatyka na 
świecie, a szczególnie w krajach o wysokiej technice, znajduje szerokie 
zastosowanie w medycynie i organizacji ochrony zdrowia. W Polsce także wie­
le Ośrodków zajmuje się tę problematykę.

1. WSTĘP
Informatyka jako niezależna dziedzina nauki powstała stosunkowo niedawno.
Na świecie znajduje ona szerokie zastosowanie w różnych dziedzinach nauki a w 

tym w medycynie i organizacji ochrony zdrowia ze względu na ogromnę ilość informacji, 
która jest potrzebna do opisywania stanu zdrowia społeczeństwa.

Historycznie rzecz cioręc, informatyka do medycyny i organizacji ochrony zdrowia 
wkroczyła na świecie u schyłku lat sześćdziesiętych. Do najczęściej realizowanych tema­
tów w zakresie informatyzacji należę:

- medyczne systemy informatyczne w:
- szpitalach,
- ambulatoriach,
- opiece pielęgniarskiej,

- kliniczne wspomaganie procesu leczenia,
- zastosowanie mikro- i minikomputerów w:

- ultrasonografii,
- medycynie nuklearnej,
- radiologii,
- analizie EKG,
- epidemiologii i statystyce medycznej,
- analizie EEG,
- laboratorium analitycznym,
- intensywnej terapii,
- formacji i gospodarce lekami, itd.

x Ośrodek Informatyki Medycznej, Wrocław, P1. Dzierżyńskiego 6
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Światowy dorobek w zakresie stosowania informatyki w Służbie Zdrowia prezentowa- 
ny jest co 3 lata na Światowych Kongresach MEDINFO /ostatni Kongres odbył się w 1986 r. 
w Waszyngtonie, następny odbędzie się w 1986 r. w Chinach/.

W Polsce prace informatyczne prowadzi większość placówek Służby Zdrowia ale w 
większości są to systemy specjalistyczne uwzględniające potrzeby lokalne a eksploata­
cja ich odbywa się na różnym sprzęcie komputerowym.

Pod auspicjami Wydziału Zdrowia i Opieki Społecznej - Urzędu Wojewódzkiego we . 
Wrocławiu powołano Ośrodek Informatyki Medycznej, który zajmuje się analizą, opracowy­
waniem i wdrożeniem systemów informatycznych szpitalnych. Dorobek tych prac również 
prezentowany jest na Kongresach Światowych /1/ /2/.

Lata osiemdziesiąte stworzyły realną szansę na stosowanie informatyki w medycy­
nie i jednostkach Służby Zdrowia ze względu na dostępny w Polsce sprzęt mikrokompute­
rowy, który może zapewnić rozproszoną strukturę systemu informatycznego z lokalnymi 
punktami przetwarzania.

Taki sprzęt komputerowy ma przewagę nad innym: nie zajmuje dużej powierzchni 
i nie wymaga klimatyzacji.

2. KONCEPCJA INFORMATYCZNEGO SYSTEMU SZPITALNEGO /HIS/
2.1. Analiza struktury informacyjnej szpitala
W Wydziale Zdrowia i Opieki Społecznej we Wrocławiu opracowano "Koncepcję kompu­

terowego systemu informatycznego dla szpitala wieloprofiłowego" /3/, w której uwzględ­
niono podział na dwa główne piony:

- medyczny,
- administracyjno-ekonomiczny.

W pionie medycznym wyodrębniono pewne autonomiczne funkcjonujące jednostki:
- izbę przyjęć,
- dział rejestracji, statystyki i dokumentacji,
- oddziały,
- poradnie,
- pracownie diagnostyczno-lecznicze,
- aptekę,
- punkt krwiodawstwa,
- dział sterylizacji.

W pionie administracyjno-ekonomicznym wyodrębniono między innymi:
- dział służb pracowniczych,
- dział żywienia,
- dział ekonomiczno-finansowy,
- dział administracyjno-gospodarczy,
- dział eksploatacyjno-gospodarczy.
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W ramach funkcji, jakie spełniają w/w jednostki w pionie medycznym można doko­
nać następującego podziału:

A - jednostki organizacyjne obsługujące i wspomagające proces;
- badania,
- diagnozowania,
- leczenia pacjenta,

3 - Jednostki zabezpieczające proces leczenia;
C - jednostki analizujące działalność pionu medycznego pod kątem zarządzania 

i statystyki.
W grupie A znajdują się:

- poradnie /ambulatorium/, oddziały, pracownie diagnostyczno-lecznicze, 
punkt kriwolecznictwa.

Do grupy 8 należą:
- apteka, dział sterylizacji.

Do grupy C należą:
- dział rejestracji, statystyki i dokumentacji, 

który jest ogniwem łączącym pion medyczny z administracyjno-ekonomicznym.
Powyższy podział szpitala ma dwa piony pociąga za sobą podział informacji na:
- informacje związane z pacjentem, oraz
- informacje administracyjno-ekonomiczne.

Te dwa rodzaje informacji mogą prowadzić w konsekwencji do budowania dwóch niezależ­
nych, autonomicznie pracujących systemów informatycznych:

- KOMPUTEROWEGO SYSTEMU INFORMATYCZNEGO - SZPITAL /HOSPITAL INFORMATION SYSTEM/
- KOMPUTEROWY SYSTEM INFORMATYCZNY - ADMINISTRACJA
System ADMINISTRACJA, w którym przetwarzane byłyby informacje dotyczące kadr, 

płac, finansów, księgowości, gospodarki materiałowej, środków trwałych, ze względu na 
jego powszechne dotychczasowe stosowanie w różnych gałęziach gospodarki uspołecznionej, 
nie był przedmiotem rozważań koncepcyjnych.

2.Z. Podsystemy informatyczne szpitalne 
- ich autonomiczności i zintegrowanie

Źródłem powstawania informacji grupy medycznej są:
Izba Przyjęć, dział Rejestracji, Statystyki i Dokumentacji, Ambulatorium, Oddział 
szpitalny, Zakład Diagnostyki.Laboratoryjnej, pracownie specjalistyczne, apteka, 
punkt krwiolecznictwa.

Analizując informacje o pacjencie powstające w wielu punktach szpitala wyodrę 
bniono podsystemy informatyczne z lokalną bazą danych, pracujące automatycznie zilus­
trowane rys. 1.

I lustruje to rys. 1.
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Rys.1 SCHEMAT SYSTEMU INFORMATYCZNEGO SZPITALA

Izba przyjęć oraz dział rejestracji, statystyki i dokumentacji wyznacza podsystem
RUCH CHORYCH, który można zobrazować rys. 2. ’

Rys. 2 UPROSZCZONY OBIEG INFORMACJI O PACJENCIE
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Oddział szpitalny, ambulatorium punkt krwiolecznictwa, zakład diagnostyki labo­
ratoryjnej i pracownie specjalistyczne dostarczają informacji do historii choroby pac­
jenta i wyodrębniają następny podsystem PACJENT /komputerowa wersja historii choroby/.

Niezależnie funkcjonują autonomicznie pracujące podsystemy: PRACOWNIA, AMBULATO­
RIUM, APTEKA, KREW.

Wszystkie nagromadzone informacje o pacjencie muszą być archiwowane, aby po pew­
nym czasje stanowiły bogaty materiał do wszelkiego rodzaju analiz i prognozowania - 
bardzo ważnych elementów z punktu widzenia epidemiologii.

Te informacje wyznaczają podsystem ARCHIWUM i ANALIZY. Najważniejszym podsyste­
mem, który z punktu widzenia bogatego empirycznego materiału archiwalnego przechowywa­
nego na magnetycznych nośnikach informacji, najbardziej interesuje lekarzy, jest pod­
systemem PACJENT - komputerowa wersja historii choroby. Wyodrębniono w niej następujące 
obszary informacyjne.

- nr księgi głównej,
- dane demograficzne i identyfikacyjne,
- rozpoznanie wstępne,
- wywiad,
- badania przedmiotowe /ogólne, miejscowe/,
- badania laboratoryjne i specjalistyczne,
- obserwacja, 

różnicowanie, 
- metody leczenia, 
- prognozowanie, 
- korelacja z innymi schorzeniami, 
- powikłania,
- rozpoznanie końcowe,
- epi kryza,
- zalecenia poszpitalne, 
- zgon.

Do obszarów tych powinno nanosić się informacje, dopisywać je i archiwować w celu póź­
niejszego ich odzyskania w postaci wydruków lub obrazów na monitorze ekranowym w try­
bie teletransmisji.

Doświadczenia lekarzy klinicystów wskazują, że duża część informacji o pacjencie 
jest niewykorzystana z powodu niedokładnego ich zbierania i przechowywania.

Archiwizowany materiał zawarty w historii choroby prowadzonej tradycyjnie jest 
po pewnym czasie nieprzydatny ż powodu braku wypracowanego sposobu zbierania danych 
z wywiadu i badania przedmiotowego, ich notowania i standaryzacji.

Nadzieja lekarzy klinicystów, co do oczekiwanego systemu PACJENT może być spełnić 
na po okresie całkowitego wdrożenia podsystemów:
RUCH CHORYCH, PRACOWNIA, APTEKA, KREW. Współbieżnie z podsystemem PACJENT można opraco­
wywać podsystem AMBULATORIUM.
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3. WYBÓR SRODKOW TECHNICZNYCH
3.1. Wymagania funkcjonalne systemu
Zgodnie z przedstawioną powyżej ogólną koncepcją, system szpitalny ma być specja­

lizowanym systemem wielodostępnym o następujących cechach:
- stosunkowo duża ilość terminal i’/,
- orientacje na gromadzenie, wyszukiwanie, wyświetlanie i drukowanie informacji,
- bieżąca baza danych o średniej objętości 40 MB i strukturze logicznej dopuszcz- 
czającej rozproszenie,

- system zbiorów archiwalnych o rosnącej pojemności /około 200 MB rocznie/ prze­
twarzany off-line,

- praca ciągła /przez całą dobę/ w zakresie niektórych funkcji lub dwuzmianowe - 
dla pozostałych,

- wysoki stopień niezawodności i gotowości do pracy,
- system operacyjny zapewniający wielodostęp i wielozadaniowość,
- krótki czas reakcji przy realizacji działań programowych, 
- konwersacyjny tryb pracy.

3.2. Wybór struktury bazy danych
W krajach o zaawansowanej technice istnieją informatyczne systemy szpitalne ze 

scentralizowaną bazą danych, o szybkim czasie reakcji i systemem CICS obsługującym 
i kontrolującym pracę terminali. Lokalne sieci komputerowe narzucają strukturę rozpro­
szoną.

Istotną zaletą struktury rozproszonej jest podział funkcji systemu pomiędzy wie­
le komputerów i możliwość rozproszenia bazy danych.

Dzięki temu uzyskuje się na ogół skrócenie czasów reakcji systemu, szczególnie 
przy realizacji funkcji lokalnych, tzn. funkcji wywołanych z terminala pewnego kompute­
ra i dotyczących zbiorów zlokalizowanych w tymże samym komputerze.

System o strukturze rozproszonej może - w odróżnieniu od systemu scentralizowane­
go - funkcjonować, mimo awarii niektórych jego elementów, chociaż zwykle prowadzi to do 
częściowego ograniczenia funkcji użytkowych systemu. Struktura rozproszona ma pod wzglę­
dem niezawodności wyraźną przewagę nad strukturę scentralizowaną, jest jednak trudniej­
sza w realizacj i.

Jeden lokalny punkt przetwarzania'zawiera 3-^t terminale; w szpitalu wieloprofilowym
o średniej ilości -łóżek około 600 szacuje się 25 lokalnych punktów przetwarzania.
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THE HOSPITAL IIJPORKATIOR SYSTEM REQUIRE1lENTS FOR LOKAL
HETWÓRKS

This paper presents an Information System for Hospital of many 
medical specialities. The system presented is divided into subsystems 
according to the functional demands as well as data base in its struc- 
ture is fitted to the characteristics of hospital activities and usual 
.medical specialities. The application of the Information systems in 
health seryice has ni gnifi nantly increased especially in developed co- 
untries. In Roland there are also many computing centers’iinvolved in 
those oroblems.
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lokalna sieć komputerowa, 
Leszek KOTULSKI x język COLNET

Możliwości zastosowania języków współbieżnych, do implementacji 
oprogramowania w lokalnych sieciach komputerowych!

Propozycja spojrzenia na oprogramowanie lokalnej sieci komputerowej 
jako na jeden program współbieżny wymaga wprowadzenia definicji no­
wego języka programowania, gdyż istniejące języki programowania nie 
spełniają wymagali stawianych przez lokalne sieci komputerowe.
Możliwość spełnienia wymagań stawianych przed językami pozwalającymi 
zaimplementować oprogramowanie lokalnych sieci komputerowych jest 
zilustrowany na przykładzie nowo zaprojektowanego języka COLNET.

1. Wstęp
Koncepcja opisu oprogramowania lokalnej sieci komputerowej (skr. 

LSK) przy pomocy języka programowania współbieżnego zwiększa czytelność 
systemu i ułatwia jego pielęgnację, Przy założeniu, że algorytmy reali­
zujące warstwę transportową (wg. ISO OSI Reference Model [3] ) będą pro­
cedurami standardowymi albo wprost rozkazami języka zgodność oprogramo­
wania z protokołami warstwy aplikacyjnej powinna odpowiednio wynikać z 
reguł semantycznych tego języka. Trudności z realizacją takiego podejś­
cia wynikają głównie z niedostosowania istniejących języków programowa­
nia współbieżnego do wymagań LSK. Celowym wydaje się więc projektowanie 
specjalizowanych języków "sieciowych" umożliwiających implementację 
oprogramowania w LSK. Minimalny podzbiór wymagań, które muszą spełniać 
te języki jest omówiony w rozdziale 2. Realność spełnienia tych wymagań 
ilustruje język COLNET (COncurrent Language for NETworks)[9] .

2. Wymagania stawiane językom sieciowym

Podstawą dla analizy użyteczności języków sieciowych w porównaniu 
z językami współbieżnymi będzie przedstawione poniżej porównanie włas­
ności LSK i wieloprocesorowych maszyn cyfrowych z rozproszoną pamięcią. 
1 - Szybkość transmisji w LSK jest zdecydowanie niższa niż w maszynach 

wieloprocesorowych ze względu na długość i organizację łącza. 
sKatedra Informatyki Uniwersytetu Jagiellońskiego, Kraków Kopernika 27 

Praca została wykonana w ramach:programu badawczego MNiozW RP.I.09 
"Rozwój języków, metod i podstaw formalnych programowania".
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2 - Realizacja transmisji jest z reguły programowa lub programowo-sprzę- 

’towa (sterowniki) w przypadku LSK i mikroprocesorowa lub sprzętowa 
w przypadku wieloprocesorowych maszyn cyfrowych.

3 - LSK charakteryzuje się większą różnorodnością sprzętu, niż maszyny 
wieloprocesorowe, gdzie nawet różnorodne procesory powiązane są 
pewną ideą logiczną.

4 - Oddalenie od siebie węzłów LSK utrudnia, a nawet uniemożliwia, uak­
tywnianie całej sieci w tym samym czasie co powoduje logiczne zróż­
nicowanie struktury sieci.

5 - Użytkownicy pracujący .w danym węźle ma manualnie łatwiejszy dostęp 
do zasobów tego węzła niż do zasobów innego węzła np. drukarki .

Zauważmy, że dwie pierwsze spośród wymienionych cech LSK wykluczają moż­
liwość dekompozycji programu sekwencyjnego na podobliczenia współbieżne 
tak jak przykładowo ma to miejsce przy obliczeniach wektorowych w maszy­
nie CRAY. Należy więc założyć, że programista musi wprost zaspecyfikować 
współbieżne zachowanie systemu wyznaczając fragmenty programu, które 
będą wykonywały się sekwencyjnie (nazwane procesami sekwencyjnymi). 
Rozproszone środowisko wyklucza użycie języków bazujących na koncepcji 
zmiennej wspólnej takich jak Concurrent Pascal [1]. Troska o efektywność 
projektowania i pielęgnacji systemu zmusza nas do rezygnacji z języków 
wykorzystujących wymianę komunikatów jako jedyny mechanizm komunikacji 
i synchronizacji takich jak Communicating Port [i 1] bazujący na koncep­
cji C3P. W językach GRILL [13] , Concurrent C [i2] i »I0D [2] ze wzglę­
du na efektywność założono, że procesy zgromadzone w jednym węźle będą 
wykorzystywały zmienne dzielone udostępniane przez monitor, oraz wymia­
nę komunikatów w innym przypadku. Pomimo, że wyżej wymienione języki 
jako jedyne umożliwiają- wskazanie węzła, w którym powinien być umiesz­
czony dany moduł programowy co umożliwia dostosowanie oprogramowania 
do konfiguracji sprzętowej (patrz uwaga 3) to czynią to już na etapie 
kompilacji, co w momencie rekonfiguracji sieci (patrz uwaga 4) zmusza 
nas do modyfikacji programu źródłowego i ponownej kompilacji systemu. 
Stosowanie dualnego mechanizmu komunikacji w zależności od wzajemnego 
położenia procesów czyni taką modyfikację nieomal nieopłacalną.

Krótki przegląd możliwości zastosowania języków programowania współ­
bieżnego doprowadził nas do wniosku, że żaden z nich nie jest użyteczny 
dla oprogramowania LSK. Celowym wydaje się podanie podstawowych wymagań 
stawianych przed językiem sieciowym:
1. Jawna specyfikacja obiektów pracujących współbieżnie.
2. Możliwość dystrybucji oprogramowania w rozproszonym środowisku.
3. Jednorodny mechanizm komunikacji i synchronizacji niezależny od wza­

jemnego położenia komunikujących się obiektów.
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4. Możliwość opóźnienia definiowania połączeń międzymodułowych do etapu 

alokacji przy jednoczesnym zapewnieniu kontroli poprawności przekazy­
wania parametrów już na etapie kompilacji.

5. Możliwość odróżnienia algorytmów sprzętowo-zależnych od sprzętowo-nie- 
zależnych.

3. Zarys koncepcji języka COLNET
Oddzielenie etapu kompilacji od alokacji jest podstawowym założeniem 

systemu COSID [10] wspomagającego implementację oprogramowania w LSK. 
W niniejszym rozdziale zagadnienie to omówione zostanie od strony mecha­
nizmów języka COLNET [9]* który umożliwia zdefiniowanie algorytmów posz­
czególnych składowych oprogramowania LSK. Zagadnienie łączenia tych 
składowych zostanie omówione w materiałach konferencji [4].

W celu umożliwienia alokowania poszczególnych obiektów niezależnie 
od wcześniejszej alokacji innych obiektów koniecznym jest by mechanizm 
komunikacji był jednorodny z punktu widzenia programu, tj. na etapie 
kompilacji oraz różnicowanie go na etapie alokacji, aby podnieść efek­
tywność systemu, fowyższe założenie pozwala spełnić wprowadzona w języ­
ku COLNET idea modułu pośredniczącego [8], która rozszerza koncepcję 
monitora w ten sposób, że staje się ona użyteczna również w systemach 
z rozproszoną pamięcią. Moduł pośredniczący zamienia wywołanie procedu­
ry zewnętrznej monitora na wysłanie komunikatu z parametrami wejściowy­
mi oraz odbioru komunikatu z parametrami wyjściowymi. Ten schemat pracy 
jest jednakże ukryty przed procesem wywołującym (który w dalszym ciągu 
wykonuje operację wywołania monitora) i wykonywany jest albo automatycz­
nie albo W sposób opisany wewnątrz monitora. W tym drugim przypadku, 
koncepcja monitora dalej nazywana managerem, rezerwując nazwę monitor 
tylko dla kolekcji procedur zewnętrznych 'musi być wzbogacona o opis 
nowych procedur ( specyfikowanych przez słowo kluczowe interface), które 
opisują, sposób kodowania, wysyłania i odbierania komunikatów do lub z 
danej procedury zewnętrznej monitora.
Pomimo, że tekst każdego modułu pośredniczącego jest zdefiniowany wew­
nątrz managera to monitor grupujący procedury zewnętrzne oraz moduły 
pośredniczące do tych procedur są generowane jako osobne obiekty. Modu­
ły pośredniczące są przypisywane do tyfc węzłów, z których potencjalne 
wywołanie danej procedury może się pojawić. Tak więc proces po prostu 
wywołuje odpowiedni moduł pośredniczący. Jeżeli taki moduł pośredniczą­
cy do danej procedury nie jest zdefiniowany wewnątrz managera to akcja 
modułu pośredniczącego jest symulowana przez jądro wspomagające system. 
Podczas tej symulacji następujące operacje są wykonywane: dekodowanie 
parametrów wejściowych do postaci komunikatu, wysłanie komunikatu, 
odebranie i rozkodowanie komunikatu z danymi wyjściowymi. Kodowanie
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komunikatu musi oczywiście uwzględniać możliwość różnorodnej reprezen- 
tucji tych samych typów danych w różnych maszynach cyfrowych. . 
jeżeli manager definiuje ró; rodną obsługę wywołań w zależności z któ- 
rero komputera pojawia się wywołanie wtedy zbiór modułów pośredniczących 
musi być wyprodukowany i właściwy z nich jest alokowany. Jeżeli dany 
proces zmieni swą lokalizację to tylko inny z modułów pośredniczących 
aus* być alokowany razem z nim.

Szczegółowy opis konstrukcji języka COLNET takich jak:
- tryb rozgłaszania, tzn. możliwość wysyłania kilku komunikatów rów­

nolegle lub sekwencyjnie jako reakcję na żądanie obsługi,
- konstrukcji akcji, umożliwiającej współbieżny dostęp do zasobu kon­

trolowanego przez manager,
- sprzętowo zależne moduły pośredniczące oraz sprzęto zależne akcje, 

umożliwiające obsługę algorytmów zależnych sprzętowo np. przerwań, 
wykracza poza zakres referatu i.jest omówiona odpowiednio w [8,6,7].

4. Konkluzja
Wykorzystanie w celu synchronizacji i komunikacji uogólnienia poję­

cia monitora dzięki .wprowadzeniu koncepcji modułu pośredniczącego poz­
wala w łatwy sposób wykorzystać bogaty dorooek teoretyczny dotyczący 
weryfikacji poprawności oprogramowania współbieżnego co stanowi podsta­
wową obok łatwości pielęgnacji i czytelności programu zaletę stosowa­
nia języków współbieżnych do opisu całego oprogramowania lokalnej sieci 
komputerowej.
Kolejną zaletą wydaje się możliwość specyfikowania z poziomu języka 
programowania sposobu dokonania konwersji w przypadku różnic w reprezen­
tacji tych samych typów danych w poszczególnych komputerach węzłowych. 
Należy przy tym zwrócić uwagę, że kodowanie komunikatu przez moduł poś­
redniczący zwalnia jądro systemu operacyjnego realizującego transmisję 
od wykonania tej czynności, więc suma'ryczny czas kodowania i transmisji 
powinien być zbliżony do czasu transmisji w sieciach komputerowych. 
Możliwość zakodowania algorytmów obiektów w języku wysokiego poziomu 
posiadającym odpowiednie mechanizmy modularyzacji w połączeniu z elas­
tycznością systemu alokacji [4] oraz wspomaganiem śledzenia programów 
zaimplementowanych w języku COLKET [5] pozwalają żywić dodatkową nadzie­
ję na konkurencyjność proponowanego podejścia.
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P0SSIBIL1TIES OF USING CONCURRENT LANGUAGES TO mPLHdENTATION 
OF SOFTWARE ENYIRONMENT OF LANs

The adventages of implementation the whole software environment 
by one concurrent language are selfevident during modyfication 
and maintenance of the system. However a few new properities of 
the above language must be added to the properities of the con­
current languages for the distributed environment only.
As an illustration of the problem the raain idea of the COLNET 
language COncurrent Language for NETworkś are descriebed.

1

Bosmoikhoctm HcnojiŁ3OBaimH napajieJTBHKX hshkob c ijejibio 
MMiDieMCHTamni cpeflCTB onporpaMwpoBaHHH jyiH mbcthłk 
BBHncjniTSJrtHLK. ceru.

yflCBCTBo BMnneMeHTaiiKK Ęejioro cpeflCTBa onporpaMipoBaHZH juk we- 
cthhx BHMkCJiMTeJibHHK ceTM uepes oflkH napajiejibHLM h3hk nporpaMupoBa- 
rma ocoóeHHO saueTHo bo BpeMH KOHcepsairmi onporpawpoBaHJiH. Takoił 
H3ŁIK flOJIKeH OUiaflaT^ HeCKOJrbKMMM fl0n0JIHKT6JIbHLlMM CBOKCTBai.®. B CTa- 
tmm HasBaHo cBońcTBa, KOTopae He'BMCTynaKT b napanejibHŁK a3MKax. 
flsHK COLNET, KOTopnii Mose b obiękk uepTax omicaHo, JUDirocTpjipyeT bos- 
MOJKHOCTb BHnOJIHeHkH 3TMX CBOĆCTB.
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0 możliwościach zastosowania języka COLNET do 
implementacji rozproszonych baz danych

Koncepcja "modułu pośredniczącego" umożliwia wykorzystanie konstruk­
cji monitora w środowisku programowym 3 rozproszoną pamięcią. Kon­
cepcja "akcji" umożliwia współbieżną obsługę żądania procesu przez 
kilka niezależnych modułów programowych wykreowanych przez monitor 
i używających jego struktur danych wyłącznie w trybie odczytu. 
Obie te koncepcje umożliwiają implementację oprogramowania rozpro­
szonej bazy danych w bardzo naturalny sposób. Główna idei-takiego 
rozwiązania wykorzystującego język COLNET jest proponowana.

ł
■ Architektura lokalnych sieci komputerowych jest odpowiednia do re­

alizacji koncepcji "rozproszonych baz danych". Lokalne bazy danych są 
w takim przypadku lokowane w poszczególnych węzłach sieci komputerowej. 
Lwa problemy należy rozwiązać w takim przypadku:
- opracować optymalny algorytm wyszukiwania informacji w lokalnych 

bazach danych,
- zsynchronizować pracę lokalnych baz danych, tak by bezkolizyjnie w 

jak najkrótszym czasie otrzymać dostęp do poszukiwanego zbioru infor­
macji w bazie danych.

.V niniejszym opracowaniu tylko drugi przypadek będzie nas interesował, 
zakładając że jesteśmy w stanie wyznaczyć kilka wystarczająco dobrych 
algorytmów wyszukiwania informacji w lokalnej bazie danych.

Zwiększenie szybkości dostępu do wyszukiwanej informacji można 
osiągnąć przez wprowadzenie równoległego przeszukiwania we wszystkich 
lokalnych bazach danych tworzących rozproszoną bazę danych lub przez 
wprowadzenie współbieżnego przeszukiwania w konkretnej lokalnej bazie 
danych. Konstrukcje programowe modułu pośredniczącego (interface) [1] 
i akcji (action) [2J wprowadzone w języku COLNET (COncurrent Language 
for NETworks) [j] pozwalają zaimplementować obie te metody równocześnie.

Katedra Informatyki Uniwersytetu Jagiellońskiego, Kopernika 27, Kraków '
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Język COLNET pozwala opisać system współbieżny w terminologii procesów 
sekwencyjnych synchronizowanych przy pomocy managera. Z punktu widzenia 
synchronizacji procesów manager jest odpowiednikiem monitora, tzn. ofe­
ruje do użytku zestaw procedur przy pomocy'których procesy mogą-opero­
wać na gląbalnej strukturze danych utrzymywanej przez menagera. Tylko 
jedna z tych procedur może być wykonywana w danym momencie czasu.

Problem synchronizacji dostępu do lokalnych baz danych będzie w 
niniejszej propozycji rozwiązany poprzez powierzenie ochrony lokalnych 
baz danych poszczególnym managerom.

'Wprowadzona w [1] koncepcja modułu pośredniczącego umożliwia odwo­
łanie sie przez procesy do poszczególnych managerów opiekujących się ba­
zami danych niezależnie od wzajemnego ich położenia, ponieważ moduł po­
średniczący lokowany jest zawsze w węźle, z którego wskazana procedura 
managera może być wywołana a komunikacja pomiędzy nim a procedurą mana­
gera odbywa się przy pomocy wymiany komunikatów. Poszczególne moduły 
oośredniczące związane są ściśle z definicja poszczególnych procedur 
wejściowych managera (t j . dla każdej procedury managera musi istnieć 
przynajmniej jeden moduł pośredniczący) i z tego powodu definiowane sa 
na poziomie managera (tj. w jego kodzie źródłowym). Standardowy algo­
rytm pracy modułu pośredniczącego zakłada:
- zakodowanie parametrów wejściowych do procedury w formie komunikatu, 
- wysłanie komunikatu do managera, (
- odebranie komunikatu o wykonaniu żądanej procedury managera,
- rozkodowanie odebranego komunikatu i zwrócenie parametrów powrotnych 

do procesu.
Wykonanie kolejno operacji decode, send answer i encode możemy więc trak­
tować jako standardową akcję modułu pośredniczącego. W przypadku, gdy 
moduł pośredniczący dla danej procedury nie został zdefiniowany przyjmu­
jemy, że standardowy moduł będzie pośredniczył w obsłudze.

W przypadku rozproszonych baz danych tylko niestandardowa obsługa 
będzie nas interesowała. Ponieważ jedifym z parametrów operacji decode 
‘jest identyfikator managera, który jest "proszony" o obsługę żądania 
procesu to moduł pośradniczący może poprosić o tę obsługę kilka procesów 
równocześnie. Jedynym ograniczeniem (wynikającym z konieczności zapewnie­
nia wykrywalności na etapie kompilacji niezgodności typów przekazywanych 
parametrów) jest wymaganie by managery te były tego samego typu. W oma­
wianym zastosowaniu nie jest ono jednak' istotne, gdyż niezależnie od 
niego oczekujemy, że sposób obsługi poszczególnych lokalnych baz danych 
będzie identyczny. Przykład 1 ilustruje sytuację, w której jedno wywołali 
nie procedury SZUKAJ (...) uaktywnia kilka managerów (LBD1,. LBD2 i LBBJ). 
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interface to SZUKAj(WHAT:key; var OKtboolean; var ANSWsinfo) ;
var 'BUFF: buffer;

ANSW_NUMB:O..3;
begin .
decode(B3D1; 3UFF); send(BUFF);
decode(L3D2; BUFF); . send(_BUFF);
decode(L3D3; BUFF); send(BUFF);
OK := false;
ANSW_XUMB := 0;
while not OK and (ANSW_NUMB3 ) do

begin
an swe r (BUFF); encodefBUFF = OK, ANSW);
ANSW_NUMB := ANSW_NUMB + 1
end;

return; {zwrot parametrów do proc.esu i uaktywnienie goj

LBD1.KONIEC; {wysłanie sygnałów do managerów
L3D2.K0NIEC; {LBD1, 1BD2 i D3D3, że należy
1333.KONIEC; {zakończyć przeszukiwanie
end;

Przykład 1.

Pierwsza odpowiedz o pomyślnym zakończeniu poszukiwania albo wszystkie, 
odpowiedzi o negatywnym poszukiwaniu powodują zwrot informacji do pro­
cesu (operacja return) aby umożliwić mu dalszą pracę. W przypadku odpo­
wiedzi pozytywnych celowym wydaje się zlecenie pozostałym managerom 
by zaniechali dalszego poszukiwania wywołując odpowiednio procedurę 
wejściową KONIEC w poszczególnych managerach. Dla umożliwienia manage­
rowi wykorzystania tej informacji nowa konstrukcja językowa akcja 
musi być wprowadzona, rod pojęciem akcji rozumiemy moduł programowy, 
który na zlecenie managera (i pod jego kontrolą) wykonuje operacje na 
kontrolowanej przez manager strukturze danych. Zlecenie akcji pewnego 
zadania do wykonania wykonując operację do powoduje wstrzymanie wy- 
konywania danej procedury managera do czasu, aż akcja zakończy swoją 
pracę. Na ten czas dostęp do managera jest odblokowany, analogicznie 
jak w przypadku rozkazu delay w monitorze. Umożliwia to wykonanie pro­
cedury KONIEC wapółbieżnie z wykonaniem akcji SZUKAJ i skasowanie tej 
akcji przy pomocy operacji delete, która umożliwia kasowanie'akcji ma­
jących dostęp do struktury danych jedynie w trybie odczytu.

Koncepcja akcji umożliwia również organizację współbieżnego dostępu 
do zasobu w sytuacji gdy zasób ten jest wykorzystywany biernie np. od­
czyt informacji. Dzieje się tak gdy procedura managera zleci współbież­
ne wykonanie kilku akcji (operacja condo). Mogą one poszukiwać informacji 
wg różnych algorytmów, Bytuacja taka jest rozważana w [2] . Praktyczne 
korzyści powyższego rozwiązania będą widoczne jeżeli manager jest alo­
kowany w węźle obsługiwanym przez wieloprocesorową maszynę cyfrową albo
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gdy dostęp do chronionego zasobu jest wykonywany przez urządzenie zew­
nętrzne co umożliwia efektywną realizację techniki podziału czasu.

Ponieważ celem niniejszego opracowania je^t raczej zasygnalizowa­
nie możliwości rozwiązania problemu niż pokazanie jego efektumei 
implementacji (ze względu na czytelność)w przykładzie 1
- założono, że nazwy managerów znane są już na etapie kompilacji, pomiro 

istnienia mechanizmów językowych umożliwiających definiowanie tych 
nazw dopiero na etapie alokacji,

- nit'uwzględniono faktu, że niewiele bardziej skomplikowany al co rytm 
modułu pośredniczącego pozwoliłby sam uniknąć wysyłania komunikatów 
do managerów, które zakończyły już przeszukiwanie, kie omówiono też 
mechanizmów językowych wykluczających możliwość powstania cieciów 
uwarunkowanych czasowo w czasie współbieżnego-poszukiwania informacji 
w- lokalnej bazie danych.

Literatura
[1] Kotulski L. "-wn Interface'Procedurę Concept - exter.tion of 

the monitor concept for Distributed frogramming.
Złożone w redakcji Information Processing Letters.

[2] Kotulski L., Eoszner P. "Akcja „ komponent umożliwiający 
równoległą pracy wewnątrz monitora.
Złożone w redakcji Podstaw -Sterowania.

iJjKotulski L. "Raport języka C0LN3T" . ,
Raport katedry Informatyki UJ nr 3/37.

Possibilifies of using COLNBT language to imple^entation 
Distributed -.ata Bases.

The interface procedurę concept allows to use the monitor concert 
in uistributed environment. The action concept allows to concurrent 
sęrvice of the process reouest by a few independent modules createć 
by a monitor and use its data structure in read-only modę. Both the 
cóncepts allow to implement an distributed data base in very natura] 
way. The main idea of such solution in COLNBT language is nroposed.

0 B03M0JKH0CTM McnojitsoBaHZH H3HKa COLSST k MMnneMeHTanu:■ 
pasjipoBEeHHbK Bas flaHHtK.

Hflea "kHTepćeńca" flaer bosmoshoctb McnojibsoBaHKH KOHCTpyMpii: mohhtops 
b MeciHHK BHUMĆJiHTejibHŁK ceTMK. Hfles "aiqnk" jjenaeT BoaMorauiM napaie.-b- 
Hue oBCjrysoiBaHrie ojjnoro TpeBCBam-K npopecca uepes HecKo.TŁ-:--c He3aBi'CK.:ii 
McnyjicE ccsjjaKiwiz i-:cHKTopoM k uzTaKiiiBK ero naHHŁie. Or>e 3KK iwek jiejiaiok 
B03M0SH3M JierKO mnJiereHTOBaTb cpepcTBa onporpaznpoBaHZE b pas^pcKiiePKia 
T>a3sx jraHHBK. FjiaBHas kflea peseHMH 3to?i npoiJieMMH b HSEKe ccLiii.1 onuca- 
Ha b CTanm.
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ANALIZA PRZEPUSTOWOŚCI W SIECIACH LOKALNYCH 
Z TRANSMISJĄ ZBIORÓW

W artykule przedstawiono opis metody analitycznej dla przybliżone­
go szacowania przepustowości sieci lokalnych o strukturze pierście­
niowej lub magistralowej. Przeanalizowano i przedstawiono wyniki 
uzyskane przy wykorzystaniu metody dla sieci nienasyconej i nasy­
conej. Szczególny uwagę zwrócono na zachowanie sieci podczas 
transmisji zbiorow.

1. WSTĘP

Obserwacje pracy bardzo popularnej sieci lokalnej Ethernet wyka­
zują, ze w przypadkach jednoczesnej transmisji więcej niż jednego zbio­
ru, czas przesyłani a każdego zbioru wydłuża się kilkudziesięciokrotnie 
w stosunku do czasu potrzebnego do przesyłania tego zbioru, gdy nie 
jest transmitowany żaden inny zbiór.
Bram dobrych metod analitycznych do rozwiązania konkretnych problemów 
sieci komputerowych był przyczyną poszukiwania przybliżonych metod oce­
ny przepustowości [l-ó]. Opracowana metoda daje bardzo dobre wyniki dla 
sieci nienasyconych, tzn. takich, w których łączne zapotrzebowanie na 
przepustowość poszczególnych linii nie przekracza dostępnej przepusto­
wości. Natomiast, jak wykazują badania symulacyjne, z chwilą, gdy ruch 
oferowany przekracza przepustowości linii, przyjęte przybliżenia stają 
się niedokładne i należy poszukiwać; innych przybliżeń.
Niniejsza praca jest poświęcona najprostszemu przypadkowi transmisji 
zbiorów i transmisji interrogaćyjnej na uproszczonym modelu sieci lo­
kalnej. Przypadek ten ma istotne znaczenie dla zrozumienia zachowania 
bardziej złożonych sieci lokalnych.

Centrum Obliczeniowe Uniwersytetu Wrocławskiego, Y/rocław 
Centrum Obliczeniowe Politechniki Wrocławskiej, Wrocław
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2. MODEL PRZYBLIŻONY
2.1. Ogólny model sieci lokalnej

Ogólny' model sieci lokalnej badany cytowaną metodą wygląda nastę­
pująco:

Dla rozważań niniejszej pracy nie ma istotnego znaczenia fakt, czy rze­
czywista sieć: ma strukturę pierścieniową, czy magistralową.
We wspomnianej metodzie przybliżonej sieć jest dekomponowana na oczka 
- odpowiedniki połączeń wirtualnych w sieci X.25. Oczko sieci (Rys.1.) 
składa się z użytkownika, kolejki do podsieci komunikacyjnej, podsieci 
komunikacyjnej, kolejki do obsługującego, właściwego (komputer oblicze­
niowy), stanowiska obsługi, Kolejki do podsieci komunikacyjnej, podsie­
ci komunikacyjnej i Kolejki do użytkownika. Zachowanie oczka opisują 
zmienne losowe oznaczone na rys. 1.

Rys. 1. Oczko w sieci lokalnej 
?ig. 1. Local area network loop

Oznaczmy wartości oczekiwane tych zmiennych losowych przez odpowiednie 
małe litery. Przy takich oznaczeniach wartość oczekiwana przepustowości 
(delivered traffic) w oczku wynosi:

d 1------------------------------ -1-----T-------------------------TT <1 >
k ik + wk + ck,k'+ wk'+ + wk'+ ck,'k + wk

Dla sieci nienasyconych dobre wyniki daje przybliżenie [5]:

w
(n—2) t_ /±, (n-5)t A, (h-4)t _HKt-T)( 2+2(n-1) (t-T) (1 +2(n-1)(t-t) 1 +

t “ ck,k' + ck,'k

Nadaje się ono dla sieci o jednakowych, oczkach, co usprawiedliwia ob­
rzucenie indeksu k i k*. W równaniu (1) oblicza się meioda iteracy^-
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ną po podstawieniu wartości czasów oczekiwania (2). Jednak w przypadku 
nasycenia tj. gdy istnieje taka linia, że:

ck,k" + °k\k x . 
k£2i ck,k' + ck\k + Xk

- zbiór numerów' oczek przechodzących przez i-tą linię.

przyjęte przybliżenia prowadzą do dość- dużego błędu oszacowania. Szuka­
jąc nowych przybliżeń analizowano najprostszy przypadek modelu sieci . 
lokalnej. W modelu tym przyjęto, że opóźnienia czasowe wnosi do oczka 
tylko podsieć komunikacyjna i to tylko podczas transmisji pakietów in­
formacyjnych, a nie pakietów potwierdzeń. Zatem mamy:

*k* ’ wk' ’ *k “ 0

IcruKturę rozpatrywanej sieci pokazano na rys. 2.

Rys. 2. Struktura badanej sieci 
Fig. 2. A structure study network

Dla takiej sieci przeprowadzono szereg badań symulacyjnych. Część wyni- 
ków przedstawiono na rys. 3.a-c. Podczas badań ustalono zmienne nieza­
leżne jednego oczka i zmieniano czas transmisji w drugim oczku przy u- 
stalonym rozkładzie i wartości oczekiwanej czasu myślenia. Rysunki 
przedstawiają wartości t^ w funkcji eg obliczone z przybliżenia (1") i 
znalezione metodą symulacji. Widać, że przy przyjętych założeniach w 
warunkach nasycenia wartości, zwłaszcza t^, obliczone metodą przybli­
żoną są w istotnym stopniu mniejsze od wartości otrzymanych z symula­
cji. Przykładowe wyniki uzyskane dla sieci nienasyconej (Rys,3.a-) wy- 

■ zazują wysoką dokładność przybliżenia.

2.2, Analiza przepustowości przy transmisji zbiorów

Dla sieci o strukturze pokazanej na rys. 2. można anal i tyczni p 
wyznaczyć wartości t^ i tg. Zauważmy bowiem, że zgodnie z definicją 
wartości oczekiwanej t^ równa się sumie czasu transmisji w oczku numer 
1 (interrogacyjne):

e1
e = c, j£ a k i
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Uwzględniając fakt, że zmienna ma rozkład wykładniczy, mamy;

t1 - e1 +
®2 + + + e?Aje~Zxdx ...

e2 2e2 3e2

+ e2(l + e"Ae2 + e"2Ae2 + e~3Ae2 + ...) ...
j______ 7 k 4)

- e1+

A = 4-
e2 1 - e~AeZ

Aby obliczyć tg zauważmy. że dla naszej sieci zachodzi:

11 + 12 -
1 ł2 (5)

Dzieje się tak dlatego, że przy transmisji zbiorów (i2-0) podsieć komu 
nikacyjna będzie wykorzystana w 100^ (wszelkie rezerwy przepustowości 
będą natychmiast wykorzystywane na transmisję kolejnych pakietów zbio­
rów). Tak więc z (4) i (5) mamy:

t2 - e2 + e^l - (6)

Wzory (4) i (6) zweryfikowano metodą symulacji. Wyniki dla e^l, A“1 i 
A-O.5, i2«0 i e2 » 1,...,10 przedstawiono w tablicy 1. i 2. Te i inne 
wyniki potwierdzają poprawność przedstawionej wcześniej metody anali­
tycznej (niewielkie odchylenia wynikają z niedokładności metody symu­
lacyjnej).

Tablica 1.
Odwrotność przepustowości w badanej sieci - wartości obliczone wg (4) 
i (6) oraz znalezione metodą symulacji.

A — 1 (1 /s) , e = 1, i2-0

e2 1 k 3 4 5 6 7 8 9 10

'*tanal 2.58 5.31 4.16 4.92 6.05 7.01 8.01 9.00 10.00 11.00

i sym 2.61 3.27 4.14 5.06 6.03 7.03 8.01 9.00 10.00 11.00

^2anal 1.63 2.87 3.95 5.02 5.99 7.00 8.00 9.00 10.00 11.00
^ksym 1.62 2.88 3.96 4.98 5.99 6.99 8.00 9.00 10.00 11.00

Tablica 2.
A—0•5, i i?»0

e2 1 2 3 4 5 6 7 8 9 10

^1 anal 3.54 4.16 4.86 5.63 6.45 7.31 8.21 9.15 10.10 11.07
3.45 3.97 4.93 5.61 6.49 7.35 8.21 9.10 10.13 11.08

^kanal 1.39 2.63 3.78 4.81 5.92 6.95 7.97 8.98 9.99 10.99 ■
^ksym 1.41 2.67 3.77 4.87 5.91 6.95 7.97 8.39 9.99 11.00 ■
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Rys. 5. Porównanie wyników analitycznych, z wynikami symulacji
Fig. 3. A comparision analytical and. symulation results

2.3. Kierunek dalszych, prac

Dalsze prace zmierzają do znalezienia przybliżeń (lub rozwiązań 
dokładnych) dla sieci lokalnych z niezerowymi czasami obsługi! tran­
smisji potwierdzeń dla więcej niż dwóch użytkowników. Dla pewnych przy­
padków (sieci homogeniczne z wykładniczym myśleniem) można'skorzystać 
z wcześniej uzyskanych wyników np.fjz], jednak pełne rozwiązanie zagad­
nienia nie jest jeszcze znane.
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THROUCHRUT ANALYSIS IN LOCAL AREA NETWORKS WITH PILE TRANSEERS

The paper presents the problem of performance evaluation in local 
area networks. The case of file transfers and interrogating modę tran- 
sfers on a simple local area network model is described. The case is of 
major importance for understanding of behaviour of morę complex networks
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OBLIGOWANIE OPÓŻNiENIA PC OCZKU 
DLA SIECI LOKALNEJ EIHERNES

Wynikiem badań zainspirowanych, przez artykuł było opracowanie 
metody analitycznej dla szacowania przepustowości sieci lokalnych 
(LAN), Metoda została sprawdzona z wynikiem pozytywnym na przy­
kładzie sieci CSMA/CB (Ethernet) [2] i Empty Slot Time (Cambridge 
Ring)[51.
Artykuł zawiera skrócony opis metody oraz porównanie wyników 
przepustowości sieci Ethernet otrzymanych na drodze analitycznej 
z wynikami zebranymi metodą symulacji publikowanymi w [1].

1 . OPIS SIECI

Sieć CSMA/CE (Rys.1.) to pojedyncza szyna, do której podłączonych 
jest n stacji (węzłów).

I ’ —L Rys. 1. Topologia sieci CSMA/CD
i2-i Pig. 1 . A network CSMA/CD topology

Strumień wejściowy do każdej stacji jest Poissonowski o średnim czasie 
pomiędzy zgłoszeniami:

ś . 8^Ł

m - długość przesyłanych danych (bajt), 
A - intensywność globalna (Mb/s).

Strumienie do indywidualnych stacji są niezależne. Zgłoszenie jest żą­
daniem transmisji m bajtów danych (ramek, pakietów), a obsługa kończy 
sią> gdy stacja inicjująca odbierze 1-bajtowe potwierdzenie zawarte 
wewnątrz innej ramki (pakietu). Podczas transmisji może dojść’ do koli­
zji i zniszczenia przesyłanych danych. Następuje wówczas retransmisja 
danych. Kolizja ma miejsce w dwóch przypadkach:
1° stacja rozpoczyna nadawanie przed odebraniem sygnału informującego,

£ Centrum Obliczeniowe Uniwersytetu 7/rccławskiego, 'Wrocław 
Centrum Obliczeniowe Politechniki Wrocławskiej, Wrocław 



że inna stacja też rozpoczęła nadawanie,
2° podczas transmisji jednej ze stacji co najmniej dwie stacje zgłoszą 
się po transmisję.
Po kolizji stacja biorąca w niej udział czeka odpowiedni czas (wg al­
gorytmu binary back—off) na dokonanie retransmisji►

2 . MODEL ANALITYCZNY

2,1, Założenia modelu

W celu weryfikacji metody przyjęto te same założenia co w artyku­
le [1], a mianowicie:
— ruch w sieci określony zadanym czasem pomiędzy zgłoszeniami, 6, a nie 
średnim czasem myślenia, t ,
- jałowe oczekiwanie stacji inicjującej na potwierdzenie,
- dla jednej stacji w kolejce po transmisję czeka maksymalnie jedno 
zgłoszenie do danego odbiorcy,
— zerowy czas obsługi pakietu w stacji,
- brak kolejek przed podsiecią,
- pomijalny wpływ błędów transmisji (stopa błędów rzędu 10~').

2.2. Opis modelu

Model analityczny badania przepustowości LAK opiera się na pcj- 
oczek, tworzonych w celu dokonania transmisji (Rys.2.).

Rys. 2. Oczko w sieci komputerowej
Computer network locpFig. 2.

Oczko składa się z nadawcy k, odbiorcy k' (k,k'4n, k^k') oraz drogi 
między nimi. Na pełny czas cyklu (opóźnienia po oczku), 1.., składaja 
się czasy:
- myślenie pomiędzy zgłoszeniami, 1^, 
— oczekiwanie informacji na transmisję, 
- transmisja informacji,
- oczekiwanie odpowiedzi na transmisję,
- transmisja odpowiedzi, C^'
Zgodnie z przyjętymi założeniami W , W , — - 0.
Otrzymujemy wiec czas cykxu:

(1"
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Ne. podstawie teorii kolejek i po przejściu na wartości oczekiwane, na 
podstawie [3] otrzymujemy ostateczną, postać’ wzoru dla przybliżonego 
szacowania przepustowości:

t-2t-c
t - W 4- C

s - średni czas pobytu zgłoszenia w sieci, 
t - średni czas obsługi zgłoszenia, 
w - średni czas oczekiwania na obsługę, 
c - średni czas transmisji,

2.2.1. Oszacowanie czasu oczekiwania

Dla policzenia czasu oczekiwania, w, wymagana jest znajomość pra­
wdopodobieństwa zastania ramki w transmisji w chwili, gdy przychodzi 
zgłoszenie do jednego z o fi ^o^n-2) oczek. Szacujemy je jako:

_________o»t_____ ____ , .
0 ’(n-l)(e -^f-(t + c3) 

cczas transmisji odpowiedzi

rinożąc to prawdopodonieństwo przez połowę czasu obsługi zgłoszenia, y, 
otrzymujemy wartość średnią czasu oczekiwania, gdy w kolejce po tran­
smisję czeka jedno zgłoszenie. Ponieważ w kolejce może czekać z zgło­
szeń (2 ^z ^n-1), aby otrzymać czas oczekiwania na zakończenie ich 
transmisji należy policzyć wg (3) czasy oczekiwania dla kolejnych zgło­
szeń w kolejce i pomnożyć przez siebie. We wzorze końcowym na średni 
czas oczekiwania zgłoszenia na obsługę należy jeszcze uwzględnić ocze­
kiwanie zgłoszenia na zakończenie transmisji z odpowiedzi, prawdopodo­
bieństwo zastania w kolejce odpowiedzi liczymy wg (3) zastępując w li­
czniku czas t czasem c'. W efekcie wzór na średni czas oczekiwania 
zgłoszenia na transmisję składa się z czterech członów i ma postać:

2.2.2. Oszacowanie czasu transmisji

W sieci CSMA/CD przed lub w czasie transmisji może dojść do koli­
zji co pociąga za sobą odpowiednią karę czasową (o jej wielkości decy­
duje algorytm binary back-off ) i transmisja wydłuża się. Z tego wzglę­
du całkowity czas transmisji jest sumą czystej transmisji, e+eoraz 
kary za wszystkie kolizje, K+K'. Otrzymujemy:
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c -e + e' + K+K' + v + 2d . ,
c'-e'+K' + v + d '

v - czas do zakończenia aktualnie trwającej transmisji, 
d - średnia odległość bitowa między transmitującymi stanjami, 

Dokładne wzory na poszczególne składniki (4) podano w [2],

2.5. Dorównanie wyników analitycznych, z symulacyjnymi

Ma rys. 5. przedstawiono wyniki otrzymane przy wykorzystaniu mode~ 
lu analitycznego oraz uzyskane z symulacji [1], 
Linia przerywana to wyniki analityczne otrzymane na podstawie nierze­
czywistych danych — otóż w celu weryfikacji metody przyjęto za autora­
mi -Z [1] zaniżone czasy transmisji e i e'. Dorównując otrzymane w ten 
sposób wyniki można stwierdzić:, że przybliżona metoda analizy szacunko­
wej jest poprawna i daje dobre, a nawet bardzo dobre wyniki (nieznaczne 
różnice wynikają z błędów symulacji [1,5]).
Znajdujące się na wykresach, gwiazdki przedstawiają wartości czasów poby­
tu zgłoszenia w sieci dla poprawnych wartości e i e' - widać, że czasy 
te są kilkakrotnie większe (wpływ kolizji),

5. TENDBNCJE ROZWOJOWE

W momencie zgłaszania artykułu na konferencję prowadzone są przez 
autorów prace nad modelem analitycznym dla sieci CSMA/CD i Empty Slot 
Time w oparciu o nieco inne (stosowane w działających sieciach) założe­
nia. Mianowicie: 
— ruch w sieci określony zadanym czasem myślenia pomiędzy zgłoszeniami, 
— brak jałowego oczekiwania na potwierdzenie - w tym czasie mogą być 
transmitowane inne zgłoszenia.
Model będzie uwzględniał również możliwość transmisji zbiorów.

Następnym etapem pracy autorów będzie model analityczny dla pozo­
stałych typów sieci lokalnych tzn. Token Ring i Token Bus.
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linia ciągła - wyniki z symulacji
linia przerywana — wyniki analityczne dla złych, danych 
gwiazdka ~ wyniki analityczne dla dobrych danych

Rys. 5. Porównanie wyników analitycznych z symulacyjnymi
Eig. 3. A comparision analytical and symulation results

roukd~.trip delai eyaluałion por the locai area network Ethernet

A method was developed for analytical evaluation of throughput in 
local networks. The method was uested with positire results on the ex- 
ample of Ethernet and Cambridge Ring. The paper covers comparison of 
Ethernet evaluation results produced by the analytical method and si- 
muiation results published elsewhere.
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SYSTEM ROZPROSZONY - PRÓBA PONOWNEGO

PRZYJRZENIA SIĘ ZASOBOM INFORMACYJNYM PRZEDSIĘBIORSTWA

W artykule zdefiniowano system rozproszonego przetwarzania danych. 
Rozproszoną bazą danych wskazano jako rozwiązanie przyszłościowe. 
Przyjęto,,że dla pomyślnej realizacji systemu rozproszonego dla 
zastosowań gospodarczych, kapitalne znaczenia ma silna orientacja 
projektantów na zagadnienia ekonomiczne oraz koncepcja tzw. mode­
lowania semantycznego.

Koncepcja systemów rozproszonego przetwarzania danych zrodziła się 
u dużych jednostkach gospodarczych, rozproszonych geograficznie, operują­
cych na dużych zasobach danych. Reprezentanci tej koncepcji mają zazwy­
czaj znaczne doświadczenia w administrowaniu dużymi bazami danych. Zde­
finiowanie systemu rozproszonego s .jarza szereg trudności. Wynika to z 

ogromnej różnorodności modeli zaliczanych do systemu rozproszonego. Bliż­
szego wyjaśnienia wymaga korelacja między pojęciami: system rozproszony 
a decentralizacja przetwarzania danych. Pojęcie decentraliza­

cja na ogół dotyczy sfery zarządzania, gdzie oznacza delegowanie wła­
dzy na niższe szczeble. Abstrahując od złożonych zależności stopnia cen­

tralizacji i decentralizacji od systemu zarządzania, można u uproszcze­
niu podać, że w małych przedsiębiorstwach z reguły preferowana jest cen­
tralizacja decyzji. W miarę wzrostu stopnia złożoności jednostki gospo­

darczej pojawia się tendencja delegowania władzy na niższe szczeble,, 
szczególnie u przypadku zróżniowanaj działalności gospodarczej. Decentra­

lizacja w przetwarzaniu danych dotyczy również uprawnień decyzyjnych, rea­

lizowanych przecież w ramach ogólnego zarządzania jednostką gospodarczą, 
związanych z problematyką przetwarzania danych. Uprawnienia decyzyjna 
odnoszą się tu przede wszystkim do wyboru obszaru zastosowań systemów 
użytkowych oraz metod ich projektowania, co możnaby określić jako polity­

kę informatyczną. Decentralizacja przetwarzania danych związana jest z 

tworzeniem u określonych oddziałach, wydziałach, zakładach dużych jednos­
tek gospodarczych, zespołów profesjonalistów z zakresu przetwarzania da— 
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nych, tzw. personelu informatycznego. U przypadku gdy poszczególne zes­
poły informatyczne jednostki gospodarczej będą posiadały znaczną samo­
dzielność decyzji w polityce informatycznej, to ma miejsce decentrali­

zacja przetwarzania danych. Zespoły te mają swobodą wyboru funkcji przez­
naczonych do skomputeryzowania i samodzielnie decydują jak użyć potencja­

łu informatycznego, Na ogół delegowaniu władzy informatycznej towarzyszy 
rozproszenie sprzętu informatycznego. Podkreślić należy, że samo rozpro­

szenie potencjału sprzętowego bez delegowania uprawnień u zakresie prze­

twarzania danych nie stanowi systemu zdecentralizowanego. U takim przy­
padku bardziej wskazane byłoby określanie sytuacji jako dekoncen­

tracja sprzętu informatycznego, co uwypuk­
la fizyczny charakter tego zjawiska. Oczywiście, że dekoncentracja mocy 

obliczeniowych sprzyja procesowi decentralizacji przetwarzania danych. 
Trudno jednak precyzyjnie określić jaki jest związek między stopniem de­

centralizacji a stopniem dekoncentracji sprzętu. Dodać jeszcze należy, 
że decentralizacja nie oznacza całkowitej autonomii poszczególnych od­
działów informatycznych, obowiązuje przede wszystkim konieczność działa­

nia na jedrulitsj bazie kodów, nomenklatur, norm.

Wspomniana dekoncentracja sprzątu, dotyczy to głównie procesorów, 
jest zjawiskiem coraz częstszym w praktyce gospodarczej. Zjawisku temu 
na ogół towarzyszy rozproszenia zasobów danych. Uzyskujemy wówczas roz­
wiązania stanowiące właśnie system rozproszony. U żadnej definicji 

systemu rozproszonego nie podaj® się wyraźnie wymo­

gu delegowania uprawnień decyzyjnych. Podkreśla się raczej fakt 

dekoncentracji sprzętu-procesorów- 
zdolnych do samodzielnej pracy i za­

sobów danych. Decentralizacja w informatyce, podobnie jak w 
zarządzaniu, to proces długotrwały, trudny, kryjący wiele niebezpie­
czeństw. Związany jest on z takimi problemami jak: Postawy ludzkie, spo­

soby myślenia, doświadczenie.

System rozproszonego przetwarzania danych może przyjąć bardzo zróź- 

nicowana konfiguracje. Praktyka gospodarcza wskazuje na to, żs obecnie 

podstawowym, możliwym do realizacji typem systemu rozproszonego jest 
zdalna przetwarzania partiowe. Rozproszona baza danych stanowi jeszcze 

formy przyszłościowe. U praktyce gospodarczej nie funkcjonują bowiem 
rozproszone bazy danych dysponujące Sieciowymi Systemami Zarządzania 

Bazą Danych, spełniającymi wszystkie wymagania odnośnie współzarządza- 
nia zasobami /dane, sprzęt, oprogramowanie/. U wielu informatycznych 

ośrodkach naukowo-badawczych prowadzi się badania nad rozwiązaniami u 
zakresie rozproszonej bazy danych. U większości badań stosowany jest ma- 
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dBl relacyjny bazy danych i związany z nia język manipulacji danymi 
L5» s. 19J. Obecnie oferowane projekty rozproszonych baz danych nie są 

w pełni, automatycznie zintegrowane. Charakteryzują się one węzłami po­

siadającymi bazy oprogramowane w określonych Systemach Zarządzania 8az< 
Danych. Węzły te są co prawda połączone łączem telekomunikacyjnym, ale 
brak tu automatycznej obsługi współdziałania oaz między.sobą. Czasami 

wymagają one od użytkowników specyfikouania miejsc przetwarzania i prze­
chowywania danych. Nie spełniony jest tu warunek niezależności danych od 

rozproszenia geograficznego. Zwykle zaprojektowane są one na bazie sieci 
o jednorodnym środowisku komputerowym i programowym. Z reguły procesory 

nie współpracują u trybie dialogowym lecz w trybie partiowym. Oczekuje 
się, że odpowiednie Sieciowe Systemy Zarządzania Bazą Danych będą dostęp­
ne w praktyce gospodarczej w drugiej połowie lat 80-tych [5, s. 14 J.

Systemy rozproszone stawiają bardzo wysokie wymagania sprzętowo-pro­

gramowe. Prawdopodobnie z tej przyczyny większość opracowań z zakresu 

rozproszonego przetwarzania danych dotyczy problemów sprzętowo-programo­

wych, nadając tym samym priotytet tym zagadnieniom.

System informacyjny użytkownika pozostaje "obok" lub "u tle". Ulydaje 

się, że zagadnienia dotyczące systemu informacyjnego użytkownika powin­

ny mieć podstawowe znaczenie, a przynajmniej równorzędne jak zagadnienia 

sprzętowo-programowe, Postęp w dziedzinie programowo-sprzętowej znacznie 

wyprzedził postęp u obszarze analizy systemu informacyjnego użytkownika. 
Baczniejszy ugląd u dotychczasową literaturę przedmiotu pozwala sądzić, 

że siła systemów rozproszonych będzie następstwem rygorystycznie prze­
prowadzonej analizy systemu informacyjnego użytkownika, a tym samym co­

raz głębszej orientacji środowiska informatyków na zagadnienia gospodar­
cze £l^ . Pamiętając o tym, że każda jednostka posiada swojego rodzaju 

specyfikę, filozofię zarządzania, niemożliwością jest sformułowanie ścis­

łych powtarzalnych reguł analizy rozproszenia strumieni informacyjnych. 
Korzystać tu trzeba z najnowszych osiągnięć metodologii projektowania 
systemów informatycznych w warunkach bazy danych ^6^ oraz z tzw. selek­
cyjnej metodyki projektowania systemów f4J •

Zwrócić należy też uwagę na kapitalne znaczenie koncepcji tzw. mode­
lowania semantycznego {^2 i 3j . Podejście to zmierza do ujmowania syste­

mu informacyjnego jako modelu rzeczywistości gospodarczej tzn. silnego 
wiązania go ze sferą realną. Koncepcja ta uniezależnia w pewnym sensie 

system informacyjny od trudno definiowanych potrzeb informacyjnych użyt­
kownika oraz od zmian w procedurach i metodach zarządzania. Rodslouanie 

to wymaga od projektanta systemu znacznej wiedzy o podstawowych celach 
i funkcjach przedsiębiorstwa oraz ich wzajemnych uwarunkowaniach.
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The Distributed System - an Attempt to Re-examine 

the Information Resources of the entarprise.

In this article distributed data Processing has been dafined. The 

distributed data base has been indicated as a futurę solution. It has 

been assumed tha t it is issential for desingers to haze a nau arienta- 

tion in economio problems, and concept of so - callad semantic modelling 

in order to realize a successful distributed system in economio 
applications.

>CHEPCSAH CMCTEMA - SOBblTKA HOBTOPHOPO HPOCMOTFA 
PECYPCOB nPKWWHH

E cTaiBe usną ne-jnHZUHH micnspoHoS chctsmh odpaÓOTKn naHHHx. 
AiicnepcHHfi Óa3nc naHHHx yuasan ksk nepcneKTKBHoe pemenae. ilpnHHio, 
hto h-th ycnennoa peajmaamm AncnepcHoa chctsmh jwh upzweHeim b Ha- 
doahom xo3HzcTBe KannTajiBHoe 3HaneHxe meeT csmo opseHTnpoBgHse npo- 
9KTHHT0B Ha SKOHOMHHeCKHe BOHpOCH, a TaKKe KOHUenUHH 2.H. CeMaHTlIHeC- 
Koro MoueimpoBaHan.
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LOKALNE MONITORY EKRANOWE W SIECI MSK

Oprogramowanie systemowe procesora czołowego w sieci MSK unie­
możliwia wykorzystanie lokalnych monitorów ekranowych w otwar­
tej sieci komputerowej. Użytkownicy monitorów MERA 7911 są od­
cięci od zasobów programowych dostępnych w sieci. Zastosowanie 
w systemie G-3 Virtualnegó Procesora Komunikacyjnego oraz pro­
gramu Managera Komunikacyjnego daje możliwość rozwiązania pro­
blemu. Programy wsółpracujące z Managerem Komunikacyjnym reali­
zują interfejs dostępu do usług transportowych komputera czoło­
wego, a tym samym zapewniają dostęp do oddalonych komputerów 
obliczeniowych.

1. Wstęp

Istniejące oprogramowanie systemowe procesora czołowego obsłu­
guje tylko monitory dalekopisowe ( TTY ) podłączone do Odry 1325 po­
przez multiplekser MPX-325. Brak w programie <DCPV modułu obsługi 
grupowych jednostek sterowania monitorami ekranowymi ( JSG ), unie­
możliwia wykorzystanie monitorów MERA 7911 w otwartej sieci kompute­
rowej. Tai: więc praktycznie biorąc tylko tzw. zdalni użytkownicy sys­
temów komputerowych, wyposażeni w drukarki mozaikowe DZM180KSRE lub 
monitory MERA 7952N realizujące orotokół w/w drukarek, mogą być 
użytkownikami sieco MSK. Użytkownicy podłączeni do systemu GECRGE 5 
poprzez JSG i lokalne monitory ekranowe aktualnie nie mogą korzystać 
z usług sieci MSK. Jest to potencjalnie liczna grupa użytkowników. 
W niektórych ośrodkach na lokalnych monitorach ekranowych oparta jest 
cała dydaktyka. Z tego punktu widzenia, dopuszczenie użytkowników 
lokalnych monitorów ekranowych do sieci MSK jest bardzo ważne.

2. Struktura systemu.

W standardowych instalacjach grupowe jednostki sterujące monito- 

z Ośrodek Elektronicznej Techniki Obliczeniowej politechniki 51. Gór
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Rys.Ii. Schemat komunikacji
Fig.i. Communication diagram.

rami ekranowanymi (JSG 7802 ) obsługiwane są poprzez makro YIDIMOP z 
programem $XKL4. Dostęp do systemu G-3 realizuje się poprzez kanał wy­
dawcy komend. Rozwiązanie to uniemożliwia wykorzystanie całoekranowego 
edytora. Zainstalowanie w sytemie G-3 Managera Komunikacyjnego obsłu­
gującego wszystkie jednostki komunikacyjne ( JSG, MPX, ICL 7903 ) 
umożliwia zrealizowanie nast. celów (rys.1.):
a) lokalne monitory ekranowe MERA 7911 realizują dostęp do systemu G-3 

poprzez Yirtualny Procesor Komunikacyjny ( VCC ) oraz pomocniczy 
program #MARS. Lokalni użytkownicy mogą korzystać z całostronicowe­
go edytora ( SCREEN EDIT ),

b) procesor czołowy podłączony do Odry 1305 poprzez ADM-325 jest rów­
nież obsługiwany przez program Managera Komunikacyjnego, który re­
alizuje interfejs międzymaszynowy ICL 7900. Program #STER, komuni­
kujący się z Managerem Komunikacyjnym poprzez łącza programowe 
wewnątrzmaszynowe, umożliwia sterowanie identyfikatorami poprzez 
podawanie numerów logicznych dla poszczególnych urządzeń końcowych 
systemu teletransmisji.

Przydzielenie numerów poszczególnym urządzeniom sieci następuje w 
czasie kompilacji programu Managera Komunikacyjnego. Manager Komuni­
kacyjny jak i wszystkie programy użytkowe używają identycznych iden­



275

tyfikatorów w stosunku do tych samych urządzeń. 
Z programem Managera Komunikacyjnego może współpracować do 10 progra­
mów użytkowych. Pojedyncze terminale sieci mogą być przydzielone 
różnym programom, a także przełączane pomiędzy nimi. Standardowo mo­
nitory lokalne MERA 7911 przyłączone są do programu #MARS i współpra­
cują z G-3 poprzez VCC. Użytkownik może przydzielić swój terminal do 
innego programu np. ^STER.
Trzeci wyszczególniony program #TRAN umożliwia logiczne przełączenie 
lokalnych monitorów pomiędzy dwoma systemami. G-3 sprzężonymi drugim 
adapterem międzymaszynowym ADM-325. Realizowany jest również transfer 
zbiorów pomiędzy kartotekami w dwóch różnych systemach ( zbiory gra­
ficzne, binarne, taśmy magnetyczne ).

3. Oprogramowanie komunikacyjne

Interfejs dostępu do usług transportowych komputera czołowego 
( KC-Odra 1325 ) określa reguły współpracy pomiędzy użytkownikiem 
warstwy transportowej, rezydującym w systemie G-3, a punktem dostę­
pu do usług transportowych stacji transportowej, implementowanej w KC. 
Interfejs ten realizuje program #STER, współpracujący poprzez łącza 
programowe wewnątrzmaszynowe z programem Managera Komunikacyjnego. 
Manager Komunikacyjny realizuje standardowy interfejs międzymaszynowy 
ICL 7900 w którym zanużony jest w/w interfejs dostępu do usług trans­
portowych (rys.2.). 
Program #STER składa się z następujących modułów: 
a) sytem RIM, który poprzez łącza programowe wewnątrzmaszynowe reali­

zuje wymianę informacji pomiędzy programem Managera Komunikacyjnego 
a modułami programu użytkowego, 

b) JSG-S ( jednostka sterowania grupowego - sieć ), który poprzez RIM 
przyjmuje/wysyła informację z/do lokalnego monitora adresowanego 
poprzez unikalny numer identyfikatora. Dzieli otrzymaną informację 
na ciąg segmentów i poprzez interfejs międzymodułowy przekazuje do 
modułu M-D. Organizuje synchronizację procesów realizowanych w od­
dalonych procesorach, poprzez właściwą obsługę przerwań (break), 

c) S-G3 ( sieć - system GEORGE 3 ), który poprzez kanał wydawcy komend 
przyjmuje/wysyła informację z/do systemu G-3. Dzieli otrzymaną 
informację na ciąg segmentów i poprzez interfejs międzymodułowy 
przekazuje do modułu M-D. Organizuje również synchronizację oddalo­
nych procesów, 

d) M-D ( multipleksowanie - demultipleksowanie ). Jest to najważniej­
szy moduł programu. Realizuje inicjację całego programu, a przede
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Program
#STER

ODRA 1325

Rys.2. Struktura programu
Fig.2. Program structure 

wszystkim odpowiada za inicjację interfejsu dostępu do usług transpor­
towych. w dwóch trybach [1],
- tryb pracy inicjatora, w którym inicjatorem żądającym usługi ustano­

wienia połączenia transportowego jest moduł JSG - S,
- tryb pracy odbiorcy, w którym moduł S - G3 oczekuje na zgłoszenie 

od partnera z komputera czołowego wskazujące żądanie ustanowienia 
połączenia transportowego.

Moduł po ustanowieniu połączenia transportowego, przechodzi do fazy 
transferu danych. V celu uzyskania całkowitej symetrii usług w kompu­
terach obliczeniowych, wykorzystuje się dwa identyfikatory punktów do­
stępu do usług transportowych: 
- praca inicjatora ( identyfikator output ), 
- praca odbiorcy ( identyfikator input ).
Moduł M - D przeprowadza multipleksowanie w górę i w dół segmentów 
informacji ( danych użytkowych ).

4. Podsumowanie

Struktura systemu jest przystosowana do wykorzystania połączenia 
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transportowego pomiędzy dwoma komputerami obliczeniowymi Odra 1305 
współpracującymi poprzez sieć MSK. System ten umożliwia wzajemne wy­
korzystanie lokalnych monitorów ekranowych w sieci. W przypadku więk­
szej ilości hostów należy zrealizować podwójne połączenia' transporto­
we pomiędzy poszczególnymi stacjami transportowymi. Przebudować logicz­
nie należy, przede wszystkim, moduł M - D, który odpowiada za multi- 
pleksowanie i demultipleksowanie informacji dla poszczególnych iden­
tyfikatorów. Moduł JSG - S musi dopuszczać adresację, poprzez inter­
fejs międzymodułowy, większej ilości identyfikatorów.
Aktualnie dla przedstawionego rozwiązania prowadzone są prace projek­
towo - programowe,

5. Literatura

[i] Wojciech Żabniewski : Specyfika interfejsu dostępu do usług 
transportowych komputera czołowego Odra 
1325 sieci komputerowej MSK.

[2] Manager Komunikacyjny : Opracowanie Mera Elwro.

LOCAL MONITOR DISPLAYS 1N MSK NETWORK

System software of Front End Processor ( FEP - Odra 1325 ) does not 
cermit to use of local monitor displays in Wide Area Networks ( WAN ). 
Users of MERA 7911 monitor displays don£ have any acces to resources 
available in network. Using a Virtual Communications Processor under 
GEORGE-3 and Communications Manager program resolves this problem. 
Programs co-operating with Communications Manager enable acces to 
transport services of FEP and therefore make usage of remote compu- 
ters ( HOST-s ) possible.

jlOKSJIŁHHe JtHCmieH B KOMOŁDTepHOK OCTU MCK

CHcieMHoe uporaMMHoe oGecneHeme ceTesoro nponeccopa He ^aeT B03- 
MOSHOCTH 0CnOjn>3OBaHHH JIOKaJIBHHX RHCMeeB B OTKPHTÓ0 KOMJIŁKTepHOg 
ceTZ. noju>3OBaTej£H .nzcmieeB KĘPA 7911 He Moryr Hcnoju>3OBaTŁ nporaw- 
mhhs pecypcH nociynHne b cera. IIpaMeHenze b cacTeMe P-3 BzpTyajiŁHO- 
ro Tejienpcueccona j a TaKsce uporpaMMH ynpasjieHKR Tejrenepeuanz naeT 
B03M0SH0CTŁ peineHM 3T0ił UpOOJieMŁI. IIpbrpaMMH, CBHSaHHHC c UporpaMMOił 
ynoaBjieHEH TeJienepesanH, peajmsiipyBT HHTep$eKc aocTyna k TpaHcnopm- 
hhm ycjiyraM ceTeBoro npoiieccopa, T.e. peajiisiipyKT flocTyn k ynajien- 
HHM rjiaBHHM BHHBCJraTejIBHHM ManiEHaM (IBM).
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KONCEPCJA OCENY POPRAWNOŚCI FUNKCJONALNEJ 1 EFEKTYWNOŚCI 

POOSYSTENU TRANSMISJI SIECI UMMLAN-2

Przedstawiano koncepcje organizacji badan podsystemu 
transmisji lokalnej sieci komputerowej UMnLAN-2 skonstruowanej 
w Instytucie Informatyki AGH. Eksperymenty mała na celu przede 
wszystkim ocene poprawności 1 efektywności programowe 1 
implementacji protokołu transportowego. Pomiary wielkości 
związanych z komunikacja prowadzi . sie z wykorzystaniem 
dedykowanej stacji monitorującej i lokalnych programów 
obserwujących zdarzenia komunikacyjne.

1. WSTĘP

Opisywane w literaturze 11,2,3,5,71 nowe prace eksperymentalne 

majace na celu ocene poprawności funkcjonalnej Cczyli walidacje! i 

efektywności lokalnych sieci komputerowych dotyczą zasadniczo trzech 

poziomow: 

- warstwy fizycznej i sterowania dostępem do medium, 

- oprogramowania warstwy transportu, 

- komunikacji miedzy procesami w systemach rozproszonych.

Niezależnie od poziomu, którego dotyczą badania, stosuje sia 

następujące spodki dla organizacji eksperymentu: 

a! sprzęt i oprogramowanie dlą generacji określonych warunków pracy 

sieci, 

bj środki dla obserwacji i rejestracji pracy sieci, 

c! programy do analizy danych zebranych w procesie monitorowania, 

pozwalające na .uzyskanie syntetycznych wskaźników jakości badanSCto 

systemu.

Opracowując koncepcje organizacji badan podsystemu ' transmisji 

lokalnej sieci komputerowej UMMLAN-2, skonstruowanej w Instytucie 

Informatyki AGH, wykorzystano aktualne tendencje w zakresie metodyki 

prowadzenia eksperymentów w takich systemach.

• Instytut Informatyki AGH, Kraków



279
2. CEL BADAN EKSPERYMENTALNYCH PODSYSTEMU TRANSMISJI

Podsystem transmisji sieci UMMLAN-2 LSD zaoewma przezroczyste, 

niezawodne przesyłanie wiadomości (z ewentualnym potwierdzeniem? miedzy 

procesami. Jest to podsystem odpowiadający wymaganiom standardu IEE: 

802.3. Logiczna struktura stacji w sieci UMMLAN-2 przedstawiono r>B 

rys. i. Podstawowe cechy przyjętego interfejsu miedzy komputerem 

obliczeniowym a siecią sa następujące: 

- funkcje warstwy fizycznej i częściowo warstwy lacza danych realizuje 

układ ULSI (koprocesor Intel S2SBS?,

- oprogramowanie transportowe umieszczono w pamięci EPROM dedykowanego w 

każdej stacji komputera komunikacyjnego,

- operacje transportowe sa udostępniane procesom użytkowym przez handler 

stacji transportowej CHST? implementowany w systemie operacyjnym 

komputera obliczeniowego.

Eksperymentalne badania podsystemu transmisji, maja na celu 

walidacje podsystemu Cw warunkach sztucznego obciążenia?, ccene 

efektywności pod katem wymagań aplikacyjnych (przy obciążeniu naturalnym 

1 sztucznym? oraz siedzenie operacji komunikacji miedzyorocespwe: iw 

warunkach eksploatacyjnych, przy obciążeniu naturalnym?.

KONCEPCJA EKSPERYMENTU

Przyjęto zasadę, ze pomiaru wielkości związanych z Komunikacja 

należy dokonać w sposcb nie unoszący dodatkowego obciążenia medium 

transmisji i przy maksymalnej koncentracji danych .pomiarowych. System 

pomiarowy (por. rys. 1? rejestruje wejściowe obciążenie podsystemu 

transmisji u każdej stacji oraz zdarzenia zachodzące u medium.

Stacje użytkowe

PROCES
(lub generator 

obciążenia?

S0 I HST
Centralna 
Stać ja 
Monitory jaca 
CCSM?

lokalna <------ + I i
obserwacja I I I
zdarzeń <------I--------+ podsystem,
zewnętrznych i transmisji

EPRCM i W. Transportu i !

B2EB5 i W. lacza danych I I

i W. fizyczna I i

v I i:

zdarzenia wewnętrzne (pakietu

Obliczanie I 
i prezentao;a I 
wsk. jakości I

Analiza 
zdarzeń

□bserwsc 1 a 
centralna

Rus. 1. Środowisko i organizacja eksperymentu
r ic . 1. Envirpnment and organiźation cr the experiment
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Wykorzystują sie przy tym specyfika topalogii szynowej i razglaszenicwy 

charakter transmisji w sieci. Istnieje również możliwość wytworzenia 

sztucznego obciążenia za pomocą programów - generatorów o zadanych 

parametrach. Eksperyment obejmuje dwie fazy:

I. Fazę obserwacji 1 rejestracji zdarzeń wewnętrznych i zewnętrznych. 

II. Fazę analizy zdarzeń * obliczania miar jakości.

Zdarzenia wewnętrzne (wszystkie transmisje w medium? sa 

rejestrowane przez specjalizowana stacje sieci zwana Centralna Stacja 

Monitorującą CSN . Zbiór zdarzeń wewnętrznych 'por. tablica 1. obejmuje;

□TG: transmisja pakietu typu Datagram,

NPI: transmisja Numerowanego Pakietu Informacyjnego,

PCK: transmisja pakietu potwierdzenia, 

CER: transmisja pakietu z biedna suma CRC, 

PER: kolizja.

Tablica . . Atrybutu cbseruowalnych zdarzeń wewnętrznych
Table 1. Pttributes of observable mtarnal ewents

Atrybut:

□ TG 
NPIPCK 
CER PER

Pakiet w medium

S zr P zr S dc P dc lup Ciup NS NSP ; Czas i

dostępny jedynie licznik zdarzeń CER 
dostępny Jedynie licznik zdarzeń PER

Objaśnienia:
S zr, P zr: adres zrodlowy (stacji 1 portu?,
S dc, P dc: adres docelowy (stacji i portu?,
Dług: dlugosc pakietu,
NS: numer sekwencyjny pakietu w ramach wiadomości,
NSP: numer pakietu u ramach połączenia transoortcweęo.
Typ. typ potwierdzenia

(pozytywne lub negatywne z padaniem przyczynuj.
Czas: czas zarejestrowania zdarzenia (czas lojalny ubdj.

zewnętrzne 

z1eceni a? .

szia1a' a c s

□dzouisdzi

W poszczególnych stacjach sieci rejestrowane sa zdarzenia 

(wystąpienia zleceń dla warstwy transportu i odpowiedzi na 

Rejestracji dokonuje lokalny obserwator - procedura 

w strukturze handlera HST. Obserwowane zlecenia z.- i 

Cc? (por. tablica EJ związane sa z następującymi operacjami 

transportowymi:

PLLDCPTE: przydziel port.

□EPLLOCPTE: usuń port, 

TEST,PORT: testuj porty,

SENDDTG: wyślij wiadomość u trybie bezpolaczeniowum.

SEND NPI: wyślij wiadomość w trybie połączeniowym.

TEST SND: testuj stan operacji SEND NPI.

SIGNAL SND: sygnalizuj zakończenie operacji SEND.NPI. 

WAIT SND: zauies proces w oczekiwaniu na zakończenie S1'.E NPI. 

RECEIPE: odbierz wiadomość,

PREUIEW: sprawdź- pakiet oczekujący na odebranie.



281

SiGNAI__RCU: sygnalizuj przybycie pakietu dc portu, 

WAIT.RCU: zamieś proces w cczakiwariu na przybycie psk.Btu.

REFIOUE: usuń pakiet oczakulacy na odebranie.

Tablica 2. Atrybutu oBsęrwowalnuch zdarzeń zeuretrznuch 
labie 2. Attributes ot obserwable extet—lai evsnts

Objaśnienia:
Stan: kod statusu operacji Cprzyjeta. wykonana lub odrzuconej. 
Czas: czas zarejestrowania zdarzenia Cczas lokalny obserwatora).
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Po zakończeniu realizacji'fazy I eksperymenty. wyniki reiest-it’i 

lokalnych została przesiane do CSH a następnie poddane fiitracu 

Credukcjii i analizie. iliary jakości śa obliczane na podstawie uartcaci 

atrybutów zdarzeń oraz powiazan przyczynowo - skutkowych meczu 

zdarzeniami. Zbiór zarejestrowanych danych obejmuje kompletne ue'scis i 

wyjście Czarowno od strony procesu jak i od strony medium.' cazdspo 

komputera komunikacyjnego w podsystemie transmisji. baja to bardzo 

■szczegółowy obraz komunikacji w sieci, wystarcza Jacy d^a realizacji 

każdego z celów postawionych w rozdziale 2.

Zamierzona konsekwencja przyjętej metodyki pomiaru jest brak 

wspclnej skali czasu dla wszystkich zdarzeń. Zdarzenia zewnętrzne maja 

przypisany czas lokalny odpowiedniego obserwatora a zdarzenia wewnętrzna 

- czas lokalny CSU. Takie rozwiązanie wprawdzie komplikuje analiza 

przyczynowa Cnp. łańcuchy zdarzeń □TG/RECEIUE.z/REEE:UE c i 

RECE1UE „z/DTG/FECEIUE. □ nie beda rozrozmane na etapie analizy 

przyczynowej), ale nie ogranicza to ani możliwości badan walidacujnych 

ani badan efektywności. Unikniecie znacznego narzutu transmisji w 

medium, który byłby związany z implementacja którejkolwiek z 

proponowanych metod synchronizacji czasu w systemie rozproszonym : np. 

Chjj, jest bardzo ważne w przyjętej koncepcji neutralnego pomiaru.
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4. WNIOSKI

Przedstawiony sposob organizacji Eksperymentu umożliwia kompleksowe 

padanie podsystemu transmisji przy zachowaniu następujących korzystnych 

cech systemu pomiarowego: 

aj Neutralność. Pomiar nie wnosi dodatkowego obciążenia medium.

b? Przezroczystość. Pomiar nie narusza normalnych funkcji sieci i nie 

wymaga adaptacji programów użytkownika.

cl Brak modyfikacji oprogramowania transportowego w komputerach 

komunikacyjnych.

dl Centralizacja zbierania wyników obserwacji zdarzeń.

el Latwosc parametrycznego sterowania obciążeniem zewnętrznym.

Cena, Jaka zapłacono za wymienione zalety była konieczność 

wydzielenia osobnej stacji sieci CCShl dla potrzeb eksperymentu. CSN 

wymaga zmodyfikowanego oprogramowania w swoim komputerze komunikacyjnym 

oraz złożonych programów dla analizy zdarzeń.
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THE CONCEPT OF THE UMMLAN-2VALIDATI0N AND PERFORMANCE MFA.HTTP WENT

The report presents the concept of the UF1F1LAN-2 local area network 
validation and performance measurement. There has been described an 
experimental environment in which dedicated monitor station and local 
observatory software register communication ewents in the medium and in 
the prccess interface respecti.uely. The collected data can later be 
analused in order to calculate useful performance' statistics and to 
check the conformity of the transport protocol to its specification.

KOFttLEUIilH OIiEHKH BEPHOCTM K 9OSWEH0CTH HOUCMCTE-
TPAHCMMCCM CETZ UMMLAN-2

3cecs uaeTca KOHueniHH opraansannu nccjienoBaHmi noncMCTeMM nepenaw 
naHHiiz JioKanbHOił ceTH yKMJIAH-2. EKcnepHMeHTH npoBoasTcs nns meHKZ 
npaBzabHocta n eWeKTHBHocTii nporpaMMHtu MMnjieMeHTauMji TpaHcnopTHoro 
npcToKpjia. ZsMepeHZH BecyTcs npa ncnojibsoBanmi oTnejibHcii MOHiiTiipyKseu 
CTJHMK Z MeCTHNS nporpaMM, CdenHIMlZ aa KOMMyHilKaUMOHHWMn COChITKHMU.
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WPHW INFORMACJI KONTROLNYCH NA RZECZYWISTE 
WYKORZYSTANIE KANAKU W RADIOWEJ SIECI TELEINFORMATYCZNEJ

W większości prac poświęconych analizie przepustowości kanałów 
w sieciach radiowych pomija się wpływ informacji kontrolnych , tj. 
pakietów potwierdzeń na rzeczywiste wykorzystanie kanału . W pracy 
przedstawiono zależności pomiędzy średnim rzeczywistym przepływem 
pakietów /przepustowością kanału/ a podstawowymi parametrami chara­
kteryzującymi sieć jednoskokową o pełnej lub gwiaździstej struktu­
rze. Analizie poddano dwa podstawowe protokoły swobodnego dostępu 
- tzw. asynchroniczny i synchroniczny protokół typu ALOHA z u- 
wzg1ędnieniem kilku ich wersji

1. WPROWADZENIE

Komutacja pakietów połączona z przypadkowym - swobodnym dostępem 
użytkowników do kanału radiowego została zastosowana po raz pierwszy przed 
15 laty w sieci ALOHA [1], £4 J, [^5 Od tego czasu datuje się stałe ,

ciągle rosnące zainteresowanie wykorzystaniem łączności radiowej do wy - 
miany informacji pomiędzy cyfrowymi urządzeniami końcowymi. Należy przy 
tym zaznaczyć , ze protokoły swobodnego dostępu znajdują również zastoso­
wanie w sieciach z kablami współosiowymi czy tez światłowodami. W litera­
turze poświęconej zagadnieniom radiowych sieci teleinformatycznych domi­
nują aspekty związane z analizą efektywności protokołów komunikacyjnych 
swobodnego ew. częściowo- kontrolowanego dostępu do kanału. Głównymi pa­
rametrami charakteryzującymi efektywność są przy tym sprawność wykorzysta- 
niakanału oraz średnie opóźnienie przy przesyłaniu wiadomości.
W większości analiz poświęconych przepustowości kanałów w radiowych sie­
ciach teleinformatycznych pomija się wpływ informacji o charakterze kon­
trolnym ; tj. pakietów potwierdzeń na rzeczywiste wykorzystanie kanału. 
W sieciach tych protokół komunikacyjny narzuca potrzebę przesyłania pozy­
tywnych potwierdzeń o pakietach odebranych poprawnie. Ten dodatkowy ruch 
generowany przez poszczególnych użytkowników sieci / ew. węzeł centralny/ 
odgrywa więc ważną rolę w jej prawidłowym funkcjonowaniu. Jednocześnie 
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ruch ten w sposób istotny obciąża kanał łączności. Przedmiotem pracy jest 
analiza wpływu strumienia informacji kontrolnych na przepustowość kanału 
radiowego w sieci jednoskokowej. Zaprezentowane wyniki odnoszą się do 
kilku wersji dwóch podstawowych protokołów typu ALOHA, tzn. protokołu 
asynchronicznego /pure ALOHA oraz synchronicznego /slotted ALOHA
L^J.f/j/. Przedmiotem analizy są ponadto dwa typy konfiguracji .W pierw­

szym z nich : tzw. konfiguracji z kanałem wspólnym /KW/ , pakiety potwier­
dzeń /PACK/ są przesycane przez kanał wykorzystywany jednocześnie do 
transmisji pakietów informacyjnych /PI/ . W drugim typie przyjmuje się , 
że pakiety PACK są przesyłane kanałem pomocniczym /KP/ wydzielonym z pa­
sma KW . W tym przypadku pakiety PI są przesyłane niezal eżnym kanałem pod­
stawowym /KPI/ .

2. ANALIZA ZMIAN ŚREDNIEGO PRZEPŁYWU PAKIETÓW PI - PAKIETY PACK 

PRZESYCANE PRZEZ KW

W rozdziale tym zakładać będziemy, ze pakiety PI o długości Lpi oraz 
pakiety PACK o długości L^CK przesyłane są przez KW o paśmie S.

Protokół asynehroniczny bez priorytetu. /ABP - KW /

Jeżeli przyjmiemy , że oba typy pakietów mogą być przesyłane , bez 
żadnego uprzywilejowania przez KW, prowadzić to będzie do wzajemnych ich 
kolizji. Udział w rzeczywistym przepływie S będą miały jedynie te udanie 
transmitowane pakiety PI, których pakiety PACK zostały również przesłane 
bez interferencji. Przeprowadzając analizę średniego przepływu pakietów 
PI przy założeniu, że zpunktu widzenia wybranego użytkownika przesyłane 
przez niego pakiety PI oraz PACK pojawiają się w KW w przypadkowych chwi­
lach czasu a odstępy pomiędzy kolejnymi pakietami są wykładnicze / patrz 
np. 8 / otrzymujemy :

'ABP-KW =* E Gexp(-G c — ) ( 1 )

gdzie L - średnia długość pakietów PI oraz PACK; 
G - średnia zajętość KW .

Przyjmując ponadto Lpl * LACK mamy :

^ABP-KW = G e ■ 2 '

Podobne wartości S otrzymujemy również w wyniku analizy zaprezentowanej 
w £2^/ przy założeniu pojedynczych potwierdzeń / .

Protokół asynchroniczny z priorytetem / AZP - KW /

W tym przypadku użytkownicy mają możliwość identyfikacji pakietów
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przesyZanych poprawnie . Po wykryciu udanej transmisji pakietu PI wszyscy 
potencjalni nadawcy wstrzymują swoje transmisje przez czas ,
następujący bezpośrednio po tej transmisji, gdzie :

TACK = LACK K i 3 >

3 
natomiast równe B. .

ProtokóJ asynchroniczny bez buforowania pakietów PACK / ABB-KP /

W tym przypadku pakiety PACK są przesyZane przez KP natychmiast po 
udanej transmisji pakietu PI. Ażeby uniknąć interferencji pakietów PACY 
w KP musimy zapewnić warunek:

I 1 - I 1 .0
lACK ~ “PI 'G 1

Prowadzi to do następującej zależności :

r -2G LACK
C $ e / /)bAZP-KW = ~ ; a----- ; 1 4 ;

1+a G e'2G LPI

Podobną zależność można również znaleźć wFz] .

ProtokóZ synchroniczny bez priorytetu / SBP-KW /

Podobnie jak w przypadku protoko/u asynchronicznego potwierdzenia 
przesy/ane są natychmiast po zakończeniu udanej transmisji pakietu PI 
Przyjmując, ze rozk/ad liczby pakietów PI pojawiających się w dowolnej 
ramce jest opisany wzorem :

qk = e'G ; k= 0,1,2,... ( 5 )

średni przepZyw otrzymujemy w postaci [^7j :

ą G e t ' \
^SBP-KW ~ 1 + 6 e-G k '

ProtokóZ synchroniczny z priorytetem / SZP-KW /

W przypadku tego protoko/u wszyscy użytkownicy /z wyjątkiem jednego 
przesycającego pakiet PACK/ wstrzymują swoje transmisje po stwierdzeniu 
udanie przes/anego pakietu PI. Drzyjmując, ze Lpj = mamy wówczas^?.: 

r'G
S = _______ 2_______________ t 7 1

SZP'KW 1 + 2G e’G (1 - e"G) '

3. ANALIZA PRZEPUSTOWOŚCI - PAKIETY PACK PRZESYCANE PRZEZ KP

ZaZozymy obecnie, że pakiety PACK przesyZane są kanaZem pomocniczym 
KP o paśmie B wydzielonym z pasma B kanaZu KW. Pasmo kanaZu KPI jest
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Tym samym przepustowość systemu " max SABB-KP PrzyJmuJe postać :

CSZB-KP ' a“~TT

4, PORÓWNANIE PROTOKO/ÓW I WNIOSKI KOŃCOWE

Porównania protokojów omówionych w rozdz.2 i 3 dokonano na rys.l i 2.
Ilustrują one spadek wykorzystania kanaju /przepustowości/ spowodowany
przesyjaniem pozytywnych potwierdzeń o pakietach PI odebranych poprawnie.

< G
CABB-KP = r4"a 7~e | G = 1/2 ( 9 }

ProtokóJ asynchroniczny z buforowaniem pakietów PACK / AZB-KP /

ProtokóJ ten może znaleźć zastosowanie w sieci z wydzielonym węzjem 
centralnym, w którym pakiety PACK przed ich wysjaniem mogą być buforowane 
Pozwala to na efektywniejsze wykorzystanie pasma Bg kanaju KP. Przepusto­
wość systemu otrzymujemy w tym przypadku jako:

CAZB-KP = V+Te G = 1/2 ( TO )

W przypadku protokoju synchronicznego odpowiednie zależności przyjmują 
postać:

ProtokóJ synchroniczny bez buforowania / SBB-KP i

CSBB-KP = TTT I | G - 1 ( *1 )

Do identycznej zależności prowadzi analiza systemu, w którym każda 
ramka czasowa podzielona jest na dwie części; informacyjną i kontrolną , 
sjuzące do przesyjariia PI oraz PACK, przy czym = a.

ProtokóJ synchroniczny z buforowaniem / SZB-KP /

( 12 )G = 1

Rys.l. Rzeczywisty przepjyw S w funkcji zajętości kanaju G.
Fig.1. Effective channel throughput S v. total traffic G.
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Rys.2. Rzeczywista przepustowość C w funkcji a = L.rK/Lp] 
Fig.2. Effective channel capacity C v. a. m . r.

Z zaprezntowanych wyników widać, ze w przypadku konfiguracji z kanajem 
wspólnym /rys.l/ zdecydowaną przewagę posiada protokój z priorytetem. Pro- 
tokóf ten może być jednak stosowany jedynie wówczas, gdy wszyscy użytkow­
nicy badają stan kanaju KW. W przypadku protokoju bez priorytetu pakiety 
PACK powodują bardzo wyraźny spadek przepustowości KW. Przyjmując a = 1 
maksymalne wykorzystanie kana/u w systemie asynchronicznym spa­
da z l/2e do ok. 0.12. Jeszcze drastyczniejszy spadek z 1/e do ok. 0.14 
obserwujemy w systemie synchronicznym. Z kolei wśród priorytetów odnoszą­
cych się do konfiguracji z kanajem wydzielonym najlepsze wyniki pozwala 
uzyskać protokój z buforowaniem pakietów PACK. Wiąże się to z lepszym wy­
korzystaniem przepustowości KP/patrz rys.2 /.
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.3J&WE KOHTPOJIŁHhK HA MICTBMTFjIBHOE HCIDJIŁ30BAHME
KA1WIA B TEHEUHCOPfWIOHHOn PA>OCETM

B rtnjTRWHCTEe paóoT nocBHineHHHX aHa-msy nponycKHoft cnocoóHocTa Ka- 
HaJioB 2 paxnoceTHX onycKaeTca bjibhh06 kohtpoabhhx KHpopManaii, t. e. na- 
KeroB no,nTBepsaeHna na aeacTBZTejiBHoe acnoAB3OBaHae Kanada. B pabOTe 
npejCTaBJieHH saBKcmiocTK Meawy cpejm™ aeficTBHTe^bHHM npoxoaow naKeTOB 
fnponycKaeMocTŁKJ Kanajia) u ochobhhmh napaMeTpaMK xapaKTepM3yxiwnT ew- 
HnnHyro oeTB hojihoS hjm 3Be3jjooÓpa3Ho2 cTpyKTypoiL IIpoaHaJnasoBaHO ABa 
ochobhhx npoioKOJia CBOÓoAHoro AOCTyna - TaK HasHBaeMHe acKHxpoHB^ecKnił 
a cnHxpoHaaecKH3 npotoKOji Tana aloha - c ynśTOM HecK3ABKax ax Bepcza.
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