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Profesor
Jerzy Bromirski
1918-1889

14 marca 1988 r. zmarit nagle Profesor Jerzy Bromirski - pionier
informatyki wroctawskiej, wychowawca wielu pokolen studentdw.

Swa, prace na Politechnice Wroctawskiej rozpoczat w 1948 r. jeszcze
jako student Wydziatu Elektromechanicznego. Te studia wroctawskie byty
kontynuac ja rozpoczetych w 1938 r. w Warszawie a przerwanych przez
udziat w kampanii wrzesniowej i pobyt w niemieckich oflagach. Po
uzyskaniu stopnia inZyniera elektryka i magistra nauk technicznych
zostar w 1850 r. asystentem w kierowanej przez Prof. Zygmunta
Szparkowskiego Katedrze Teletechniki CpdZniej Automatyki i
Telemechanikid.

W latach 19598-1981, juz jako docent, oprécz pracy na Politechnice,
zajmowal stanowisko gidwnego konstruktora d.s. maszyn matematycznych w
nowo powstaltych Wroctawskich Zakiadach Elektronicznych "“Elwro®. Byt to
okres budowy pierwszych komputerdw Odra 1001, Odra 1002 i Odra 1003.

Dzieki staraniom Profesora w 1962 r. powolano specjalno$d “maszyny
matematyczne' na Wydz. Elektroniki, rok pdéZniej natomiast utworzono
plerwsza w Polsce, oprdécz Politechniki Warszawskiej, Katedre Konstrukcji
Maszyn Cyfrowych. Od 1968 r., kiedy powstat Instytut Cybernetyki
Technicznej, Profesor . kierowal w nim Zaktadem Automatdw C(pdZnie]j
Systemédw Cyfrowychd, peitniac jednoczedsnie funkcje dziekana Wydziatu
Elektroniki C1971-1978>, nastepnie zas Wydziatu Informatyki a4
Zarzadzania C(do 1981).

¥ 1978 r.wraz ze swym zespolem przenidsi sie do Centrum
Obliczeniowego, gdzie utworzyl grupe inzynieril oprogramowania i wiaczyi
ja w prace nad sieciami komputerowymi .,

Po przejd¢ciu na emeryture w 1985 r., mimo przebytej operacji oczu,
nie =zerwal kontaktdw =z Politechnika - byt przewodniczacym pierwszej
konferencji '"Sieci komputerowe'" w 1985 r. oraz czionkiem komitetu

programowego tych konferencji w 1987 r. i 1989 r.

W czasie swej wieloletniej pracy naukowej i dydaktycznej Profesor
przygotowat ok. 70 prac naukowych, kilka podrecznikdéw akademickich
Cwérédd nich “Teoria automatdw” bytra podstawowa ksiazka studentdw
informatyki na wszystkich polskich politechnikachd, promowat 33
doktordéw, wychowal wiele pokolen studentdw, przez ktdrych byt szanowany
i lubiany. .

Profesor uczestniczy®! w pracy wielu stowarzyszehh, rad naukowych,
peinit rézne funkcje konsultacyjne; m.in. by* czlonkiem PaiAstwowej Rady
Informatyki, czionkiem ‘Zespotu Elektronizacji i Automatyzacji Rady
Gidwnej Nauki, Szkolnictwa WyZszego i Techniki, czionkiem Centralnej
Komisji Kwalifikacyjnej, zastepca Redaktora naczelnego "Podstaw
Sterowania® od chwili zatoZenia pisma, cztonkiem—-zatozZzycielem Polskiego
Towarzystwa Informatycznego.

Jego otwartosd na przedstawiane Mu problemy, Z2yczliwosd i
wyrozumiatod$d w kontaktach z innymi zjednywaity Mu powszechny szacumek 1
sympatie.

Odchodzac pozostawiit wdzieczna pamied o scblie 1 przedwiadczenie, zZe
zakoiczyt sie pewien okres polskiej informatyki - czas Jjej narodzin i
dojrzewania.
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information policy.

computer network

Jeo Van Arkel’r

NETWORKS AND POPULATION INFORMATION SYSTEMS

The use of networks by government is increasing sharply. This is
evident in various fields of application. This paper examines
the use of networks from the point of view of developments in
the field of personal data filing in the Netherlands. It also
describes the network conception that 'is wused to realise a
decentralised structure for the national population registration
gsystem. This decentralised structure asks for standardisation of
data elements as well as network protocols, enforced by strict
regulations.

1. NEED FOR A POLICY

In recent years, the importance of personal data has increased
owing to the growing number of government tasks. The government
carries out its tasks for the‘'benefit of individuals, groups of
people and the population as a whole. In order to carry out these
tasks satisfactorily, it has to have acces to certain information on
people. People’s lives can be directly affected by a poorly-designed
system. Important requirements for a coherent policy are:

- the wish to improve services by means of making optimal use of
technical aids; »

- attention for careful protection of privacy which includes the use
of administrative numbers and the linking up of various data
files;

- the need to use personal data more effectively and efficiently;

- the desire for more and improved information for policymaking;

- the tracking down and combating of fraud, for example social
security and tax fraud;

- the desire to establish a cost allocation formula for certain
flows of information;

- the need for good security.

*Ministry of Home Affairs, Netherlands



Thege are some reasons for having a good personal information
systems policy. As yet such policy has not been enshrined in
legislation.

2. ORGANISATIONAL CHART

Government information systems can be devided into areas of
attention, such as education and public health, items to be
registered, such as persons and property, and management systems,
such as finance and employees. Population registration policy cares
only about persons as objectives of registration.

In the Netherlands there is a minister responsible for each area
and for each item to be registered. A basic data filing system is
also being developed for the most important items to be registered.
Basic data filing systems contain certain core facts on each
registered item for general use within government. The Minister of
Home Affairs is the politician responsible for coordinating
government personal information systems.

His responsibility is directed primarily at the flows of
information between the various sectors and the more or less
comparable activities taking place in various sectors in order to
prevent work being repeated unnecesarily. A Provisional Council has

been set up in order to advise him in this respect.l)

3. VARIOUS ASPECTS OF PERSONAL INFORMATION SYSTEMS POLICY

The various interests which are served by a good personal
information system should at each occasion be weighedlup carefully.
These are: '
- the task of the organisation or the part of the organisation

concerned;

- the effectiveness and the efficiency of the information systems;
- the privacy of the individual.
Neither the task which a government body carries out nor the
organisational form chosen for its implementation are part of
personal information systems policy. The tasks of a government body
are often laid down by law and should be considered as given for the
purposes of personal information systems policy. Personal data may
be necessary for the implementation of 'such tasks. What data, when
and in what form are necessary is up to the organisation wich is
responsible for the implementation of the task in question. The
protection of privacy is in the Netherlands a limiting condition for
personal information systems policy. Late in 1988, an actz) was
passed in the Netherlands, which deals with the protection of privacy.
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If we take the task and the privacy aspects more or less as
facts of 1life then the emphasis in personal systems pclicy
automatically comes to lie on effectiveness and efficiency of the
way the government as a whole is handling its personal data.

In concrete terms this means for the lines of policy:

- not collecting and storing more data than is really necessary;

- collecting data only once (not collecting data which are already
available elsewhere in goyetnment);

- storing data only once if possible;

- storing data as close to the individual as possible;

- having as few large central data bases as possible;

- making use of personal data that is already available in
government.

The practical implementation of this decentralised approach
means that more and more communication will have to take place
between all the decentralized information systems. In other words:
nation-wide networking.

4. BASIC POPULATION REGISTRATION SYSTEMS

By tradition, municipalities in’ the Netherlands play an
important role in registering personal data. This is in general
registration for social and judicial purposes. It takes the form of
a card system and it is subject to stringent government regulations.
At this moment a néew electronic system 1is build for the above
mentioned purpose. The main points of the new system are:

- updating of the regulations; the municipalities remain responsible
for implementation; .

- the municipalities may choose their own hardware and develop their
own software; only the specifications are determined by the
regulations;

- the government develops and maintains the communications network;

- this network carries out the standardized communication between
all 700 municipalities and 500 data users;

- there is no question of interactive real time data exchange, but
of an electronic mail system.

The choise of an electronic mail system is based on
considerations of privacy, both individual and organisational.
Organisations would object to other organisations being authorised
to search their data bases and select information from them.
Organisations object far less to answering queries from other
organisations by using their own programs.



Conformity with international standards was sought in setting up the
system which means that for the bottom three levels of the OSI
model, the Dutch PTT’s X.25 is used and for the higher levels, the
X.400 standard.

5. FURTHER DEVELOPMENTS

We are working on further expansion of policy in a policy
document. This document will be presented to the Lower House in
1989)3. It contains recommendation in the following four areas:
Data, Functioning, Technical aspects, Management and organisation.

5.1 Data _

Particular attention will be given to the definition of personal
data and the format in which they are recorded for the purposes of
data exchange. Standardised regulations are to be drawn up for
personal data which are needed frequently.

5.2 Funtioning

Requirements regarding the functioning of the various systems

can be laid down only by the organisations in question.
General principles, however, such as collecting and storing data
only once, should be followed. Another general principle is that
policy information should not be collected separately but, where
possible, should be compiled on the basis of data already in the
basic data filing system or in executive files.

5.3 Technical aspects

Government departments are free in their choice of hardware and
software, as they are with the basic data filing systems.‘The
technical realisation of functional requirements is a matter for the
organisations in the various sectors. If however communication is
involved, then general regulations have to be adhered to. As for the
network it has already been decided that the PTT's X.25 data net is
to be used for government networks.d)

The next regulation should be that the X.400 standard for
personal data exchange should be adhered to unless this is not
practical. Because an organisation, 1like for example the police,
needs a very quick answer to certain questions.

The plan that in the future, data exchange between the various
basic data filing systems will be possible through a standardised
infrastructure (an interdepartmental/intergovernmental network) is
also playing a part. There will therefore be a functional and
physical network for the government as a whole on personal data,
property data and social objects for example.



5.4 Management and organisation

The problem of implementation is not the only factor determining
the choise of organisational form. The main 1issues are
centralisation and decehtralisation, i.e. the balance of power in
public administration.

In addition, the cost aspect is important. 1In view of the
amounts involved in large systems and networks, every party with an
interest in an information system should be able to discuss and make
decisions on its operation. At present, an organisational form for
the basic data filing system is being sought in which all interested
parties are represented in a balanced way and which establishes a
cost allocation formula. This formula will be laid down in
legislation. '

6. CONCLUSION

Developments in the Netherlands in the field' of personal
information systems are highly decentralised. Recently, municipali-
ties in particular have been strong supporters of this, the argument
being that anyone who has more or less exclusive acces to
information also wields power. Parliament too has opted for
decentralised small-scale personal data files in order to protect
privacy. .

As central government needs personal data and in view of the
progress in automation, the use of networks for the exchange of
pérscnal data will increase considerably. The need for
standardization in order to facilitate data exchange and the need
for joint operation in order to cut costs mean that cooperation
becomes more and more essential.

Experience has shown that cooperation does not always take place
if it is voluntary. Mutual interest is not enough! The allocation of
responsibilities is too fragmented and there is too little
coordination. Central control in the form of strict regulations in
this respect is therefore unavoidable.

References:

1) Royal Decree of Institution, 24/10/1985

2) Wet Persoonsregistraties (Dutch Privacy Act), 28/12/1988

3) praft document "Care for data", 01,/03/1989

4) Datanet 1 regulation, Stat 1982 nr. 82, Decree Informetion in
Central Government
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weryfikacia protokoldw,
logika niezmiennikow,

CSF

Janusz BARCZYRSKI®

MODULARNA WERYFIKACJA PROTOKOLOW™®

W poprzedniej pracy DJ przedstawiono akujomatycvne podejscie do
formalnego opisu i weryfikecji protokoZdw. Réwnies scharakterybowa—
no_technike szczego&owq zgodng z tym podejSciem. Jgzyk opisu proto-
koxéw jest unogdlnieniem nctacji CSP. Weryfikacja zas, dotyczy dowo-
dzenia w¥asnosci niegmienniczych protokoidw. Ten artykul zawiera
szerszg charakterystyke techniki. Dla ilustracji podano formalny
opis protokoxu z literatury i przeprowadzono jego weryfikacje.

1. WPROWADZENIE

Oprogramowanie komunikacyjne sieci komputerowe]j, w tym implementacja
protoko¥déw komunikacyjnych, tworzy rozproszony przestrzennie system pro-
graméw rdéwnolegiych (wspékbievach} ktdérego skiadowe komunikuja sie
przez wymiane komunikatdw. Gwarancje poprawnosci oprogramowania sieciowe=-
Zo, na akceptowalnym poziomie ufnosci, moze dadé Jedynie konsekwentne stc-
sowanie odpowiedniej metodologii konsitruowania, ktdre] integralnym frag-
mentem jest czeéé dotyczgca formalnego opisu oraz weryfikacji {23. Metedy
testowe, Jjak wiadomo, nie mogg zagwarantowadé poprawncsci. Wérdd formaliz-
méw, wykorszystywanych do opisu i analizy systeméw ze wspbZbieinosciz, is-

t

otne znaczyﬂlb maja dwa, a mianowicie notacja CSP Hoare’a LD! oraz CCS

ner 7] Warianty obu notacji znalaziy zastosowanie w dzisdzinie pro-

cZéw komunikacyjnych, Propozycja Hoare’a dotyczgca CSP, doprowadziia

powstaniz wielu odmian i uogolnwrf te] notacji. Migdey innymi powstaia
wers ja teoretyczna zbliZona do CCS. Upracowano rdine semantyki CSI orasz

systemy dowodowe dla wm“/fikacji CSPwproqraméw, Drugi nurt zaowocowad

pewnq liczbq ngykéw WS innymi ﬂp aco-

CSp/8€, CSP-i oraz inne. W fBT przedstawiono technike formalnego opisu i
-;
weryfikacji protokoXdw komunikacyjnych sieci komputerowej o architekiurze

#/ Centrum Obliczeniowe FPolitechniki Wroctawskiej, Wrockaw

#x/ Preca zrealizowana w ramach CFER &.13, cel nr 52
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zgodnej z modelem OSI. Jgzyk opisu protokoidw stanowi tu uogdlnienie no-
tacji CSP. Krétkg charakterystyke techniki podano w [ﬁj oraz [ﬁj. Nato-
mizst w {SE podano szerszy kontekst teoretyczny dla techniki a takze za-
proponowano nowe metody weryfikacji. Méwigc krdtko, protokory komunike~
cyjne zapisywane sg jako uogdélnione CSP-programy, natomiast weryfikacja
polega na dowodzeniu wiasnofci niezmienniczych takich programéw~protoko-
I6w. Inne wiasnosci mogg by¢ wyrazane przez jezyk logiki temporalnej.
System wnioskowania jJest kompozyeyjny, w sensie skiadania dowoddw. Ten
artykut zawiera suzerszg, w stosunku do 5133 charakterystyke techniki.
Dla ilustracji podano fragment formalnego opisu protokoiu wymiany danych,
z {43; i przeprowadzono jego weryfikacje.

2., © TECHNICE

Protokoty komunikecy jne ap«uvu@ne sg jako programy rdwnolegie 0 nas-
. ‘i 7 n
‘;',’/ ceo//Q

Jest procesem sek-

tepujace]j ogdélne] postaci G

09

wencyjnym L::P lub programem rownoleglym. jns\Lu“,gm komunikacy jne majg

J
postac:

b.in:=h.in

gdzie h.out

katdw odpowiednio wyJjsciowe]j oraz we

nacji. FormuZy poprawnodciowe, wyrazajgce twierdzenia o wilasnosciach

a]

viezmienniczych programdw {prctokokéw}g majg postad «<G,¢» inv I , gdzie

%ﬁoraz I sg formuZami pierwszego rzedu; I jest formuig-niezmiennikiem a

1/ jest warunkiem poczgtkowym programu Q.Frzy konstruowaniu formui-niez-
S

miennikéw wykorgystywane sg klasyczune spojniki logiczne oraz nastgpujgce
operatory na historiach komunikatow: §h% ~ dfugosé historii h; h o h’ -
konkatenacja historii h i h’ ; h(i) ~ i-ty element historii h, 1€ ig|n};
m€&h - "m jest elementem historii h "; h = h’ « "historia h jest rowna.
h' % h&h® - ¥ h jest poczatkowg podhistorig historii h’ * itp.

System dowodowy umoZliwia dowodzenie formul poprawno$ciowych. Zawiera,
miedzy innymi, reguly komponowania dowoddéw, ktére pozwalajsg na modularng
budowe dowodéw., Méwigc dok*adniej, dowdd wiasnosci niezmienniczych pro-
gramu réwnolegtego uzyskiwany jest z odpowiedniego zZozenia dowoddw dla
programéw-skiadowych tego programu. Dowody dla skiadowych sekwencyjnych
uzyskiwane s3 przy tym w oparciu o teksty odpowiednich proceséw. System
dowodowy podano w [5], natomiast nize] przedstawimy szkic dowodu w tym

systemie.

3. PRZYKxAD



Przyktad pozwala zapoznaé si¢ z niektérymi konstrukcjami jezyka opi-
su protokoXdéw, z postacig formuz-niezmiennikéw oraz ze sposobem ich dowo-
dzenia. Rozwazany bedzie nastepujacy program réwnolegiy

DIP = [SOURCE: :50//SYSTEM//SINK::SL] ,
gdzie: SYSTEM SlgM//MEDIUM//RECEIVER::R] jest modelem systemu komunika-
cyjnego umozliwiajgcego jednokierunkowy transfer danych pomiedzy uzytkow-
nikami (procesy SOURCE oraz SINK sg modelami uZytkowniké@); programy
sM =[SENDER: :S//TIMER: :T] oraz RECEIVER s3 modelami moduZéw protokotu -
formalny opis protokoiu polega na zdefiniowaniu tych programéw; program
MEDIUM jest modelem medium komunikacy jnego. Rys. 1 przecdstawia graf komu-
nikacyjny programu DIP, z zaznaczonymi zmiennymi historii. Proces SENDER
zdefiniowano w Dodatku, natomiast procesy TIMER oraz RECEIVER 2znajduja
sie w [4] - pominieto jJe aby nie zwigkszaé objetosci artykuiu.

SINK
Y

out

| sourcE |

X.in

Rys. 1 C:
sM| SENDER [¢]TIMER RECEIVER
a.out ¢ d.In c.outf .in
a.in d.out c.in b.out
MEDIUM i
SYSTEM

Formuly poprawnosciowe dla MEDIUM oraz SYSTEM mogg mieé¢ postaé:

(2 <MEDIUM, ‘FMEDIUM> inv Extypooo

gdzie Extypo o ¥ (Vm)ézeb.out —>n€a.in) A (Vm_ﬁ(m’ed.out —>n’€ c.in).
Medium komunikacyjne jest zawodne: moze gubié, zmieniadé kolejnosé oraz
generowaé¢ duplikaty przesyzanych komunikatéw.
(®)  <SYSTEM, Pgygrpy> inv Y.outgX.in

gdzie  Pgysrem = “spnpEr M “rmer A Puepiom N “Recerver ¢
System komunikacyJjny jest niezawodny: protokdék wymiany danych zabezpie-
cza przed bzedami, ktdére mogg byé wprowadzane przez medium.

Weryfikacja protoko¥u polega na udowodnieniu formuiy (b) przy zazo-
zeniu, ze zachodzi (a). Oto szkic dowodu w systemie z [3]. Wprowadzimy
nastepujgce oznaczenia:

0 dla h=g (historia pusta)

max({3: (3a) [3,a]€n}) dua ngg |

o mseq(h) =



édzie hG{a.out, a.in, b.out, b.in} ’
o Extgpyrr. = mseq(a.out) (X.in| A
(Vm)imé a.out —> (31)(1$ ig[x.in|A m = [, X.in(i)])},
® Extppoprver = lY.out’< mseq (b.in) A
(V) §1< xg|v out] —> [k, Yoout(@]€voind .
Poczgtkowo, biorgc teksty odpowiednich procesdéw dowodzimy formuzy:

(1) <SENDER, typyree> inv Extgper o ,

(2) (rimER, WpyEr” ADY true .
Ze zXozenia dowodéw (1) i (2) uzyskiwany jest dowdd formuly:
(3) <My @gy> inv Extgpepme » gdzie gy = YspypErA “rIMER *

Biorgc tekst procesu RECEIVER, dowodzimy formue:

(4) <RECEIVER, @hppopiype” 4BV Extppoooooo .

Ze ztozenia dowoddw formul(B) » (4) , (2) uzyskiwany jest dowdd formuky:

(5) <SYSTEM, @gygppy> 1OV Tgygrmy

= Ext A Ext

gdzie  TIgygrpy sENpER" EXEp1oM AFX RECETVER

Poniewaz prawdziwa jest formuia
(6) (rsyspey N 6L) —>Y.outLX.in

gdzie GI = a.out=a.inAb.out=b.inA c.out=c.inAd.out=d.in jest global-
nym niezmiennikiem, wiec z dowodu (5) uzyskiwany jest dowdd formuty (b) .
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MODULAR VERIFICATION OF PROTQCOLS

An axiomatic approach to a formel description and verification of
computer network protocols is presented in |1 {. In the same paper a de-
tailed technigue consistent with this approach is also characterized.
The protocol description language is a generalization of CSP notation,
while the verification ccnsists in proving invariance properties of pro-
toccls. A more extensive characteristic of this technique is presented
in this paper. As an illustraiion formal description of protocol from
the literature is given aud its icn made.

BEPKA KOPPEKTHOCTY MPOTOKOIOB

MOLYIEHAS TR0

Hpencranneds TeXHUKA QOPMATBEOID ONRCAHAS § IDOBEDEE KODPEKTHOGTE
[I0OTOKONIOE KOMIBNTEDHON CceTd. FAZHR ONAGAHNS HIDOTOKONOB HBIIZSTCE 0000me—
eM EoTarmy CSP. [IDOREDES HODDERTE SHOI2ETCH B NOMA3AHNAY HHBa~
WHY GBORCTE ODOTOHONOR. IIF RN M7 FEHO QOPMANBHOE ONHCEMNE
OKONE . DOMENEHHCIO P IHDENMeTHof AmTepaType W HDOBEHeHa eT0 HpoBeDHa
KOPDEXTHOCTH .

DODATEX. Definicja procesu SENDEL z warunkiem poczgtkowym

pe data = ...; seguence number = O..infinity;

squence_number,date {; aclk = {

iata; highest sent,ackno,wait

ry of data; a.qut:history of packet; d.in: history of ack:

-;iﬁg‘qighest_‘s ent=waiting for ack -1:gkip -—¥
highest_senti=highest_sent +1;
{SOURCE?data(S_data); X.in:=X.in o[S_data]>;

itpacket (nighest_sent,S_data); a.out:=az.cut olhighe

< TIMER!start;skip> . " N
Etrue;(lfl"DIUM?ack ackno); d.in:=d.in o{acl«:noi} ~3jobstuga potwierdzeniag
fackno # waiting fox_ack;gkip —3 skip [] )

‘ackno = waiting for_ack;skip - < TIMER!cancel:gskip>; .
waiting for ack:=waiting for ack+l]
ﬂ 'true;{TlMFR?timeout;_ﬂg} —z {obsiuga timeout’u:\i‘
< MEDIUM!packet (highest_sent,S_data) ;
a.out:=a.out o[highest_sent, Smdataj>;
(TIMER!start;skip ™>

Warunek poczgtkowy :

wSEl\'DER= highest sent=CAwaiting for_ack=1A X. in$¢ Ad.out=g Ad.in=g
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weryfikacia protokoltdw,
Estelley
Alternating Bit

Janusz BARCZYNSKI®

ANATIZA SEMANTYCZNA SPECYFIKACJI EXAMPLE™*

Example Jest specyfikacjg protckoiu Alternating Bit, wystepujacyg
w dokumentach ISO dotyczgcych techniki ESTELLE. W artylule poka-
zano, ze protokdi ten moze osiggnad tzw. zywy uscisk, ktdrego
efektem zewnetrznym jest brak postepu w swiadczeniu usug. Doko-
nano poprawy specyfikacji.

1. WPROWADZENIE

Jezyk ESTELLE i1 jego sementyka s§ przedmioctem prac standaryzacy j-
nych w IS0 [},é}. Istnienie formalnej semantyki Jest warunkiem koniecz~
nym kazdej techniki wer»f*&acgjo Jeduym z potencjalnych kandydatdw do
weryfikacii jest protokéi Alternating Bit ‘AB) ze specyfikacji Example.
Specyfikacja ta przytaczana jest w dokumentach ISO prezentujgcych tech-
nike ESTELLE T?j ( st P 9074, 2nd IP, DI-S)° Lnaliza semantyczna specy-
fikacii Exemple wskazuje, ze protokdZ AB nie jest peprawny. Mianowicie
mose Xatwo wystgpidé tzw. Zywy udcisk ngvelook} Ogdlnie, zywy uscisk
wystepuje w systemie komunikacyjnym jeteli moduiy protokoiu realizuja

7kl operacji C taki, ze:

¥
{i} z cyklu C nie ma wyjscia, chociaz istniejg przejscia z kazdego sta-
=y 3

cyklu C nie powoduje wykonywania Yuzyieczne] pracy”

zytvownikéw syst

isih komunlkﬁoaneén, warunek (ii} 0z=

stepu w Swiadezeniu rotokozu. Podobny efekt

usiu5

a przez system komunika-

N
v T e e 7 T 23 iy b Sndal ey -~ Tt A ey
Jny anu blokady { ock vmleLtLiny u501s§}? tzn, stanu, ktory

nie jest stanmem korcowyn i z kitdrego nie ma dalsaych przejsé.

#/ Centrum Obliczeniowe Wroczav
Z

#3;/ Praca zreall



W Example wystepuje definicja moduzu protokoiu AB oraz niekompletne
definicje modutu uzytkownika (User) i moduzu sieci (Network) - podano
tylko nagidwki tych ostatnich modudw (patrz np. [ﬁ] - DIS 907@). Na
rys. 1 przedstawiono fragment systemu egzemplarzy modutdw generowanego
przez Example oraz strukture pozgczen ich punktdéw interakeji.

Rys. 1

ABIZ|.U , AB[Z].N - punkty interakcji moduu
[ <ty A2ld] AB[Z], edzie Z&fX,Y}

W Dodatku podano czgsé deklarujgcy przejscia definicji ciaza moduzu pro-.
tokotu AB. Ta ostatria pozwala nam przedstawié strukture sterowania mo-
du*u AB jak na rys. 2. W dalszym ciggu przyjmiemy, bez utraty ogdélnosci
rogwazar, %e wymiana danych Jjest Jednokierunkowa - od uzytkownika User[k]
do User[Y]. Wtedy aktualne struktury sterowania egzemplarzy AB[X] oraz
AB{Y] majg postaé podang odpowiednio na rys. 3 oraz rys. 4.

2 ESTAB t5
/t1 t4

\ |
foans
Ve B

Rys. 2 Rys. 3 Rys. 4

t2

Z punktami interakcji AB[Z].N , gdzie ze{x,Y} (por. rys. 1), sko jarzone
s3 nieograniczone kolejki FIFO, ktdére oznaczymy przez QCAB[Z].N). Na ko=
niec kolejki Q(AB[Y].N) dotgczane 83 komunikaty sieciowe z danymi nada-~
wane, via sied, przez.egzemplarz AB[X] - przez wykonywanie przejsé X-t1
i X-t3, w ktérych wystgpuje instrukcja output N.DATA_request(B) (por.
Dodatek). Natomiast na koniec kolejki Q(AB[X].X) doXgczane sg komunikaty
sieciowe z potwierdzeniami nadawane, via sied, przez egzemplarz AB[X].
Komurikaty te mogg by¢é zdjete z poczatkdw kolejek Q(AB[Y].N) oraz
Q(AB[X].N) przez wykonanie przejsé¢ odpowiednio Y-t5, egzemplarza AB[Y],
oraz X-t4, egzemplarza AB[K]. W przejsciach tych wystepujg klauzule
when ;.DATA_response(Ndata) (por. Dodatek). Komunikaty sieciowe sg war-
to$ciemi zmiennych rekordowych B oraz Ndata, zadeklarowanych nizej.



17

var B, Ndata : record

Id :(DATA, ACK); frodzaj komunikatu: DATA - komunikat z danymi,
ACK - komunikat z potwierdzeniem
Conn: Cep_type; {%dentyfikator nadawcy - w naszym przypadku X
ub Y

Data: U _Data type; {dane uzytkownika; w komunikatach z potiwierdze-
niami pole to jest puste
Seq : O..1 end {liczba sekwency jna 3
W dalszym ciggu bgdg nas interesoway pola Id oraz Seq, stad komunikaty
sieciowe bedg oznaczane nastepujgco :

e <DATA,...,1s> - komunikat z danymi,
e (ACK ,...,18> =~ komunikat z potwierdzeniem, gdzie lS€£O,1§ .

ZaXozenie 1. Zaxdzmy, zZe AB[X] znajduje sie¢ w stanie sterowania X-ACK_
WAIT oraz, Ze na wyjsciu k‘olejki Q(AB[X].N) zna jdu je sie komunikat
(ACE,...,1sp> taki, ze 1s # Send_seq . @

Przy takim zatozeniu przejscie X-t4 nie bedzie nigdy mozliwe, poniewas
zachodzi (Ndata.Id:ACK)gxii(Ndata.Seq;éSend_seq) (oczywiscie 1ls=Ndata.Seq)
i klauzula provided nie jest speiniona. Tylko wykonanie X-t4 moze zdjac
komunikat <ACK,...,18> z wyjécia kolejki Q(AB[X].N). Stad dalej AB[X]
moze wykonywaé jedynie przejscie spontaniczne X-~t3 powodujgce retransmis-
je komunikatu z danymi. W odpowiedzi na takie zachowanie AB[X], egzemp-
larz AB[Y] mo%e jedynie wykonywaé przejscie Y-t5 tzn. odbieraé retransmi-
towane komunikaty, nie przekazujac ich do bufora odbiorczego, i nadawaé
potwierdzenia. Z powyzszego widaé, ze gdy AB[X] znajdzie sig¢ w stanie
speinia jgcym zaiozenie (1) to wowczas zostanie przerwane przekazywanie
danych od User[X] do User[Y]. Na zakoriczenie wystarczy pokazal, ze stan
wymieniony w za., (1) moze byé Zatwo osiggniety. To ostatnie mozne zoba=-
czyé analizujac scenariusz komunikacji z rys. 5. Po wykonaniu, pokazane-
go tam, drugiego przejscia X-t1 zostaje osiggnigty stan z zalozenia (1)

livelock »
Send seq=0 Sen\d_seq=1 Send _seq=1
-
, X=11 N =13 X~-t4, 7\ X-t1 -~t3
18[]: ED-EEDLHEDEUED) BER, ..
N Wl
v o
3 ,v°“.L)/
? ;,./_/
o
v /

ST ARG wRY SR W Vo

Recv_seq=C
E = ESTAB , A = ACK WAIT

Rys. 5
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3, POPRAWA SPECYFIKACJI
Aby wyeliminowaé, omawiany wyzej, biad specyfikacji Example wystar-
czy nastepujgco zmodyfikowad przejscie t4 (por. Dodatek):

from ACK WAIT to ESTAB { przejscie ’c4"}
when N.DATA response(Ndata)

Tovided Ndata.Id = ACK
%egin if Ndata.Seq ,= Send_seq then
Degin Remove(Send_buffer);
Send_seq :=(Send_seq + 1)mod 2 end end

BIBLIOGRAFIA

[1] ESTELLE - A Formal Description Technique Based on an Extended State
Transition Model. ISC, 1st DP 9074 (1985, 2nd DP (1986), DIS (1987).

[2] Barczynski J.: Technika formalnego opisu ESTELLE - wprowadzenie do
jezyka i semantyki. Polit. Wrocz. Centr. Oblicz., raport spr 13/87.

DODATEK. Deklaracja przejS¢ moduzu protokoiu AB

from ESTAB to ACK WAIT - from ACK WAIT to ESTAB
when U.SEND_request (Udata) when N.DATA response(lidata)
{t1% Provided (Ndata.Id=ACK) and

begin
copy (P.Msgdata,Udata) ; (Ndata.Seq=Send_seq)
P.Msgseq:=Send seq; begin §t4}

Store(Send_buffer, P); emove (Send_buffer);
Format_data (P, B); Send_seq:=(Send_seq + 1) mod 2
output N.DATA_request(B) end;
end;
from EITHER to same from EITHER to same
when U.RECEI‘V—E'_request when N.DATA response (Ndata)
Tovided not buffer empty(Recv_buffer) provided Ndata.Id = DATA
T Tt2} Besin  fesh
'Q-:-E'R_etrieve (Recv_buffer); copy(Q.Msgdata,Ndata.Data);
output U.RECEIVE_response(Q.Msgdata); Q.Msgseq:=Ndata.Seq;
Remove (Recv_buffer) Format_ack(Q,B);
end; output N.DATA request (B);

if Ndata.Seq=Recv_seq then
from ACK WAIT to ACK WAIT “begin -
delay (Retran_time) ore(Recv_buffer, Q);
egin {t}} Recv_seq:={Recv_seq + 1)mod 2
P:=Retrieve (Send_buffer); end
Format_data (P,B); ) end ;
output N.DATA reguest (B)
end;

SEMANTICAL ANALYSIS OF EXAMPLE SPECIFICATION

An Example is a specification of the Alternating Bit protocol which
can be found in the ISO documerts concerning the ESTELLE technique. The
protocol mentioned can reach the so-called livelock. Lack of progress in
the service providing is an external effect of the livelock. In the work
the improvement of specification is made.
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CEMAHTUUECKWA AHAJV3 CIELVOUKALINY EXAMPLE

Example gBigeTcs chmennpnranmet OpoToxoJa Alternating Bit, BHCTyma-
wnelt B ZOKymeHTax IS0, kacaluyxca TexXHAKA ESTELLE . B c¢raThe OHIO IOKA-
3aH0, YTO STOT ODOTOKON MOXET NOGTATHYTH T.H&3. RABOI'O 3aKIAHRBAHAA
(1ivelock ), BHemHEM 3@HEKTOM KOTODOr'O SBIIeTCA OTIWIME IPOTpecta B OKa-—
3WBaHAE YCAyI'. CHeNaHO HCIpAaBICHFE CHOENAKANNR.
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architektura,

standard

Eugeniusz BILSKI®

ARCHITEKTURA WYZSZYCH WARSTW MODELU ODNIESIENIA 0SI/ISO

W referacie przedstawiono aktualny stan prac IS0 nad architek-
turag warstw sesji, prezentacji i aplikacji, modelu OSI. W
referacie powolane sg najwazniejsze dokumenty IS0, dotyczgce
modelu odniesienia jako catod$ci oraz dotyczace ww. warstw,
ktére ukazaty sie w okresie od 1985 r. do polowy 1988 r.

1. Wprowadzenie

Rosngce ciaggle potrzeby w zakresie komunikacj)i miedzynarodowe]) oraz ros-
nace mozliwodci ich realizacji, oparte na osiagnieciach mikroelektroniki,
powoduja coraz szybszy rozwdj sieci komputerowych. Funkcjonowanie sieci
w skali migdzynarodowej jest mozliwe tylko wtedy, gdy w sieciach krajo-
wych beda obowigzywal te same standardy migdzynarodowe. Bliska juz wizja
powstania Zjednoczonej Europy, spowodowala gwaitowny rozwdj prac w za-
kresie standarddw sieci komputerowych. Jako baze dla tych prac przyjeto
model odniesienia 0SI/ISO. Do modelu odniesienia sktania sig rdéwniez co-
raz wiecej firm amerykéﬁskich i japcriskich. Standaryzacja czterech dol-
nych warstw mogelu jest juz daleko zaawansowana i to zardwno dla sieci
lokalnych jak i rozlegtych |1}. Ukazaly sig juz na rynku uklady scaleone
realizujgce protokoiy dolnych warstw. Natomiast dla wyzszych warstw, a
Zwlaszcza dla warstwy aplikacji, opracowano standardy dla wybranych zas-
tosowari. Istotnym hamulcem prac byl brak rozwinietego modelu funkcjono-
wania wyzszych warstw. Model taki Jest obracowywany w I50 od kilku lat;
obecnie osiagngt stan, ktdiry pozwala wnioskowadé, ze w dalszym jego roz-
woju nie powinno juz by¢ zmian rewclucyjnych.

Niniejszy referat ma na celu przyblizenie, krajowym uZytkownikom sieci
xomputerowych, podstawowych elementdw tego modelu. Sprawa jest wazns
dlatego, ze doiyczy wegystkich obecnych 1 sotencjalnych uzytkownikdw
sieci xomputerowycn. Wlgczenie do sieci procesdw aplikacyjnych uzytkow-
nixke, wymaga doburdaowsnia do nich moouldw sieciowych, specyficznych dla

kazdego typu orocesu aplikacyjnego.

Instytut Cyoernetyki Tecnnicznej Psolitechniki Wroctawskie]



2. Opis 0gdélny gdérnych warstw modelu 0SI

W sieci komputerowe) wspdidziatajy ze sobg procesy aplikacyjne, rezyaou-
jace w komputerowych systemach rzeczywistych. Przyktadami procesdw apli-
kacyjnych sg: programy uZytkowe, bazy danych, zbiory danycn, kompilatcry
jezykdw programowania, terminale, sterowniki proceséw technologicznych,
roboty. Wspditdziatanie procesdéw aplikacyjnych odbywa sie w ceiu wykona-
nia zadania (sieciowego) i polega na komunikacji pomiedzy nimi, wedtug
uzgodnionych:

- regut zarzgdzania transferem danych;

semantyk zwigzanych z przekazywanymi danymi;

- abstrakcyjnej syntaktyki uzytej do transferu danych.

W $rodowisku 0SI komunikacja taka odbywa sie za pomoca jednostek aplika-
cyjnych (AE - Application Entity), rys. 1, stanowiacych czed$é modelu OSI.
Rzeczywisty system otwarty jest to system, ktérego proces aplikacyjny
jest wyposazony w jednostke aplikacyjng. Jeden rzeczywisty system otwar-
ty moze zawierad jeden lub wiecej procesodw aplikacyjnych. Wykonanie za-
dania wymaga komunikacji pomiedzy dwoma lub wiecej procgsami aplikacyj-
nymi. Jeden proces aplikacyjny moze zawieraé¢ jedng lub wiecej jednostek
aplikacyjnych. Jednostka aplikacyjna obsiuguje tylko jeden proces apli-
kacyjny. Komunikacja pomiedzy jednostkami aplikacji odbywa sie za po-
drednictwem jednostek funkcjonalnych w dolnych warstwach mecdelu, sg to
odpowiednio: jednostka prezen*tacji (PE - Presentation Entity), jednosika
sesji (SE - Session Entity) i nastepnie, nie pokazanych juz na rys. 1,
jednostek transportowej, sieciowej i liniowe]). Zgodnie z ogdlng konwen-
cja ustug, obowigzujgca w modelu 0SI (opisang w dokumencie ISO TR §509).
warstwy sgsiednio nizsze $wiadczg usiugi warsiwie sgsiednio wyzsze].
Ustugi te dostepne sa w punktach dostepu do usiug (SAP - Service Access
Point); na rys. 1 pokazane sg punkty SAP dla warsiwy prezentacii (PSAP..
sesji (SSAP), transportowéj (TSAP).

3. Charakterystyki wyzszych warstw modeiu OSI
3.1. Warsiwa sesji

Ponizej przedstawione rostang podsiawowe wiaSnoSCL uUzZyTKOwe walsSTiwy

sesji, opracowane w oparciu o (31 1 4

Warstwa ses)i $wiadczy usiugl warsiwie arezesntac]l.

zOWane w 0Darciu 0 usiugQi warstwy IraNSSOrCIOwe . 2022 Iurwije IT23..2C0ws0
W warsiwis ses3ii. 1S, zorienigcwanvi 30I3TIENI0W

WATSTWY sesgi 33

1. Jdstanawlanie 2023CIeni3 11 o egneczesns 18ges 1303 Darsme

Jciaczenia,



AE
PE

Procesy aplikacyjne

e e o

:AEI
- L -4 - F---TFu4 I D
! ¢
warstwa I : _J
aplikacji ’ j I
= = w2 - PSAP T
| | . |
PE |PE PE IPE [PEJ PE |
warstwa
prezentacji ‘
— L L
' ! SSAP
SE SE SE] |se
warstwa
sesji
— — = —
TSAP
- Jjednostka aplikacji SE - jednostka sesji
- jednostka prezentacji SAP - punkt dostegpu do ustug

Rys. 1. dgdlne zasady wspdidziatania procesdéw aplikacyjnych
w Srodowisku 0SI

Fig. 1. Interconnection of application processes in 0SI envirement

Roztaczenie polaczenia sesji, ktdére moze by¢ uporzadkewane - bo prze-

niesieniu wszystkich danych lub nieuporzadkowane (nagte) - z mozli-

wosciag utraty danych.

Transfer danych normalnych; pozwalajacy na wymiang danych,. polgczong

zwykle ze sterowaniem przepiywem i dialogu.

Przesylanie danych przyspieszonych; nie stosuje sig wtedy sterowania

przeptywem i dialogiem; dane te moga wyprzedza¢ dane normalne. .

lZarzadzanie tokenem, pozwalajace sterowaé prawem wylacznosci realiza-

cji pewnych funkcji.

Sterowanie dialogiem, pozwalajace na ustawienie pracy pdidupleksowe]
(z uzyciem tokenu) lub dupleksowe].

Synchronizacje, pozwalajaca (z uzyciem tokenu) na umieszczanie w da-

nych uzytkownika, znakéw synchronizujacych, stanowiacych potwierdzane

punkty identyfikacyjne. Gidwne ocunkty synchronizacyjne dzielg dialog

na tzw. jednostki dialogu (rys. Z). Brak potwierazenia wystanegc zna-

ku, umozliwia cofniecie dialogu cc ostatnie) prawidicwo zrealizowane]
jednostki dialoagu.
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8. Resynchronizacjeg, pozwalajaca uzytkownikom na zmiane synchronizacji
i cofnigcie dialogu do stanu istniejacego w chwili wskazanej przez
punkt resynchronizacji.

9. Sterowanie akcjami, pozwalajace uzytkownikom podzial dialogu na tzw.
akcje logiczne; sterowanie akcjami umozliwia przerwanie akcji i ich
wznowienie w péZniejszym czasie. Realizacja tej funkcji wymaga po-
siadania tokenu.

10. Informowanie o stanach wyjatkowych, pozwala warstwie sesji informo-
wat¢ o nieoczekiwanych sytuacjach, nie wykrywanych przez inne ustugi,
np. biad protokotu.

11. Niezalezna wymiana danych, umozliwia przestanie informacji niezalez-
nie od posiadania tokenu.

12. Wymiana danych uzgadniania, umozliwia przestanie ograniczonej ilosci
danych poza akcja uzytkownika, dla celéw specjalnych.

Ustuga sesji jest realizowana przez jednostki sesji (SE - session
entity); Jjednostki te sa Scisle zwigzane z funkcjonowaniem protokolu
sesji. Jak widaé na rys. 1, jednostka moze by¢ zwigzana z wiecej niz
jednym punktem dostepu do usitug sesji; uzytkownik ustug sieciowych -
jednostka prezentacji (PE - presentation -entity) moze korzystaé z wiece]
niz jednego punktu dostepu do uslug secji.

W praktyce moina korzystaé z trzech podzbioréw protokolu sesji:

podzbidér podstawowy - BSC;

- podzbiér podstawowy z synchronizacjg - BSS;
- podzbidr podstawowy ze sterowaniem akcjami - BAS.

Obszerne informacje na temat warstwy sesji mozna znaleiZ¢ w |2]; ustugi
sesji opisuje standard ISO DIS 8326, a protokét - ISO DIS 8327. Oba do-
kumenty zostaly przetiumaczone na jezyk polski i wraz z uzupeinieniami
stanowia projekty Polskich Norm |6]| i |7].

Akcja logiczna

Jednostka dialogu [_ Jednostka dialogu
Poczatek Pomocnicze Gidwny punkt Kon%gc
akcji punkty synchronizacji synchronizacji akcji

Rys. 2. Przyktad struktury jednostki dialogu
Fig. 2. Example of a Structured Dialogue Unit
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3.2. Warstwa prezentacji

Warstwa prezentacji $wiadczy usiugi warstwie aplikacji. Ustugi realizo-
wane sa w oparciu o ustugi warstwy sesji oraz funkcje realizowane w
warstwie prezentacji.
Podstawowa funkcjg warstwy prezentacji jest transformacja syntaktyk.
Podstawowymi pojeciami pozwalajacymi zrozumie¢ ta funkcje sg: syntaktyka
abstrakcyjna, syntaktyka transferu i kontekst prezentacji. Syntaktyka
abstrakcyjna jest zbiorem regul uzywanych do formalnej specyfikacji da-
nych, stosowanych w warstwie aplikacji; regul niezaleznych od technik
kodowania tych danych. Syntaktyka abstrakcyjna jest zdefiniowana w ter-
minach okredlajacych zbidér typdw danych. Syntaktyka transferu jest kon-
kretng reprezentacjs danych stosowang w trakcie przesytania danych po-
miedzy dwoma systemami otwartymi. Kontekstami prezentacji okresla sie
szczeg6lowe kombinacje par, syntaktyka abstrakcyjna - syntaktyka trans-
feru (rys. 3). Kombinacja jest poprawna jezeli syntaktyka transferu jest
w stanie, korzystajac z usitug prezentacji, odwzorowa¢ wszystkie wlasnos-
ci syntaktyki abstrakcyjnej.
Iwykle stosuje sig jedng syntaktyke abstrakcyjna dla jednego procesu
aplikacyjnego. Jezeli jest jedna syntaktyka abstrakcyjna i jedna syntak-
tyka lokalna zgodna z syntaktyka transferu, to nie ma praktycznie warst-
wy prezentacji. Jednym z rodzajdéw stosowanych syntaktyk transferu jest
syntaktyka zawierajgca kompresje danych, stosowana dla zmniejszenia
kosztéw transmisji.
Protokét prezentacji zawiera mechanizmy wyboru syntaktyki transferu
akceptowanej przez oba komunikujace sig systemy otwarte; wybdr ten odby-
wa sie w drodze negocjacji w trakcie nawigzywania polgczenia prezentacji.
dane z syntaktyka

syntaktyka lokalng
abstrakcyjna 1

warstwa aplikacji

warstwa prezentacji

. syntaktyka transferu A
transformacja D
jednostka syntaktyk

brezentacii syntaktyka transferu B

dane z wybrang
syntaktyka transferu

Rys. 3. Ilustracja odwzorowania syntaktyki abstrakcyjne)
na dwie syntaktyki transferu

Fig. 3. Illustration of a Possible Mapping of an Abstract Syntax
onto Multiple Transfer Syntaxes
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W srodowisku 0SI, zorientowanym polaczeniows, usiugi warstwy prezentacji
sa nastepujace:
1. Ustanawianie polgczenia prezentacji oraz wybdér syntaktyki transferu.
2. Roztaczanie polgczenia prezentacji, ktdére moze by¢ uporzadkowane - z
zachowaniem danych lub nieuporzadkowane - z mozliwoScig utraty danych.
3. Zarzadzanie kontekstem, ktére umozliwia okreslanie kontekstéw prezen-
tacji.
4, Transfer danych umozliwiajacy rie¢ form przesytania danych:
- transfer danych ze sterowaniem tokeru; '
- transfer danych bez sterowania tokenem;
- transfer danych przyspieszonych;
- wymiana danych uzgodnienia;
- transfer danych w poiu user data".
5. Sterowanie dialogiem, umozliwiajace dostep do sterowania dialogiem
W warstwie sesji.
Ustugi prezentacji sg realizowane przez jednostki prezentacji (PE -
presentation entity). Standardy IS0 dotyczace warstwy prezentacji sa
nastepujace:
DISB822 - usiugi;
DIS8823 - protokéi;
DIS8824 - syntaktyka abstrakcyjna ASN.1:
DIS8825 - reguty kodowania dla ASN.1. 2
Obszerna informacje nt. warstwy prezentacji w jezyku polskim, mozna
znalefé w |[2].

3.3. Warstwa aplikacji

Rozproszone przetwarzanie informacji wymaga wspdldzialgnia awéch 1ub
wiece]j procesdw aplikacyjnych. Warstwa aplikacji zawiera wszystkie nie-
zbedne do tego celu funkcje, nie realizowane w nizszycn sSzesSclu wWarLs5t-
wach modelu odniesienia 0SI. Jest to jedyna warstwa dostarczajg-a o°Z-
posrednich ustug procesom aplikacyjnym.

Powstalo juz kilka standarddéw dotyczgcych warstwy aplikacji, ale ogdln
model catej warstwy jest dopiero w stadium rozwoju. FPrzegst

feracie model warstwy, oparty jest na dokumentach reooczven [SU 1o, 2
i dokumencie ECMA 15f.
Jak juz wspomniano w rozdziale 2, proces aplikacyjny jest esismanien “7=2-

czywistego systemu otwartego, bioracym udziai w wykonanlu JECneco _uU

wiecej, zadan przetwarzania informacji. Procesy aplikacvine oicrace

o

udzial w wykonaniu zadania, moga w tym uczestniczyc¢ rdwnoczesnie lu
szeregowo. Wspdldzialanie procesdw dla wykonania zadania. moze ayé syn-
chroniczne lub asvnchroniczne. Poiegvnczv oroces aplikacyjny moze 2rac
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udziat w realizacji jednego lub kilku zadari jednoczes$nie. Wspdidziatanie
z réznymi procesami aplikacyjnymi moze wymaga¢ réznych mechanizmdw inter-
akcyjnych.

W $rodowisku 0SI, proces aplikacyjny jest reprezentowany przez jeden lub
wiecej jednostek aplikacyjnych (AE - application entity), rys. 1. Kazda
jednostka aplikacyjna reprezentuje jeden i tylko jeden proces aplikacyj-

ny. Jednostka aplikacyjna realizujgca funkcje okreslone dla kenkretne}]
komunikacji nazywa sie powotanag jednostka aplikacyjna (ApplicationvEntity

Invocation). Innymi stowy, jednostka powotana istnieje na czas realizacji
okres$lonego zadania sieciowego.

Kazda jednostké aplikacyjna sktada sige ze zbioru mozliwo$ci komunikacy)-
nych (procesu aplikacyjnego) zwanych elementami usitug aplikacyjnych (ASE

- Application Service Element). Element A§E’jest zbiorem powigzanych
funkcji, ktére moga realizowaé¢ komunikacje pomiedzy jednostkami aplika-
cyjnymi. Przyktadami elementéw ASE s3 nastepujgce typy elementdw: FTAM,
JTM, VT, CCR i sterowanie asocjacja. Kazdy typ elementu ASE jest okres-
lony przez wiasne usiugi i protokdti.

Jednostka aplikacyjna korzysta z ustug warstwy prezentacji.

Asocjacja aplikacyjna jest to wspéidziatanie jednostek aplikacyjnych.

Ustanawianie i zwalnianie asocjacji realizuje specjalny element ASE zwas«
ny elementem sterujacem ustuga asocjacji (ACSE - Association Control
Service Element). ACSE inicjowany jest przez proces aplikacyjny albo
przez inny element ASE. ACSE z kolei inicjuje poigczenie prezentacji.
Elementy ASE, ktére korzystaja bezposrednio z usiug prezentacji i d$wiad-
czg ustugi innym elementom ASE, nazywaja sie wspdlnymi elementami usiug
aplikacji (CASE - Common Application Service Element). Inne elementy ASE
(zwane SASE - Specific Application Service Element), mogg korzystaé z
ustug elementéw ASE lub bezposrednio z warstwy prezentacji.

Kontekst aplikacyjny jest to jednoznacznie okreslony zbidr elementdw ASE

zapewniajacych wspdtdziatanie jednostek aplikacyjnych, za pomoca asccja-
cji. Moze by¢ powolanych kilka kontekstdéw aplikacyjnych na jednej aso-
cjacji. Jednostka aplikacji moze utrzymywad asdcjacje pojedyncze lub
wiele réwnolegiych asocjacji. Asocjacja pojedynczg steruje modut SACF
(Single Association Controlling Function), rys. 4. W drugim przypadku
jednostka aplikacji posiada dodatkowo modul MACF (Multiple Association
Controlling Function), rys. 4.

W zaleznosci od rodzaju procesu aplikacyjnego stosuje sie kilka jednos-
tek aplikacyjnych, kazda z pojedynczymi asocjacjami (i co najmniej jed-
nym kontekstem) lub jedng jednostkg aplikacyjna z wieloma modutami SACF
i moduiem MACF.

Jezeli semantyka procesu aplikacyjnego ma charakter komunikacyjny to
lepiej stosowa¢ jedna jednostke aplikacyjnag i koordynacje wewnatrz niej;
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w przypadku semantyki o charakterze przetwarzajgcym wygodniej jest sto-
sowaé¢ kilka jednostek aplikacyjnych i koordynacje pomiedzy nimi, np. przy
obstudze baz danych stosuje sie dwie jednostki aplikacyjne (a wiec dwa
protokoly) - ‘jedna do obstugi dostepu a druga do wyszukiwania - dziala-
jace niezaleznie.

o PROCES APLIKACYJINY
Lo DEEED DT _
| MODUE KOORDYNUJACY JEDNOSTKI APLIKACJI
[ JEDNOSTKA APLIKACJI " JEDNOSTKA APLIKACII
e e e o o e - — — - Lo ooy s e s o o o ik
MODUt KOORDYNUJACY MACF J MODUL KOORDYNUJACY MACF |
s lase 1| | s fasE 1|| s [ASE 1 l s (AsE 1| |s |asE 1| |s |asE 1
A |ase 2| | A |AsE 2| A |ASE 2 A [ASE 2| 1A [ASE 2| | A [ASE 2| | |
i1
C IASE 3| |c |ASE 3|| C |ASE 3 C |ASE 3| |C |ASE 3||cC ASE 3 l
i!
FlasE a| | F |asE al| F FASE 4| | F |ASE a] | F 'asE 4] |
H ¥ ‘l' T ;
E : ! | ,' o
| ADRES PREZENTACJI | (. ADRES PREZENTACIT W pe
I . i 1 T :
el 9
| z |
| | i |

ASOCJACIE

Rys. 4. Proponowany model warstwy aplikacji
Fig. 4. Proposed Application Layer Model

Elementy ustug aplikacyjnych (ASE)

Dotychczas opracowane zostaly lub znajdujs sig w opracowaniu nastepujace

elementy:

1. Flement sterujacy ustuga asocjacji (ACSE); realizuje on ustanawianie
i zwalnianie asocjacji aplikacyjnych, identyfikuje kontekst aplika-
cyjny stosowany w asocjacji, przesyla informacje uzytkowniks pemigozy
jednostkami aplikacji, zarzadza kontekstem aplikacyjnym. Opis ACSE
zawarty jest w dokumentach: ISC 8649/1 i 2 - ustugi. ISO B8659/1 i

- protokdi.



2. CCR (Commitment, Concurrency and Recovery); utrzymuje aplikacje roz-
proszong wtedy gdy w przetwarzaniu uczestnicrzy wiecej niz dwie jed-
nostki aplikacy]jne i wigce) niz jedna asocjacja; zapewnia koaordynacje
dziatarh na odrebnych asocjacjach. Opis CCR zawarty jest w dokumentach:
DIS9804 - ustugi (poprzednie oznaczenie - DIS8649/3) oraz DIS9805 -
protok6t (poprzednie oznaczenie - DISB8650/3).

Elementy dla konkretﬁych zastosowari (SASE):

3. Transfer zbioréw (FTAM); umozliwia uzytkownikom zbiordw w systemach
otwartych, transfer, dostep oraz zarzadzanie zbiorami. 9Opis FTAM za-
warty jest w dokumentach: IS08571/1+4.

4. Transfer zadarh (JTM); umozliwia realizacje zadarh w sieci potgczonych
systeméw otwartych. Opis JTM zawarty jest w dokumentach: DIS8831 -
ustugi i DIS8832 - protokdéti.

5. Wirtualny terminal (VTP); pozwala na transfer i manipulacje danymi,
niezaleznie od sposobu wewnetrznej ceprezentacji danych stosowanej
przez uzytkownikdéw. Opis VTP zawarty jest w dokumentach: IS09040 -
ustugi i 1509041 - protokdi.

6. Transfer komunikatdw (MT); utrzymuje transfer komunikatdéw w kategorii
“store-and-forward" (poczta elektroniczna); jest czgdcig systemu
MUTIS (Message Oriented Text Interchange System). Dostarcza komunika-
ty do jednego lub wiecej odbiorcéw w okreélonYm czasie i, jezeli po-
trzeba, dokonuje transformacji syntaktyk. Z systemem MOTIS zwigzane
sg nastepujace standardy: DIS8505, DP9065, DIS8883, DP9073, DP9066,
DIS10021/1+7.

7. System dla prac biurowych (T0S); zawiera procedury zwigzane z .automa-
tyzacja prac biurowych. Z systemem TOS zwigzane sg nastepujace stan-
da.dy: DISB613/1+7, DPB879, DPB884, DIS9069, DP?070, DP9063.

Ponadto opracowywane sg elementy ustug dla grafiki komputerowej (DP9592),

systeméw bankowych (IS08583), systeméw automatyzacji procesdw produkcyj-

rych (IS09506), autoryzacji dostepu (DIS9834) oraz kryptografii.

W praktyce, nie wszystkie eleﬁenty konkretne, wymagaja stosowania ele-

mentéw wspélnych. Rys. 5. przedstawia wersje roboczg (wg |3]) rozmiesz-

czenia elementdw w jednostce, aplikacji.

Protokdl warstwy aplikacji jest realizowany przy uzyciu pewnej liczby

elementdw ASE. Elementy te mogg by¢ uzyte sekwency]jnie iub w pewnych

kombinacjach; np. tran-fer zbioréw wymaga zastosowania elementdéw FTAM

(SASE) i ACSE (CASE). Tyoowa struktura jednostki danych protokotu apli-

kuacyjnego (APBU) jest okreslona za pomoca pojedynczej syntaktyki abstrak-

cyjnej. Jezeli wymagana jest kombinacja APDU z réznych elementéw ASE, to
wymagane jest odniesienie do kilku syntaktyk abstrakcyjnych.
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Rys. 5. Tréjpoziomowy model elementdéw ASE wg |3]|
Fig. 5. Three Levels of Application Service Elements

W $rodowisku 0SI rozwazane sg trzy sposoby komunikacji pomiedzy systema-

mi otwartymi:

- polgczeniowy;

- bezpoitaczeniowy;

- store—and—forward;

Objasnienia wyhaga trzeci sposdéb, ktérego reprezentantem Jjest poczta

elektroniczna, stanowigca obecnie jedng z najwazniejszych ustug sieci

komputerowych. Komunikacja taka realizowana jest nastgpujaco:

- protokdi najwstzégo poziomu warstwy aplikacji realizuje komunikacjg
bezpotaczeniowg;

- protokoly nizszego poziomu warstwy aplikacji oraz pozostaiych warstw
modelu (1+6), realizujg komunikacje polaczeniowa.

Umozliwia to komunikacje wtedy, gdy system koricowy jest aktualnie nie-

dostepny, np. wylaczony terminal uzytkownika.



Adresowanie w 0SI jest przedmiotem standardu IS07498/3. Proces ustana-

wiania asocjacji przebiega nastgpujaco:

- uzytkownik podaje nazwe jednostki aplikacyjnej, z ktéra chce ustanowid
asocjacje; t

- nazwa wysyltana jest do katalogu (Directory), w ktdérym wszukany jest
adres prezentacji zwiazany z nazwg;

- w innym katalogu w warstwie sieciowej dokonywane Jjest odwzorowanie na
adres sieciowy jednostki aplikacyjnej z ktdérg nawigzywana jest asocja-
cja.

Scnemat blokowy jednostek poszczegdlnych protokoidw przedstawia rys. 6.

Jgélne zasady organizacji nazw i adresacji zawarte sg w dokumencie

1507498/3. )

F-INITIALIZE

SASE PCI

A-ASSOCIATE

CASE PCI USER DATA

P-CONNECT

PREZ. PCI USER DATA

S-CONN.
‘SESS. PCI USER DATA 1

Rys. 6. Jednostki protokoidw w czasie ustanawiania asocjacji
Fig. 6. Protocol-Data-Units in Connection Control

W drodowisku 0SI wymagane jes} planowanie, organizacja, zarzadzanie i
sterowanie zasobami systemdw otwartych. Istnieja trzy kategorie tych
funkcji:

- zarzadzanie systemem;

- zarzadzanie (N)-warstwa;

- operacyjne sterowanie (N)-warstwa.

Zarzadzanie systemem odnosi sie do wszystkich warstw modelu, kilku
warstw lub pnojedynczej warstwy; jest ono usytuowane w warstwie aplika-
cji. System jest opisany w dokumentach IS0 DP9595 (ustugi) oraz IS0
DP9596 {(protoxdi). Ogdélne zasady zarzadzania zawarte sg w 1IS07498/4.
Dwie pozostate kaiegorie s3 przedmiotem standardyzacji w poszczegdlnych
warsiwach mogdelu odniesienia. Waznz rols w modelu spneinia wspomniany

juz wyzej katalog (Directory,. Pozwala on klientom (uzytkownikom i apli-

kacjom) Kcrzystad tylkc z nazw jednostsk aplikacyinvch, dokonujac odpo-



wiedniego odwzorowania adresdw. Organizacja katalogu jest taka, ze doda-

wanie, usuwanie i zmiana lokalizacji fizycznej obiektdw, nie oagdzialuje

na prace sieci; umozliwia on dolgczanie do listy nazw, nowych nazw lub

ich atrybutéw oraz umozliwia ich wyszukiwanie. Katalog jest opisany w

dokumencie IS0 DIS9594. Informacje zawarte w katalogu sa rozproszone po-

éréd rzeczywistych systeméw otwartych. Docelowo przewiduje sie zastoso-
wanie dwdéch protokoidw: dostepu uzytkownika do katalogu oraz protokotu
zarzgdzania interakcjami pomiedzy rozproszonymi czes$ciami katalogu.

W modelu wyzszych warstw, oprécz elementdéw ustug, rozwazane sg nastepu-

Jjace zagadnienia:

1. System zabezpieczeri (IS07498/2) obejmujacy:

- legalizacje, )

- kontrole dostepu,

- zachowanie poufnodci danych,

- integralnos¢ danych,

- mechanizmy zabezpieczerd i ich rozmieszczenie w poszczegdlnych
warstwach,

- ocena jakosci ustug.

2. Techniki opiséw formalnych (FDT); opisy ustug i protokoidéw przedsta-
wiane w jezyku naturalnym, sa wprawdzie tatwiej zrozumiale, ale za-
wierajs dwuznacznosci, sa niekompletine i moga prowadzi¢ do bieddéw w
implementacji oraz prowadzi¢ do niekompatybilnosci implementacji opar-
tych na tych samych standardach. W celu uniknigecia tego wprowadza sieg
techniki opiséw formalnych. IS0 rozwija dwie techniki:

- LOT0OS - 1s08807,
- ESTELLE - IS09074.

3. Notacja syntaktyki abstrakcyjnej (ASN.1). Warstwa aplikacji wymags
mechanizmu do opisu danych w sposdéb abstrakcyjny, nie okreslajacy
sposobu kodowania. Mechanizm ten musi byé& wystarczajgcy do opisu sze-
rokiego i réznorodnego wahlarza struktur danych i powinien umozliwiacd
tatwe kodowanie w warstwie prezentacji. Oba te warunki speinia nota-
cja syntaktyki abstrakcyjnej (ASN.1). Okresla ona pewng liczbg bazo-
wych typéw danych i zwigzanych z nimi wartos$ci oraz dostarcza kon-
strukcji, ktdére pozwalaja budohaé ztozone struktury danych, zwane
typami strukturalnymi. Typy bazowe to: Boole ‘owskie, calkowite, ciagi
bitéw i ciagi oktetdéw. Natomiast konstrukcje to: sekwencja, zbidr i
wybdr (choice). Notacja ANS.1 stosowana jé%t przy tworzeniu jedncstek
danych protokoldw aplikacji (APDU) i prezentacji (PPDU). Mczliwe jJest
stosowanie makr okre$lajacych nowa notacje, z mozliwo$cia powciywaria
typéw ASN.1. ASN.1 opisana jest w dokumencie 1508824, a reqguty kccdo-
wania w 1508825.



4, Metody testowania zgodnosci. Kazda konkretna implementacja usiug i
p.otokoldw powinna by¢ poddana testowaniu na zgodnos$é¢ ze standardami.
Metody testowania muszg byé kompletne i zapewniaé bezkolizyjne 13-
czenie sieci po ich testowaniu; dlatego sa one przedmiotem standary-
zacji. Standard ISO opisujgcy metody testowania zgodnosci zawarty
jest w dokumencie DP9464/1+7. Dokument zawiera migdzy innymi opis
jezyka definiowania testdéw.

Przyjety uniwersalizm modelu, a jednocze$nie koniecznos$¢é scistego sfor-
mutowania procedur dla szerokiego wahlarza réznorodnych zastosowan,
przy zachowaniu kanonicznege zatozenia 0SI o nieograniczaniu implemen-
tatoréw modelu, doprowadzily do znacznej zlozonosci modelu wyZzszych
warstw. Mimo przediuzania sig prac nad modelem, zostang one w niediugim
czasie doprowadzone do kofica; zostawiajac w nim miejsca na dalszy rozwd]
zgodnie z filozofig 0SI. Gidwny rozwdj prowadzony bedzie w kierunku do-
taczania nowych rzeczywistych systeméw otwartych, nowych proceséw apli-
kacyjnych oraz dalszych elementdw usiug ASE.
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Jpper Layers Architecture of the RM 0SI

In the paper, resultes of work concerning ULA, leading by IS0 and ECMA,
are presented. Alsc the standards of the Application Layer, including
their snort cescriptions, are specifiea. The paper is based on the docu-
m2hts whjzh Nes been publigngs is the period from 1985 to half of 1988.
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system SKOT w sieci KASK,
ewidencja zasobow system
rozliczanie systemu SKU U

D.BOROWSKA, W , BOROWSKI ,R. FLLI PEK,
A.GOSPODAROWTCZ, Z . LEKAWA , S s ZAJAC

EWIDENCJA I ROZLIC7ANIE UZYTKOWNIKOW SYSTEMU SKOT
W SIECI KASK

Referat pndejmuje problem rc~ iczania zadad wielu uzytkowrikdw
pracujgcych ,od “ontrolg systemu SKOT w sieci KaSK. Przy ewiden=-
cjonowaniu zasobdw systemu proponuje sie wykorzystiaé wiasnosci sy-
stemu do automatycznego tworzenia statystyki. # niriejszym opraco-
waniu proponujemy metodg, ktéra rozdziela wykorzystane zascby sys-
temu na te transakcje, ktére je wykorzystywaiy i z uwzglgdnieniem
ich wspbibieznego czasu pracy. :

1. WSTEP

System kontroll i obstugi terminali SKOT jest uniwersalnym systee
mem bazy demnych/transmisji danych uruchamianym na komputerach Jednolite-
g0 Systemu, System urozliwia transmisje danych z terminala do komputera,
przetwarzanie danych, dostep do zbiowru danych/baz c¢anych oraz retrarsmi-
£je danych do odpowledniego terminala. Skot dziata pod kontrolg systemu
operacyjuegd | rozliczany Jjest Jjako jedno z zadai togo systemu zgodnie
z obowigzujacym w danya odfrodku komputerowym systemem rozliczania zadzi.

Aby umozliwié uzytkownikom jednoczesne korzystanie z systemdw
WSpélpraoujgcych 2o SKOT-em oraz przetwarzanie wl .snych programéw (tranv
sakcji), system SKOT w sieci xomputerowej KASk musi adosternid w wyzna-
czonym czasie wszy.tkim uzytkownikom swoie zasoby. Stad przed administrea-
cja osrodk . komputerowego staje zadanie okreslenia i roz.iczenia w.jakiu
stopniu poszczegdlni uzytkownicy wykorzystali inrformacyjno-obliczeniowe
zasoby osrodka. Koszty, charakteryzujace stopied wykorzystania zascbdw
oérodka komputerowego przez poszczegélnych uzytkownikdéw systemu SnCT
¥ sieci KASK, powinny byé skorelowane ze zXozonoscig przetwarzanych
zadan. Uzytkownik powinien tez znaé jak poszzzegbélne jezo dziaiania wplye=
wajg na koszt jego pracy i z jakich sktadrikdéw tea koszt sig sx_ada.

Akademia Ekonomiczna, Wroclaw
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Koszt pracy uzytkownika przy tym samym scenariuszu dialogu na Jjegoe ter-
minalu nie powinien zalezeé od aktywﬁoéci innych uzytkownikéw,

W niniejszym referacie podejmuje sig problem rozliczania zadai
wielu uzytkownikéw pracujacych pod kontrola systemu SKOT w sieci KASK
oraz proponuje sig sposéb rozwigzania tego problemu.

2., ZMIANY W SYSTEMIE SKOT Z PUNKTU WIDZENIA SYSTEMU ROZLICZAJACEGO

System rozliczajgcy wykorzysta informacje statystyczne dostarczane
przez moduly SKOT=a, co pozwoli ograniczyé¢ do minimum zmiany w tych uo-
dutach, Jest to podyktowane tym, aby nie wydiuzaé czasu pracy systemu
SKOT przez rozbudoweg jego moduidw i uproscié adaptacjg systemu rozlicza-
Jjacego w poszczegdlnych oérodkach komputerowych. Z punktu widzenia sys-
temu rozliczajgcego, z systemu SKOT bedgq pobierane dane identyfikujace
uzytkownika oraz dane dotyczace uruchamianych przez nlego transakcji.
W systemie rozliczajacym, uzytkownicy systemu SKOT bedg identyfi-
kowani za pomoca symbolu konta (okreélonego w Tablicy Znaku Wigczenia
SNT), ktérym bedg posiugiwaé sie w chwili zgloszenia do systemu,
Podstawg rozliczania poszczegdélnych uzytkownikéw sesji systemu
SKOT bedzie ewidencja czasdéw startu i zakornczenia transakcji uruchamia=
nych z okreslonego terminala, wraz ze stanem licznikéw dotyczacych
czgstosci korzystania z zasobdw systemu (terminala, zbioréw, moduxdw
programowych). Pod uwage bedzie brany réwniez priorytet transakcji.
Informacje te mozna uzyskaé dzigki temu, Zze SKOT zezwala na dostep do
tablic, w ktérych te dene sa zawarte:
= iloéé operacji wejscia/wyJjécia na/z terminal - Tablica Sterowania
Terminalami (ICT),

- ilo$é odwotan do zbiordw, oraz okreslonych operacji - Tablica Stero-
wania Zbiorami (FCT),

- iloéé odwoian do moduidéw programowych = Tablica Programéw Przetwarza=
Jjacych (PPT),

- ilo$é wykorzystania przeznaczen = Tablica Sterujgca Przeznaczeniem
(per),

= priorytet transakcji -~ zawarty w Obszarze Sterowania Transakcjami
(TCA), przydzielonym przez SKOT dynamicznie w czasile inicjacji tran-
sakcji.

Przy ewldencjonowaniu w/w informacji, wykorzystane zostang wiasnoe
sci systemu SKOT, dotyczace autcmatycznego tworzeniz statystyki. Xod
Zrédiowy Programu Zarzgdzania Zadaniami (hC&, zostanie rozszerzony o pro=
cedure uzytkownika, ktdéra w czasie trwanla sesji systemu SKOT, bedzi

“~

sukcesvwnie rejestrowad te dane, a po je] zakonczeniu przekaze je w fore

= J

5
J
mie_zbioru statysitvk dla celdw rozliczania,
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3., KONCEPCJA SPOSOBU EWIDENCJONOWANIA I ROZILICZANIA UZYTKOWNIKOW
SYSTEMU SKOT

Rekordy zbioru statystyk bedg zawieraly dane o wykorzystaniu za=-
sobéw systemu SKOT w momencie startu i korica kazdej transakcji. Na pod-
“stawie tych danych nalezy okreslié, w Jakim stopniu uzytkownicy systemu
SKOT wykorzystywali Jjego zasoby. Proponujemy metode, ktéra pozwoli roz-
dzielié wielkos¢ wykorzystywanych zasobdw systemu na poszczegélnych
uzytkownikéw .pracujacych podczas sesji, z uwzglednieniem stopnia wyko=-
rzystania danego zasobu przez poszczegdlng transakcjg oraz wspéibiezne=-
go czasu pracy tych transakcji. W tym celu sesjg systemu SKOT traktujemy
Jako nieciggly zbidr zdarzed, gdzie elementarnym zdarzeniem Jest start
lub. koniec. transakcji. Przedzia czasu migdzy zdarzeniami oraz wartoédé
przyrostu licznikéw rejestrowanych zasobdw, dotyczg wiec transakcjii
aktywnych w danym przedziale czasu. Wielko$é wykorzystania danego zaso-
bu systemu zostanie rozdzielona na wspdibieznie pracujgce transakcje
proporcjonalnie do ich priorytetu, jako ze priorytet jest parametrem
Jjednecznacznie okreslionym dla kazdej transakcjl. Kazde elementarne zda-
rzenie (start lub koniec transakcji) powoduje zmiane ilosci aktywnych
transakcji (w); start kolejnej transakcji zwigksza te ile$é o 1, a ko=
niec zmniejsza o 1. Dla kazdego elementafnego zdarzenia liczymy przy-
rost wartogci licznika rejestrujgcego i=-ty zasdb systemu SKOT, oraz
dzielimy go przez sumg priorytetdw {PRTY) transakceji aktywnych w bada-
nym przedziale czasu, otrzymujgc tym samym jednostkowy wskaznik (zi)
wykorzystania i-tego zasobu systemu, co mozna zapisal nastgpujgco:

pa I
1 PRIYJ

linozgc wskaznik (Zi) przez priorytet transakcji aktywnej w badanym prze-
dziale czasu uzyskamy wislkos$é i~tego zasobu systemu, przypadajgcg na
J-tg transakcjeg.

Dane o précy uzytkownika w ramach sesji systemu SKOT, dostarczane
przez statystykq systemu, nie uwzgledniaja zasadniczych zasobdw systemu,
Frzy wystygpujacych ograniczeniach pamigcel operacyjnej, istotnym zasobem
z punktu widzenia systemu rozliczajgcego jest zajetosé pamigci operacyj-
nej . Zasobem, ktéry charakteryzuje stopied zXozonosci przetwarzanego
zadania jest czas pracy arytmometru. Dane dotyczace wykorzystania tych
zasobdéw systemu, bgdg ewidencjonowane na podstawie informecji dostarcza-
nych przez standardowy pakiet statystyki systemu kontroli 1 rozliczania
zzdad 3hF.

System SHF ewidencjonuje sesjg systemu 5n0T jako Jjedno zadanie,
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Ktdére pracowaio pod kontrolg systemu 05/JS, a wigc i dane dotyczgce pa=-
migci operacyjnej oraz czasu pracy arytmometru “edg globalne dla caiej
sesji systemu SIOT. Aby okres$lié, w Jakim stopnin dana transakcja korzy=-
stala z omawianych tu zasobéw systemu, wykorzystamy ich zaleznos¢ od za=
sobdw, ktére mozna odniesé do danej transakcji. Zaleznoéé te wyznaczymy
W oparciu o dane badan empirycznych, na podstawic ktérych wyznaczymy
funkcje¢ zaleznosci czasu pracy arytmometru(Y1} orez wielkosé zajetosci
pamiqci(YZ)u od danych o wykorzystaniu zasobdw systemu, rejestrowanych
przez SKOT. Zmiennymi objasniajacymi dla zmiennej Y1 i Y2 bedzie czas
pracy transakcji(x1), licznik wejscia/wyjécia na. “kran(xz), I cznik wy=-
wolan modulo’w(x3 , licznik odwoai do zbiordw - ‘pu uBD(xA), licznik od=-
wotad do zbiordw typu sekwencyanego(x5)oraz priorytet transakcgl(x6).
Postugujac sie metodami statystycznymi, wyznaczymy funkcje zaleznoscis

Y1=db+dﬁx1+déx2+.....+dkxk+£
Y2=db+dﬁx1+déx2+.....+dixl+£
gdzie: d= parametry funkcji,
£ - element losowy, oznaczajacy ze jest to funkcja przyblizona.

Przedstawiona metoda, pozwoli przewidywaé wykorzystanie omawianych
tu zasobdéw systemu SKOT w warunkach rzeczywiste] eksploatacji systemu,
Majac dene o wykorzystaniu zasobdw, ktére dostarczy statystyka systemu
SKDI, oraz wyznaczong funkcje zaleznodci, mczna ustalié wielkoddé zasobdw
Y1 i Y dla kazdego uzytkownika systemu.

Uzyskane w wyniku rozliczania, wielkosci kazdego zasobu systemu
wykorzystywénego przez dang transakcjg, wyrazohe beda w postaci kwotowe]
na podstawie cennika obowigzujgcego w danym osrodku komputerowym i wy=-
prowadzone w formie zestawienia uwzglgdniajacego identyfikator/konto
uzytkownika,. )

REGISTRY AND ACCOUNT FOR USERS OF THE SKOT SYSTEM
FROM KASK NETWORK
The prctlem of -account the task of many users working under SKOT
system from KASK network control is considered. Then the solution of
this problem is presented.

JUET ¥ PACHUET TIONB30BATEIEA CUUTEMN CKOT
B CETY KACK

B ZOKZIa7e pacCLaTTUEaeTCH npoénerra pacuyera 38138Y ¥HOTHX NOJAHE0BE-
Teneit paboTawIux NOZ KORTpoaey cucTerd CKOT B ceis KACK, a Taxue mpern-
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A LOW - COST INDUSTRIAL NETWORK
FOR REAL - TIME APPLICATIONS

The article de=cribes a new low-cost general-purpose network for
industrial applications. It defines the da'a 1link and the network
layers of the seven-layer OSI model. The network layer access
method of the protocol is a combination of the polling and the to-
ken passing principles. The results of the througrput analysis of
the protocol are also presented Two practical examples of applica-
tion of this network are also discussed.

1. INTRODUCTION

In the transition from the industrial to the information society,
the value of information is raising. Its value is often in direct
relation with the time needed to get it. This rule can be observed in
almost every human activity, iacluding in control ot industrial
procecses.

Ar manufacturing process generally consists of primary storage, of
production C(with possible intermediate stc~ages of semi-productsd, and
of storage of final products. The amounts of stocks vary with time,
depending on a number of parameters (such as input material characteris-
ties as well as or number of stochastic variables (such as production
volume demand). Generally speakinrg, bigger stocks also imply nore e.pen-—
sive production, because capital is idly tied to stocks rati.er thar to
its active use for business. Consequently, modern productionn methods
tend to keep the stocks as low as possible; their latest and much
publicized addition is the so called “just-in-time" method of efficient
managing of stocks of production matex*iéls. However, these methog basic-—
ally rely on scme form of dynamic (demand-drivend planning of production

Efficient planning of a production process-and in particular, effi-

cient dynamic planning of producticn-carnot be done without true and

* Department of Computer Science, "Josef Stefan® Institute, Ljukl jara,

Yugoslavia
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timely information on the state of the production process. In essence,
effective monitoring of a production process can only be achieved by
acquiring information on the status of production process directly‘from
the process itself and in real-time. Real-time data acquisition CRTDAD
means that data abeout production events are collected at the time of
their occurrence, so that can be immediately transmitted to monitoring
processor and that proper action can be promptly taken in response to
collected data.

In general, the biggest problem with RTQA systems is their distri-
bution cver large production areas, covering possibly several square
kilometers;the multiplicity of conﬂrol points (possibly several hundreds
or even thousands) where data are generated or control information
needed 1s no lesser problem. An adequate answer to these problems today
are local area networks CLANSD, providing efficient way of connecting
large number of information sources andsor destinations commonly
referred to as terminals.

Terminals are used to enter the data, to transmit the data to the
host computer, and to receive return information from the computer
andsor from other terminals in order to display it to the user and-/or to
use it for the process control.

Nowadays, sthere exist a number of local area networks for industrial
purposes, such as Ethernet [11, MAP [2], and CSMA-CD MAC [3]1 LAN’s. In
industry, the most widely used is the MAP network, developed by General
Motors to monitor their production lines.

In this article, we describe a low-cost industrial network and the
corresponding industrial terminals,designed to suite a specific applica-
tion with relatively low rate of information processing. The network is
defined according to the ISO standards; only the second (data linkd and
the third C(network> layer of seven layer (Caccording to the OSI modeld
are described, and we concentrate on the network layer of our protocol.
Contrary to the Ethernet LAN, our network is relatively 1inexpensive and
therefore more suitable for low-cost indusirial applications. It is also
cheaper then the MAP architecture, but the price for inexpensiveness is
relatively low speed of our LAN. For example, the response time provided
by our network is measured in seconds rather then milliseconds as in MAP.
Nevertheless. our LAN proved to be quite suitable for industrial pro-
cesses with small flow of data, for example in garnent industry.

2. PROTCCOLS

The main purpose of éonnecting devices is to enable
them to exchange data. Just as natural anguages are used for human

communication, computers also requirs efinitely simplerd kind

of languages for communication among - i zes. These communication lan-—



guages are called protocols.

To serve well in a broad community of users and applications,
protocols must be consistent, layered and standardized as much as
possible. Whereas the first demand is obvious, the second one is
dictated by the economy. To support these requirements, the
International Organization for Standardization developed a number of
International standards describing different layers of OSI Model [11.

The described seven layers of the OSI Model from the first CphysicalD
upwards to the last-seventh Ci.e., the application) layer all conform to
the same principal idea: each layer presents the demands to the next
lower layer and serves the demands from the next upper layer [11].
Furthermore, each layer works as a separate process or better, as a
monitor [41. This ensures 'Lhe consistency of each layer.

The purpose of this article is present the definition of our new
protocol on the network ‘layer. to describe the hardware and software
implementation of our LAN, as well as to present early results on the
timing analysis‘ of our network. Finally, we discuss some experimental
results from the first two installations of our LAN in industrial
applications. 4

2.1 ‘Network Laver Protocol

The semantics of the protocol for our network is designed
specifically for the purpose of data acquisitioﬁ in a given industrial
application. Yet our pro{ocol supports essential characteristics of a
general purpose LAN. Most of the time, the data are collected in one
terminal point which is the master at that time. All remaining terminals
are slaves and answer the master terminal according to the customary
polling protocol.

Sometimes it is necessary to send data to another terminal point.
This means that the location of the rdaster‘ on the LAN must be changed.
Such a mechanism i§ usual in general purpose LANs using tokens s‘uch as
Ethernet [1]. Therefore, tokens were introduced in our network layer
protocol as well. Accordingly, our protocol .consists of both the polling
and the token  passing principles. We designed it according to several
standards [5,6,7,8,8]. Its messages can be divided, according to its
double nature, inte two main groups: the control group and the data

group. Their basic structure is shown in Figure 1.
i=
<O><header><specizal symbol>

22 Control message
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The data ¢.oup is very simple and need not be discussed further. It is
used only as the data carrier. It is the first (~oup that shows the real
flavour of our new protocol. )

As mentioned previously, our LAN defines the lower three layers ~f
the OSI Moudel. As the structure of the network layer will be discussed
i% details later, we begin with brief description of the physical ard
the data 1link layers. The physical l#yer is defined with a twisted pair
of wires or any ot@er kind of low-cest electrical signal carrier. In
order to keep the cost down, the standard\RS485 [10] was employed as
well. On the data link layer,we employ the SDLC [10] standard supporting
both point-to— point and broadcast communication.

The topology of our network follows from the characteristics of the
derzribed three layers of OSI model. It is basical'y a bus structure
CFigure 2); but it can be extended to a general graph as shown in
Figure 2 since some terminals can be master stations and since two
branches can be corinected to each of these statioms. The role of these

master stations connecting two branches is obvious.

O ' =L é} O
| l_ :

ad Basic topology

| !

bd> Extended topoloc:
Fic re 2. Ne.work topology
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According to time analysis [11] and experimental results achieved so
far, the new network with 32 terminals can support the fregquencies up to
100 events per minute. Considering that in the contemporary
manufacturing control systems the terminals are intelligent and there-
fore the exchanged information is terse, the described capacity of our
network satisfies real-time requirements as expressed by J. A.Stankovic
fie2ij.

2.2 Enquiery Message

This message is used in normal operation by the master to request
in sequence each terminzl to release its data. The Figure 3 shows the
structure of the message as well as its ENQ form as its special
instance. The ENQ is used to divide time in quanta. Each terminal is
poelled only when the master has information that the terminal 1is
attached to the network. In this way, the unused time on the network =zan

be significantly reduced.

s E

{O><receiver address><{sender address><{N>

H Q
ad General message (engd

s E

CO><FF><{sender address><J{N>

H Q

b> Specific message CENQ
Figure 3. Format of enquery message

Our network works in the following way. At the very beginning of the
network life, the master marks the first time gquantum by sendina the
ENQ form of the message. Then it starts interrogating all terminz’ s
known to be connected, -and ends with a cycle sending another ENOG
message. This procedure proceeds indefinitely C(Figure 40.

time quantum CTQD

eng enq A eng S engy
STy

Figure 4. Time gquantum

On the other end, the slave terminals must all the *ime listen to the
network. If they are not asked in one time guantum they simply send
after the ENQ message an acknowledge message to signal master that they
are connected to the network (Figure S3.

TG check-in

L | |
l
NG NO ’

Figure 5. Check-in provedure

O]

E



The nature of terminals (slave or potential masterD is defined at the
startup time of the network. If there is only one master on the network,
there is no problem. However, when there are two of them or more, they
must make an agreement who is a true master. To achieve this agreement,
a simple trick known from the Ethernet protocol is used [1]. Each poten-—
tial Caccording to its internal datad) master terminal waits for some
time and then sends the ENQ message. If collision occurs on the line,
the procedure 1is repeated, but with double waiting time CFigure 6.

Thig procedure is finite as the numbér of terminals on network is finite
[11] and the real master is the one who successeds to send its ENQ

message properly.

t t t
ENQ ENGQ ENG ENGQ

¢ £ 3 3
addr = taddr 3 tQ:.ddz‘ 4 to.ddr

O ——

Figure 6. Start-up procedure

2.3 Acknowledge and Not-Acknowledge Messages

These messages (Figure 7) also serve double role. As it has been
already mentioned, they are used by network terminals to check-in after
ENQ message. This, however, is their minor role; their main purpose is
to confirm the correctness of received data. They are used according to
the so called window mechanism [{1] meaning that all messages previous to

Lthe last confirmed are understood to be correct CFigure 8).

2.4 Token Messages

S A
{O><receiver address><{sender address><{sequence number><C>

H K \
s ’ N
{O><receiver address><{sender address><{sequence number><A>

H K

Figure 7. Format of acknowledge and not-acknowledge massage
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{O><receiver address><{sender address><j><C>
H K
message#
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Figure 8. Data confirmation
There are two such messages (Figure 8). The first one is used by the
slave terminal to ask the master for the token and is sent after the
regular ENQ m=osc7e. The second message is in fact the true token and is
sent after the token request. The recebtion of the token must be
confirmed with an ACK message. '
3. NETWORK USAGE

The entire network development was divided into two phases.The first
one was to develop the support for the usual polling principle. Its
installation was made at the UNIS company, manufacturer of internal
transportation systems in Ljubljana, and another installation is in

preparation for late June at the IKA garment industry at Ajdovscina.

s D
<O><receiver address><{sender address><C>
'H 2

ad) Token request
S D
<O><receiver address><sender address><C>
H 4
b> Token

Figure 8. Token message
The first implementation of our network provides for connecting of
sixteen terminals. The terminals are intelligent CCD cameras for recog-
nition of bar codes written on articles presented to the cameras by
conveyer belts. The data are sent directly to the master terminal which

is connected to an IBM PC. The computer collects the data and stores
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them on the disk. All software was written in Modula-2 using the IN-BED
to@l [13,14] for the development of embedded applications. The 'time
spent for coding of the network software was about six man-months.

The next installation is planned for the end of June in the IKA
clothing industry. This installation consists of our new general purpose
18088 — based data collection terminals, each providing one serial and
five parallel eight-bit wide communication ports. Furthermore, two
network branches can be connected to each terminal. The peripheral
devices connected to terminals are keyboards, displays. light pens and
bar-code readers. The distributed application under design will acquire
from the described network the exact status of production down to each
workplace and each working operation.

4. CONCLUSION

In this article, we have described main characteristics of a new
low-cost local —area network intended for industrial use in manufacturing
processes with low rate of information flow. We have demonstrated how a
theoretically interesting combination of the standard low-cost solution
Cpollingd and of standard token passing pfinciple can be advantageocusly
used to solve practical networking needs in real-time monitoring of
production processes. k
In the first phase of the development of our network project, we have
successfully implemented the single-master network with the peolling
principle. In the next phase of our work, we plan to introduce the token
principle and generalize the network topology.

Furthermore, we also plan to improve on the data terminal by édding
DsA and A/D converters, magnetic-card readers as well as by providing
the connection for other devices using the Centronics protocel. It seems
important to us to emphasize that according to our favourable past
experience, ,these extensions will be easily accomplished because of our
reliance on Modula-2 as our standard high-level language for software

development.
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MpoMinFeHHas , CeTh HMAKOM CTOMMOCTM ANR paboTu
P peaybHOM MacuTabe bpEeMeHU

B cTaTse paccMaTpudpaeTcs HOPAS JAewepas ceTs obyero Has3HAYeHUs AN
T POMH TOHHHX T PUMeH eH UL OrpeneranTcsa NUHETHHM u ceTepon
YPORPHM CEeMUYPOBHEBOR MOAEeNM BP3aMMOASHMCTBMUS OTKPHTHX cucTeM. MeTton
AOCTYTa X CeTeBOMY YPOBHK SBIsieTcs XoMOMHauuer WPUHUUITOBR oOWpoca M
Tepenavyu onorHapaTeypHOre 2Haxka. [lpvpoasiTes pe3y s TATH  aHATM3a
ITPOTYCKHOR CTNOCOPHOCTM TpoTtokoya. ORCywRaoTcs Takxe Apa Tpak TUYecKMUx
TpUMEpa TPUMEHEHUs 3TOR CeTu.

TANIA PRZEMYSEOWA SIEC KOMPUTEROWA
DLA ZASTOSOWAN W CZASIE' RZECZYWISTYM
W pracy przedstawiono sieé komputercwa ogdlnego przeznaczenia dla
zastosowarh przemysiowych. Zdefiniowano warstwy liniowa 1 sieciowa
siedmio warstwowego modelu polaczen systemdw otwartych. Metoda dostepu w
protokole warstwy sieciowej Jest kombinacja strategili wywolywania i
przekazywania znacznika. Zaprezentowano wyniki analizy przepustowosci
protokoliu. W zakonc¢zeniu przedyskutowano dwa praktyczne przyktady za -
stosowania omawianej sieci.
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test system,
DsI,

% TEKDS
Uwe BUHRAND

Jochen HINKELMANN ¥

THE DESIGN OF THE CONFORMANCE TEST SYSTEM "TEKOS"

To ensure the correct work of communication software, beside a nor-
mal software test there was found a need for testing the conformance
of an implementation tc its specification. In our institute the test
system TEKOS for testing upper layer protocols of the 0SI reference
model was developed. The main characteristic of TEROS is its proto-
col independence. In this paper the architecture and the implemen-
tation of TEKOS are described.

1. INTRODUCTION

To ensure the correct work of communication software, beside a  nor-
nal software test there was found a need for testing the conformance of
an implementation to its specification [2].

In our institute the test system TEKOS [3] for testing upper layer pro-
tocols of the 051 reference model [1] was developed.

The implementation under test (IUT) which has to be studied by testing
is a part of a real open system. The IUT consists of one or more OSI
layers and is considered as a “"black box". For testing the IUT, points
of control and observation (PCO) are used. One PCO is located at the
upper service boundary of the IUT and another below the IUT.

The PCOs are used by two test facilities, the upper tester (UT) and the
lower tester (LT). The rules for the cooperaﬁion between LT and UT have
to be described in test coordination procedures.

The main goal for the design of the test system was to obtain the inde-
pendence of the test system from the concrete IUT.

*Academy of Sciences of the GDR Institute of Informatics and Com
Computing Technique
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THE ARCHITECTURE OF THE TEST SYSTEM "TEROS"

For our test system we chose the external distributed test method.

This abstract method is characterized in the following way (Fig. 1):

The UT 1is located together with the IUT and the underlying trans-
mission service (TS) at one site, the system under test (SUT).

The LT and the TS form the test system at another site.

The connection between the LT and the lower IUT interface is realized
by the TS through a connection under test (CUT).

The UT has access to the IUT service.

The external distributed test method allows the implementation and
operation of the test system in a separate test center. The IUT may work
in its normal environment.

Test System System Under Test
Test Coord. Upper
€= =S B mm e S = =¥ Tester
Procedures
Lower
Tester JUT Service Primitives
\/
Protocol
€¢---|---- Data ----|--->| Implemen-
Units tation
v Under
TS Primitives Test
\/ (IUT)
Transmission Service (TS)
1 1

Fig.1 The External Distributed Test Method

For the realization of TEKOS, some additional arrangements and modifica-

tions were -made (Fig. 2):

The main .part of the UT is located at the test system too. Only a
small part of the UT without own intelligence remains at the SUT.
This so called test responder (TR) is driven by the UT part in the
test system through a second connection between the test system and
the SUT, the.test connection (TC). The TC may be routed through the
IUT ("ferry concept”, [5]) or not ("astride technique”, [4]). If it
is possible the first variant is avoided because it assumes the cor-
rect operation of several IUT functions and may influence the CUT.
The second variant demands the direct access to the TS beside the
IUT.



The arrangement of UT and LT within one system simplifies the coordi-
nation between them; there is no need for a protocol between UT and
LT.

The statements for the control and observation of the IUT service are
transmitted via the TC in the form of abstract service primitives
(ASP). Their mapping onto concrete IUT directives and vice versa 1is
performed by the TR.

By éxchanging ASPs, the interactions of the UT with the IUT may be
described independent from the concrete service interface of the IUT.
The protocol data units (PDU) exchanged between LT and IUT are built
and analyzed by the LT with an encoder and decoder (E/D) respec-
tively.

In comparison with a reference implementation of the appropriate
protocol an E/D allows more flexibility. Any corrupted PDUs may be
sent end received.

For the work with ASPs in the UT within the test system the E/D is
used too.

This simplifies the operation of the UT.

‘ Test System System Under Test System Under Test
+
Test Coord. 5 “astride” TRJ l "ferry” TR }
r---_1 | I
{L‘I‘ j (UT ‘ UT { IUT
TS TS TS
TC
CUT >|Data <= (=
>|Netw.| < <
LT...Lower Tester . TS...Transmission Service TC...Test Connection
UT...Upper Tester CUT. .Connection Under Test TR...Test Responder
IUT. .Implementation Under Test

Fig.2 Architecture of the Test System and the System
Under Test in "astride" and "ferry” Version

3. DESCRIPTION OF THE CONCRETE STRUCTURE OF “TEKOS™

The test system TEKOS consists of several components. These compo-

nents were defisned with the intention to minimize

the dependence from the concrete layer under consideration,



- the dependence from the concrete TS and
- the complexity of the interactions between the counponents.
The functions of the UT and the LT in TEEKOS are divided into an invari-

ant part, the test handler {(TH), and wvariant parts, the interface
handlers (IH) (Fig. 3).

Test System TEEKOS

Test Handler

i Iiiiak—-— Test Program Processing | End

Test Program
Interpreter

1 {
Lnﬁncoder g Decoder ‘

I If

Interface Handler for Interface Handlsr for
Connection Under Test Teat Coanection

[ i T ; '

, Transwigsion Service

Connection Under Tesi Test Connection

the Test Svstem TEKOS

¥ig.3 Detailed Struct

zomponent. A test

program 3is a parawncter sntable test suite. The test program

proc

@

zing cemponent is subdivided into several modules.

The tast program interpreter interprets = test program, which consists
of a message type description part and an action part. The most impor-
tant statements within the action vart concern the message transfer with
the JUT wvia thHe IHs.

When a PDU or ASF is to be sent the interpreter builds up a parsasmetar
list first with values given in the acticn part. Then the encoder is
called which constructs the finazl PDU or ASP on the base of the approp-
riste tvpe description znd the parameter list.

On receiving a PDU or ASP the interpreter calls the decoder which checks
the plausibility of the message and extracts the parameters with *the
help of the type description. The parameter 1list built up by the decoder
may be used for further analysis by tke interpreter.

Encoder and decoder are not bound by rules of a protccol. The price paid
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for the flexibility of the E/D concept is that the test must be speci-
fied in minute detail and becomes quite long.

The IHs map the messages into real service data units for the underlying
TS. '

The IH for the CUT sends PDUs to the IUT and receives PDUs from the IUT.
This component provides a generalized service independent from the -
specific implementation of the TS.

The IH for the TC sends ASPs to the TR and receives ASPs from the TR
using a TC protocol. It provides a service interface for the exchange of
ASPs which is completely independent from the layer that is used for the

transmission.

The TR simulates the user of the service provided by the IUT. This com-
ponent has to be portable and small in order to ensure the implementa-
tion at the SUT with little effort and also for systems with 1limited
resources.

4. IMPLEMENTATION AND RESULTS

The described test system TEKOS is implemented in MODULA-2 on a VAX-
compatible minicomputer. It uses a subprocess supervisor developed in
our institute. Thié supervisor allows the quasi-parallel operation of
the TH and the IHs which are implemented in the form of subprocesses.
The chosen architecture of TEKOS allows to build up a flexible systenm
for testing different implementations of several layers. ’

The first tested IUT was an implementation of the session layer.
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i

ACHIEVING INTERCPERABILITY VIA PROTOCOL CONVERSION

Consider the problem of achieving interoperability between two
processes in different protocel systems. Protocol entities
communicate by exchanging messages; we discuss the possibility
of construction of a protocol converter based on common image
protocol system. The approach = (o combine the projection
method and the temporal logic formalism - is based on recent
papers [4]),{8].

I.INTRCDUCTION

Due to the steady proliferation of heterogeneocus networking as
a result of many factors it becomes increasingly difficult to solve
the problem of the information exchange. The problem of achieving
interoperability between entities in different network architectures
is a permanent fact of life even if standard protocol architecture,
say, Open System Interconnection [1}, has been presented. It |is
already too late to get everyone to adhere to the same standard.
There is 1ns£alled 2 base of many thousands 'SNA networks, several
thousands DECnet networks and so the role of OSI is much more
promising as an intermediary protocel for conversion between two
existing ones than it s a2 worldwide standard architecture towards

_ which all existing architectures should converge.

In recent years in our institute there has been an intelligent

terminal network developed and installed. To date due to the

possibility teo incorporate some functionally and economically

¥ General Computing Center. Czecnoslovab Academy of Sciences. Fraha
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interesting products it is worth the expense ©f providing adequate
conversion.

Up to now there have been some “ad hoc” protocol conversions
attempted [(2]1,[3] and some formal medels of protocol converters have
been proposed but still there is no general theory for the sclution

of the protocol conversion problem.

II. CONVERSION TO ACHIEVE INTEROPERABILITY

In our research in this field we have tried to use tempceral
logic and the projection method for the construction of a general
protocol converter (related works [41,(8],[61).

The projection approach is in use in the protocel verification
and the protocol modelling and up to now it is quite
well —sophisticated. This analysis avoids the characterisation of the
reachability graph and the set of the reachable states of the
protocol system. Instead of this brute-force state exploration an
image protocol system for functions that interest us is ceonstructed
from a given protocol system. The main goal is to find an image

protocol system common for both given protocol systems.

At any time the protocol system , say ] ,» is completely
specified by the following sets [6]:
SL‘ Mik’ Tl. Ek' 95 for 1 =1,2,...,1I
k =1,2,...,K,
where S1 is the set of states of the entity Pi'
Mik is the set of messages that the entity Pi can send into

the channel Ck'
’I‘1 denotes the set of events specified for Pi'
E, denotes the set of channel events specified for the
channel CkAand
96 denotes the initial global state of the protocol
system [I.

Now via aggregation of entity events, states and messages we can
obtain an image computation tree which characterizes an image
protocol system. For this image protocol system to be a common image
protocol system for systems rk and , say n2 it is necessary to make
the projection of rh with respect to characteristic behaviour of ne

and vice versa. A Protocol converter based on described image



protocel system can simply provide 2 mapping function (A message
T 1 Lem b s
sent by an entity Pl of the protocol system W =9 mikCNik goes

through the channel Ck and is transformed by converter into a

message nikENik with the image nik= mik for delivery to the channel
Ry and the entity Cﬁ of the protccol system na. Similarly, messages
in Nik are mapped into Lthose in Mik’ i=41i,2,...I, k = 4,2,...,K.D

or can be implemented as a finite state converter which provides
conversion of sequences of messages. '

The formalism of temporal logle is used for specifying
structures of states and especially for investigation of assertions
of liveness and safety properties.

There are some ugeful properties of an image protocol
constructed this way [41. First, any safety property that holds for
an image protoceol system must also hold for +the original protocol
system. Second, if any image protocel has a sufficient resolution so
that its events =satisfy a well-formed property, than it is faithful.
(See [4]1,15] for an excellent treatment of this subject).

A protocol converter between protocol systems ™ and ne
“speaking' common image protocol with the highest resolution can be

constructed on these principles.

III.CONCLUSION

A protocol converter to achieve interoperability between two
protocol systems is implemented in the physical path between the
protocol systems. It is worthwhile noting that this protocol

conversion is quite different from protocol complementing [2].
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ASTER Autonomiczny STERownik

TRANSMIS JI SZEREGOWYCH DLA PC XT/AT

ASTER, autonomicznie steruje blokowa transmisja danych komputera
PC z/do maksymalnie 56 urzgdzen/komputerdw poprzez interfejsy
napigciowe lub prgdowe bez/z optoizolacjg. Transmitowane bloki
danych z PC do urzadzeri lub odwrotnie - opcjonalnie przetworzone
przez emulatory protokoldw sieci MasterNET, udostepniane sa
wzajemnie we wspdlnej pamigci RAM (ang. dual port memory).
Zakoriczenie transmisji blokowych sygnalizowane jest poprzez system
przerwan PC. Przeznaczenie: sterowanie, rejestracja, bazy danych,
banki, handel, dydaktyka.

Komputery PC s3 wyposaZone zwykle w jeden lub dwa interfejsy
szeregowe RS232C, jako urzadzenia COM1 i COM2 w systemie DOS. Ilog¢ ta,
zadowala wielu uzytkownikéw komputera PC. Problem powstaje kiedy
zachodzi koniecznodd zastosowania kilkunastu lub kilkudziesieciu
interfe jsdw szeregowych. Wprawdzie dostgepne s3 dodatkowe karty z 4 lub 8
interfejzami szeregowymi, jednakZe uzytkownik takiej karty musi zapewnid
programows obstuge sprzetu dla nadania/odebrania kazdego pojedyriczego
znaku, indywidualnie dia kaidegé interfe jsu szeregowego karty. Czas
zaangazowania procesora PC obslugs wielu interfejsdw szeregowych juz
przy $Srednich szybkodciach transmisji powaZznie ogranicza mozliwosci
komputera PC. Narzuca sig koniecznos¢ uwolnienia procesora komputera PC
od czasochlonnych obowigzkdw obslugi wielﬁ interfe jsdw szeregowych.

Oczekiwania te, realizuje prezentowany poﬁiéej sterownik ASTER.

KARTA INTERFEISOW nr 1 257 ar 1 F—linia -1 ~
B257nr 2 _}—linia -2
& 8257Tnr3 linia-3
& - 4 i e 1do 8
[KARTA"INTERFEISOW rr 7 RO“=NB25T rnrtd F-limat9 5 / slacze line 1ot
KARTA STERLIIACA L 50 6
S 7
8085 hislJ8253 8
rocesor (okalny N8 Y\ dzielnik y linit 49 do 56
= zZlgcze lenn (o}
622561ub 6264 |~ NB2256 (b 6264 —
ram/rom  Mram

bufory programu | danych |
il If

Rys. 1 Struktura logiczna i fizyczna sterownika ASTER.

* OBR Elektronicznych Uk!adow Specjalizowanych, TORUH, tel. 33045-47
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Sterownik ASTER ma budowe modulows i sklada sig =z:

Jednej karty s:hevu_]'a,,ce_j,

jednej do siedmiu kart interfejsowych po 8 interfejsdw kazda.

Stwarza Lo mozliwosd dolzczenia do komputera PC do BS urzadzern

wyposazonych w interfejs szeregowy. MoZzliwa jest rdwniez instalcja w

komputerze PC drugiego sterownika transmis;ji szeregowych ASTER.

>

Karta s terujsgca zawiera:
procesor lokalny Intel 8085 dia autonomicznej obslugi interfejsdw,
programowany dzielnik czestotliwodci Intel 8253 dia programowe j
konfigu!“acji bazowych szvikodci transmisiji ¥, Y i czasu wzglednego,
jedna iubh dwie pamieci typu 62256 lub 8264 jako RAM o dwustronnym
dostepie w przestrzeni adresowej komputera PC dla buforowania programu

orasz danych (bufor programu i bufor danych.

Pojemnodd pamieci RAM jak i jej adres v przestrzeni adresowej PC
3 I = J P

dostosowywane s do wymagan uzytkownika., Ponadto RAM bufora programu

moze byt zastapiona pamiscia ROM typu 27256 lub 27428 lub 2764.

KavLz sterujgca wspdlpracuje z kartami interfejsowymi przez wlas
P 3

magistrale lokalng.

rAM PC . RAM LP {ASTER’ad>
00000:§] WEKTORY PRZERWAN PC
- v = Sl S
PRCURAM ORBSLUGI SIECI
b g —— s T
S00GN0:; PROGRAM OBSLUGI TRANSMIS JI OGO

EMULATORY PROTOKOLOW MasterNET]

SG80C:§ BUFORY ODBIORNIKOW./NADA JNIKOW 0800

LINII 4 DO 56

ST £E58

Rys. 2 Przestrzen adresowa PO i ASTER’a

Karty interfejsaoawe zawleraja po 3 interfejsdw

eregowych napigciowych lub prgdowych bez/z optoizalacjs. Kazdv =

interfejsdw karty moze transmitowszd dane z jedng =z dwdch bazowych X, ¥

lub z trzech poidwkowych /2, X4, 8 szybkosci transmisji. Bazowe

Przyporzadkewanie interfejsdw do poszczegdlnych szybkosci je

zybkodol ustalans sa programowo, poldwkowe wydzielane sprzetowo.

3

realizowane sprzetowo.

Obsluga interfejsdw na poziomie sprzgtu i protokolu transmis ji

zaimuje sig sterownik. UzZzytkownik PC widzi kadda lnie jake bufory

odhiornika i nadajnika we wspdlinej pamigal RAM. Wyslanie komunikatu w

inig ogranicza =zig do wpimania jege tresci do odpowiednieso bufora.



Autonomiczny sterownik transmisji szeregowych ASTER dzieki swym
walorom koncepcyjnym i ekonomicznym znajduje zastosowanie w
przemyslowych systemach sterowania {(cukrownie), rejestracji (zaklady
przemysiu migsnegod zloZonych systemach pomiarowych, systemach
dydaktycznych, sieciach lokalnych obst ugi klientad¢banki, handel, dworce,

hurtownie, magazyny).

ASTER - Autonomous serial transmission controller for PC XT/AT

ASTER - controls autonomously block data transmission of the PC
from/to maximum of 56 devices/computers via voltage/current loop
interfaces with/no optocouplers. Data records transmitted from the PC to
devices or in the opposite direction, optionally transformed by
MasterNET protocol emulators, are interchanged via dual port memory. The
end of the data transmission is signalled by the interrupt system of the
PC. Application: control, data acquisition, data bases, banks, teaching.

ASTER —~ ABTOHOMHYECKHH KOHTPOJIEPp MNOCHASAOBATENLHOA TPAHCMHCCHH
ons PC XTZAT.

ASTER aBTOHOMHYECKH yNpasBnsieT O6NokoBOA TpaHCcMHCCeH HaHHLIX KOMIbIOTEpA
PC c/go makcumnanHo 56 ycTpodcTB /XOMNBITEPOB 4Yepes HHTepdefcs Tuna
HanpsIXeHHEe HIM TOX C Hnun 623 onTHuYeckol Hzonsueh. Bnokun pgaHHbBIX
nepegasaenee H3 PC B ycTpoficTBa unu ob6paTHo obpaGoTaHHbe 3MYnNaTOpamMH
nporoxoneoe ceTs MasterNET,MOXHO B2aHMHO HCNONLIOBATh B OOWE[OCTYyNHOHH
namaTy THna O3Y.OkoHYaHHe OJOKOBBIX TPAHCMHCCH CHIPHANH3HPYEeTCs NPH MNOMOWH
cucTeny npepuBaHuiOBM. CeTr npegHasHa4eHa [ONs HCIOAB3O0BAHHS B CHCTEnMax
YNpaBsneHnd, pPerncTpausd AaHHbBIX, 6as fasHHBX, 6aHkax, TOProefH, AHAAKTHEE.
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Master NET
SIE¢ LOKALNA DLA IBM PC XT/AT

MasterNET - sied lokalna o topogfafii gwiaZzdzistej = centralnym
wezlem w komputerze PC XT/AT lgczaca do 56 sterownikdw,
rejestratordw, terminali, monitordw wspdlpracujacych z otoczeniem
poprzez interfejs szeregowy wedlug rdznorodnych protokoidw
transmisji danych na bazie ‘autonomicznego sterownika transmisji
szeregowych ASTER.

MasterNET jest siecig otwarta - w pewnym sensie jest tylko
strukturg sieci wypelniang przez okreélona. aplikacjg. Jedynymi .
niezmiennikami tej sieci jest jej topografia, uwarunkowania techniczne
sterownika transmisji szeregowych ASTER oraz dwuczlonowodd
oprogramowania - a mianowicie:

- programu obstugi sieci (POS)> wykonywanego przez procesor PC,
- programu cbstugi transmisji (POT> wykonywanego przez procesor
lokalny LP (ang. local processor).
Ksztalt i funkcje programu POS zale?s od konkretnej aplikacji sieci.
Px-ogram POT ma natomiast sprecyzowéne zadnie: obstuzy¢ transmisje
blokowe zlecane przez program POS oraz ewentualne transmisje
migdzyliniowe. Sposob zlecania transmisji moZze byd¢ rdéznoraki. Problem
zlecania transmisji blokowych sprowadza sig do podania kierunku
transmisji, adresu i dlugodci bloku oraz protokolu i parametrdw
fizycznych transmisji. Najbardziej przejrzystg metode uzyskuje sig przy
wspdlnie ograniczonej-dlugodci bioku oraz stalych adresach bufordw
odbiornikdw i nadajnikdw. Koncepcje teg, juz zastosowansg, przedstawiaja
rysunki 1 do 4.

Program <(podprogramy> o b sl ugi sieci
- laduje do bufora programu karty sterujgcej sterownika program POT,
~ definiuje/modyfikuje parametry sieci,

- inicjuje zerowanie sprzztowe sterownika,

* i : P — e, =
CBER flektronicznych UkZaddw Specjalizowanych, TORUL, tel,



- aktywizuje procesor sterownika,

- zleca sterownikowi realizacjg transmisji szeregowych dla poszczegdlnych
interfe jsdw wg wczedniej ustalonych parametrdw (szybkosd, protokdil,

- obstuguje przerwania od sterownika,

~ zglasza przerwania do sterownika.

Program obstugi transmisji

po otrzymaniu sterowania - aktywizacji procesora sterownika:

- przygotowuje interfejsy szeregowe do pracy w sieci,

- nadaje w linie/odbiera =z linii komunik{at,y z/do bufordw zawartych we
wapdlne j pamigci RAM wg =zleceri programu obslugi sieci, zgodnie =
wybranym dla danej linii protokolem transmisji,

- informuje program obstugi sieci o zaistnialyéh zdarzeniach i
nieprawidl owosciach.

Programy: obslugi sieci i obzlugl transmisji komunikuja sie poprzez
bufory kemunikatdw (rys.2). Dodatkowg moZliwodd komunikacji stanowi
system przerwan. Bufor komunikatdw linii {odbiornika,nadajnika> ma
strukture(rys. 3> pozwalajaca elastycznie definiowad zlecenia dla
programu obslugi transmisii. Rys. 4 prezentuje przyklady zlecen
realizowanych przez sterownik na poziomie sprzetu.

Program obslugi sieci korzysta ze =zbioru pﬁdpr-ograméw sieci MasterNET

dla zlecania transmisji. Mozliwe sa zlecenia bezpodrednio przez RAM.

Frogram obstugi Lranénﬁsji skl ada sie z:

- bloku obslugi przerwan,

- emulatordw protokeldw IBM2740,IBM3270,BSC,BPPM,. . .3,

- wektora konfiguracji sieci definiujacego ktdry z emulatordw obsluguje

dany interfejs szeregowy - linie.

RAM PC RAM LP

00000: WEKTORY OBSLUGT PRZERVAN PC
IRQ3/IRQ4 - PRZERWANIA ASTER’a

D e— e N 8
W

PROGRAM OBSEUGI SIECI POS
B e e
$0000: PROGRAM OBSLUGT TRANSHISTT " PoT ™| 0000:

EMULATORY PROTOKOLOW TRANSMIS JI

S0800: BUFORY ODBIORNIKGOW 1 NADAJNIKOW 0800:
LINII ;1 DO 56

Seftf: £ref:

S= 3,9,...,E nr segmentu pamigci RAM dwustronnie

Rys. 1 Pamigail procesora PO i1 procesora LP docal processon)
.
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Linia nr sxx00: | o 01 02 . .. FF jo0f 01§02 ... FF

Linia 01 s0800:
Linia 02 s0a00:

hb| buf.odb.L01 }lb bb | buf nad 101 |

hbl buf.odb.L02 {ib}lhb | buf, pad, LO2]

hb| buf. odb.Ln Ibihb| buf.nad.Ln
hb

hb|l buf.odb.L56 | 1b buf. nad. L6E@

Linia n sxx00:

5l |5): 55

Linia 56 s7e00:

,

Rys. 2 Bufory komunikatdw

Linia n =xx00:|lb [hb[buf. odbiornika Ln|ib]hb]buf. nadajnika Ln}

hb - starszy bajt adresu tekstu nadawanego/odbieranego
(wybdr bufora nadajnika~sodbiornika linii od 8 do 7f lub status),

b - 00 = koniec transmisji, wolny nadajnik-/odbiornik linii,
(051 = zerowanie i programowanie lnii,
02...ff = mlodszy bajt adresu tekstu nadawanego./odbieranego
w wyzej wybranym buforze hb
(tekst nadawany/odbierany miedci sie w prawej czedci bufora
nada jnikas/odbiornika, a jego diugod4¢ rdwna sig 256-1b < 255>

xx - starszy bajt adresu bufora komunikatdw rdwny 8+2sn.

Rys. 3 Bufor komunikatdw linii

% o0t ©2 & 00 ot 02 FF
s0800:L01 [00]00] ED |09 M '
s0a00:L02} 00] 00 EF| OB] gt owackiego 4830
s0c00:L03[00] 00 01 |09 33045-33047w311 ]
=0e00:L04| 00] 00 FE| 09 G
s1000:L05 {FB] 10 REPLYJ|ED} Q9
s1200:L06 |FB] 12 TORUN |F6 |13 TELEPHON 2
=1400:L07 [FE] 17 ED |09

W linie 1 nadaj komunikat: M a s t e r N E T z bufora linii 1 <09>.

W linie 2 nadaj komunikat: Gtowackiego 48/30 z wiasnego bufora nr O0B.
Linia 3 zakoriczyla poprawnie nadawanie z bufora 09 lnii 1.

Linia 4 nadaje komunikat z bufora 09 tj. =z bufora nadajnika linii 1.

W linie 5 nadaj komunikat z bufora 09 oraz odbierz pigd znakdw
odpowiedzi do wlasnego bufora odbiornika.

W linie 6 nadaj zapytanie: TELEPHON ? oraz odbierz piecioznakows
odpowiedz np. TORUN do wlasnego bufora dbiornika.

W linie 7 nadaj komunikat. =z bufora nadajnika linii 1

oraz odbierz odpowiedZ dwuznakowg: OK do bufora nadajnika Hnii 8.

Ry=.4 Przyktad wypelnienia bufordw komunikatdw

MasterNET - local network for IBM PC XT/AT

MasterNET - is a local net of star topography with the IBM PC/XT/AT
in its central node built on the basis of ASTER - the autonomous serial
transmission controller. It can connect up te 56 controllers, recorders,
terminals, and CRT monitors cooperating with environment. via serial
interface according to various data transmission protocols.
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MasterNET - noxanrHas ceTs OBM runa IBM Il XT/AT

MasterNET - nokanseas ceTbs 3BM Ttuna “3eeszga' c UeHTpaneHbHM y3noM
Tuna IBM XT/AT coegunsionasfo56 xOHTPONNEpos, pPEerucTpaTopos, TepneHane#,
OHCINEESB CONPAXEHHLIX MPH TMOMOWMH NOCNefOBATENBHLEIX HHTEpdeficos
C pasnHYHBIME NPOTOKONAaMH MNepefadvyHd [aHHbBIX OCHOBAHHBIX Ha aBTOHOMHOM
KOHTpPONNEpe nocnegoeartensHoll nepefauyun ASTER.
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Some Toughts on Distributed Database Research

Abstract. The basic technology for creating distributed Jatabase
systems, namely computer networks and database systems, is
available now. However, distributed database systems, in comparison
with their centralized counterpartsz, pose new design and management
problems. This papsr presents the rationale for and against
distributed databases and, then, it presents some thoughts on main
research topics in the field of distributed database systems design
and management.

A Distributed Database System (DDBS> may be defined as an
integrated database system composed of autonomous local databases
interconnected by a computer network and communicating with one another
to perforim a common user task.

Research in the area of DDBSs has been experiencing rapid growth in
recent years, and at present several commercial DDBSs a.re al.ready
available: Encompass from Tandem, Ingres-Star from Relational Tech.,
ORACLE from Oracle Corp., Teradata and other.

There are several organizational and technical reason=s for
developing DDSSs [Bernstein 27,Ceri 84,Cellary 88,8ray 861

The main organizational reasons for DDBSs are as follows:

% organizational autonomy : many organizations are decentralizad
banks, airlines, travel agencies, large enterprises and corpovrat,ions,
etec. For such decentralized organizations distributed computer
systems - in particular distributed database systems = are more
adequat.e than centralized ones since they better reflect their
decentralized structure. Managers at different levels of the
organization structure need administrative control over facilities
critical to their effectiveness particularly of their computers and
their dJdatabases. Moreover, DDBSs are flexible in their capacity to
grow and modify their functions and more maintainable in the ability

of each of their elements to change independently of the others;

% integration of pre-existing database systems: a distributed

system 1s a natural solution when several databases already exist in

an organization and the necesgit to provide common globa
applications arises.
There are several technical and economical veasons for
distributed database systems. First, it iz sometimes notl e

Technic~! University of Poznan, &8-965 Poznan
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build and maintaiﬁ a centralized database system with the required

capacity. Second, distributed database systems can improve most of the

important indices characterizing the quality of a computer system such
as: availability, reliability, performance, security, flexibility and
modulari_t,y.

Typical issues are as follows:

# increased availability and reliability of the system due to the
physical distribution and replication of computer resources such as
data, computing power, etc. A crash of a single site does not
necessarily affect the other sites. In addition, the remaining sites
may_be able to take over of the functions of the crashed site,

% better system performance as a consequence of the increased level of
parallel processing alsoe obtained by putting the system resources
closer to data sources and users,

* increased capacity and flexibility of the system resulting from the
open and modular structure of the database system which allows growth
and smoother change of functions and capacity,

# increased data security since managers have physical control over the
databases that store their data. ‘

The basic technoloéy for creating ' distributed database systems,
namely computer networks and database systems, is available now.
However, distributed database systeias, in comparison with their
centralized counterparts, pose new design and management problems.

A DDBS is managed by a Distributed Database Management System
(DDBMS> whose main task is to give the users a '"transparent" view of
the distributed structure of the database, ie. an illusion of having a
monolithic and centralized database at their disposal. Distribution
transparency, i.e. location and replication transparency, implies that
the conceptual and external-level problems <(using the ANSI/SPARC
terminology> of distributed databases do not essentially differ from
similar issues in centralized database systems. Oh the other hand, the
internal-level problems concerning physical distributed database design
and DDBS management are specific and qualitatively new.

Let us consider these new problems in more detail. First, we
discuss the problem of distributed database design. It is clear that it
is more difficult to aesign a distributed database than a centralized
one since many technicasl and organizational issues which are crucial in
the design of a singl‘e-si’ne database become more difficult in a
multiple-site system. The term “distributed database design" has a very
broad and unprecise meaning. We will concentrate on those problems which
are peculiar to distributed database, namely data fragmentation,

allocation and replication.
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Data (2.g. relations) may be subdivided into horizontal, vertical,
and mixed frégments and then partitioned among local databases of the
distributed system based on some predicates.
The following are simple fragmentation and partitioning predicates.
Global relation: Student (Number, Name, DeptD
Fragmentation predicate: '
relation Student_1 = Student for which Dept =’Electrical Eng’;
relation Student_2 = Student for which Dept =’Computer Science’;
relation Student._3 = Student for which Dept =’Robotics’;
(we assume that ’Electrical Eng’, ’Computer Science’ and ’Robotics’ are
only values for bept).
Partitioning predicate:
relation Student._1 stored at local database !...B1 at site 1
relation Student_2 stored at local database LB, at site 2

2
relation Student_3 stored at local database LB, at site 3

Relations are fragmented znd partitioned 3for two main reasons:

% autonomy: allowing local control and management of each fragment of a
relation,

# locality: placing relations closer to their consumers thus improving
local availability and performance.

Fragments of relations may be replicated at several local
databases. Replication of relation fragments is used for two reasons: to
increase availability of these fragments and to improve performance by
eliminating longhaul message delays. However, replication of fragments
poses several new problems if updates must be performed on all the
replicas. We will return to this problem later when we discuss the issue
of concurrency control.

In spite of limited experience in the design of -distributed
databases systems, the problem of data fragmentation and allocation is
intensively studied as an advanced research area I[Ceri 84, Coan 86,
Cornell 87, Cornell 88, Wah 85l

The main issues in DDBS management can be classified in load
balancing, query optimization, concurrency control and reliability.
Solutions to these problems in a centralized environment, if they exist,
are inappropriate for a distributed envircnment. because of the
differences in the internal level structure of the databases. Their
effective solution conditions the possibility of taking full advantages
of DDBS applications. The load balancing problem has been intensively
studied in the field of distributed systems during the past few years
mostly from the theoretical viewpoint. Load balancing is a process of
effactive sharing computational resources by transparently distributing

the system workload, or, in other words, it is a process of dynamic
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scheduling of user tasks to optimize the utilization of distributed
system resources. Research concerning load balanzing techniques was
concentrated mainly on communication network, distributed file systems
and distributed operating systems. A number of approaches and solutions
to this problem have been presented in the literature ([Casavants 86,
Tantawi 85, Wang 83l

However, very little has been done in the field of DDBSs [Reuter
861. DDBSs currently in use provide only very rudimentary means for load
balancing. It is intuitively clear that further improvement of
distributed database system performance may be obtained by effective
balancing of the workload on different sites of the DDBS.

The next important issue in DDBS management is the query
optimization problem. —This'problem has been on area of active research
ever =since the beginning of the. development of relational database
syst.ems. It has received considerable attention in DDBS as well. A good
survey on gquery optimization and other related issues can be found in
the survey' articles by Jarke and Koch [Jarke 84], Yu et al [Yu 841 and
t,hé book by Kim, Reiner and Batory I[Kim 86]l. If a database is
distributed the processing cost of a query is determined by two factors

the cost of data transfer {(communication costs)> and local processing
costs. The trade_off between communication costs and local processing
costs generally depends on the transmission speed of the computer
network. '

Initially, the query optimization problem was considered under the
assumption that communication costs dominate the costs of local
processing and that the later may be ignored [Jarke 84, Kim 86, Yu 84].

The results of this research are applicable to DDBS implement.ed. on
longhaul point-to-point networks. However, local area networks exhibit
quite different performance behaviors and therefore for DDBS implemented
on local networks local processing costs cannot be ignored. Several
heuristic algorithms for qdery optimization for DDBS on local networks
have been proposed [Chen 87, Hevner 85, Wah 85, Yu 871 )

As was proved by Chu and Hurley [Chu 821 the local preprocessing of
unary relational operations di.e. selection, projectiond minimizes both
communication and local processing costs. Therefore, many researchers
have concentrated on the optimal implementation and scheduling of join
operations in distributed systems. The main tool used to optimize the
execution of a join operation is a semijoin operation I[Bernstein 81,
Ceri 84, Egyhazy 88, Jarke 84, Kim 84, Yu 841 Based on the semijoin
technique several query optimization procedures were developed iCeri 84,
Egyhazy 88, Chen 871

Several aspects of the query optimization problem change when one
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studies this problem in systems that are geared towards some of the

newest.. database application domains such as artificial intelligence,

expert database bsystems and deductive database systems. The most
important changes are listed below:

- the unit of optimization changes from single query to a set of
queries [Chakravarthy 86B, Sellis 88 ],

- queries may become recursive,

- queries may be nested [Ganski 87, Lohman 841],

- the number of relations expected to participate in a query increases
significantly [loannidis 871,

- the knowledge about. relations, domains of their instances and various
constraints associated with them may be incorporated in the query
optimization procedures [Chakravarthy 86A, loannidis 87; Shenoy 871

Each of the above points represents an interesting research topic.

The next fundamental problem facing the designers of DDBSs is that
of the correct control of concurrent access to the distributed databases
by many users - ie. the concurrency controcl problem.

The general aim: of a concurrency qontrol algorithm is to ensure
consistenéy of the database and the correct completion of each
transaction initiated in the system. An obvious additional requirement
is to minimize overhead and transaction response time, and t.ov maximize
DDBS throughput.

Three successive phases can be distinguished in the study of
concurrency control in DDBSs. Initially, there was an attempt to adapt
concurrency control algorithms designed for multiaccess but centralized
database systems. This attempt was not successful for one main reason:
in DDBS no computer site will in general hold full information on the
global state of the whole system, and, hence, all control decisions
taken at a site of DDBS have to be made on the basis of incomplete and
not entirely up-to-date information on the activities of the remaining
sites. This fact must be taken into account in every concurrency control
method. )

In a more recent past three basic methods were designed in relation
to the syntactic model of concurrency control, ite. the model in which
no semantic information on transactions and data is assumed. These are
locking, timestamp ordering and validation <or certification>. In the
next phase of research on concurrency contrel problems a multiversion
data . model was assumed. Multiversion DDBSs are attractive to DDBS
designers for several reasons. They allow '~ a higher degree of
concurrency, they can be combined with reliability mechanism in a
natural way, and they can be easily designed so that no queries are

delayed or rejected (Bernstein 87, Cellary 88, Herlihy 871 A practical



designers for several reasons. They allow a higher degree of
concurrency, they can be combined with reliability mechanism in a
natural way, and they can be easily designed so that no queries are
delayed or rejected [Bernstein 87, Cellary 88, Herlihy 871. A practical

difficulty with all multiversion concurrency control algorithms is the

apparent need to keep a potentially unlimited volume of data. Therefore, _

most current multiversion database systems <(e.g. ORACLE)> are in fact
K-version database systems, where K denotes the maximal number of
versions of one data item. The development of concurrency control theory
and algorithms for K-version distributed database systems is a new
attractive topic of research in the field of concurrency control [Morzy
891. ‘

In recent years ti’)ree important. open issues - in transaction
management in DDBSs have been identified. The first problem intensively
studied recently, is the problem of managing replicated DDBSs in the
face of network partitioning due to site or communication link failure.
This problem .is closely related to the problem of data availability in
DDBSs. Although several techniques and algorithms for managing
" replicated DDBSs have been recently proposed [Bernstein 87, Davidson 85,
El Abbadi 86, Garcia-Molina 88, Herlihy 86, Jajodia 87], additional work
remains to be done to obtain satisfactory results in this field. The
second problem concerns the concurrency control theory for nested
transactions [Beeri 86, Haerder 87B, Lynch 86, Weikum 861. The third one
concerns the semantic model of concurrency control [Cellary 88, Herlihy
86, Herlihy 87, Schwarz 841. The semantic concurrency control model
tries to exploit the knowledge about the data <(e.g. physical structure
of the database, consistency constraints, etcd> and transactions to
improve the performance of a DDBS.

Some additional interesting problems for future investigation are:

- the management of hot-spots [Bawlick 85, O’Neil 861,

hardware implementation of synchronization mechanisms [Robinson 851,
- the design of the lock managers so they do not become bottlenecks,
- the synchronization mechanisms in large heterogeneous distributed
database systems [Elmagarmid 88, Pu 88lL
Finally, we briefly discuss the reliability issues that arise in

DDBSs. The problem of reliability is how to process transactions in a

fault-tolerant manner. As the dependence on computer services grows, Lhe
design of fault—-tolerant, highly-available distributed systems has
become increasingly important over the last few years. There are v
main related aspects of reliability: ©orrectness and availability. This
means that it is important not only that a DDBS behaves correctly,

also that data are available when necessary



In the general reliability problem the following specific

subproblems can be distinguished:

- the atomic commitment of transactions and termination protocols ([Ceri

84, Bernstein 871,

- the database recovery algorithms, particularly for nested transactions
[Bernstein 87, Haerder 87Al,

- the logging techniques for distributed transaction processing I[Daniels
871.

- network partition problem [Davidson 85, :Coan 86l],

- the problem of masking system crash in application database programs

[Freytag 871
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Streszczenie. CoaepxaHue.

Kilka uwag o badaniach prowadzonych w dzied=zinie
rozproszonych baz danych

Systemy rozproszonych baz danych, w porédwnaniu =z systemami
scentralizowanymi, umozliwiajg, teoretycznie, uzyskanie istotnej poprawy
wiekszosci parametrdéw charakteryzujgcych system bazy danych. Osiggniecie
potencjalnych korzysci wynikajacych =z =zastosowania tych systeméw
uwarunkowane jest efektywnym rozwigzaniem jakosciowo nowych problemow
dotyczacych projektowania i zarzadzania tymi systemami. Omoéwieniu tych
probleméw oraz przedstawieniu aktualnych kierunkéw badawczych w zakresie
systemow rozproszonych baz danych poswiecona jest niniejsza praca.

Heckolibko 3aMeTOK O MCCIIeAOBAHKHSAX B OGNACTH
pacnpesesiEHHLX 6a3 AaHHbIX

CucTeMnl  pacnpeselNS8HHbBX ©Gaj3 | AaHHbIX, N0 CpaBHEHMI0O ¢ CHCTeMaMK
UEHTPANKU3UPOBAHHMX Gag AAHHBIXK, COZAAUOT, TEOPETHUSCTKH, BO3MOXHOCTDb
JBHAUMTEIbHOrO YIYYWEeHHKsT MHOMMX OapaMeTpoB cUcTemMn 6aj3 AaHHHX. AJs  TOoro
4To6b NOSIYUUTH HAa NpaKkTHKe MoTeHUMaNbHLIS npefMyuscTsa BBUAY
HMCIONBPZOBAHMAA ODTHX CHUCTEM HAaAO OPISKTHBHO DeWn™bh pPsAA CYWEeCTBEHHO HOBDBIX
npoGaeM B OTHOWEHMWM  JIPOSKTHPOBAHUSA “ YIPABJASHUAA  DTHMM  CHOTEMAaMM.
OB6CyRACHUIO 3THX NpPOBIEeM ¥ NPeACTABJSHMIO TeEKYWUMX HOCHAeAOBaHMR B o6dacTH
CHCTEM DAacCrpeAeNs&HHBIX 6aj AAMNHBN TOCBAWEHza HacTosiwasi pabaTa.
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Janusz Ratajczak

STEROWANIE WYKONANIEM KOMPLETU TESTOW W SYSTEMIE TESTOWANIA
ZGODNOSCI PROTOKCLOW W SIECI KASK

w prezentowanym referacie przedstawiono sposdb sterowania
przebiegiem wykonania kompletu testdw zgodnosci protokoit éw,
zastosowanym w, budowanym przez zespdt Centrum Obliczeniowego
Politechniki Wroctawskiej, testerze dla Krajowej Akademickiej Sieci
Komputerowej. Pokazano zardwno sposédb opisu kompletu testdw
Cumozliwiajacy automatyzacje procesu testowania D, jak i zestaw
dziatan realizowanych w czasie wykonania zadanego zestawu testdw.

1. WSTEP

Implementacja systemu testowania zgodnosci protokol éw [11
proponowana w sieci KASK (Krajowa Akademicka Sied¢ Komputerowad bazuje na
Jjezyku wykorzystujacym notacje TTCN-MP [2].

Jezyk TICN nie daje mozliwodci prostego opisu kolejnos&ci wykonania
poszczegdlnych egzemplarzy kompletu testdw,stanowiacego pewna zamknieta
catosdé sprawdzajaca  poprawnosd implementacji protokotdw. Dlatego tez
przyjeto, Ze taki opis bedzie tworzony niezaleznie w postaci zbioru
tekstowego, nazywanego dalej Zbiorem Konfiguracyjnym Kompletu CZKKD.

2. ZBIOR KONFIGURACYJNY KOMPLETU TESTOW
ZKK sktada sie z dwédch gidwnych czesci:
ad) opisu paramétréw formalnych testu (z podaniem zestawu wartosci dla
kazdego parametrud,
b) opisu struktury kompletu testédw Cokredlajacego kolejnosd wykonania

poszczegdlnych egzemplarzyd.

* : :
Centrum Obliczeniowe Politechniki Wrocitawskiej



Dodatkowo w opisie kompletu moZzna umiedcid¢ komentarze dotyczace np.
znaczenia parametrdw kompletu testdodw ',zestawu wartoéci‘ dopuszczalnych
dla kazdego parametru, celu wykonania poszczegdlnych egzemplarzy testdw
itd. Utatwi to wprowadzanie modyfikacji w ZKK oraz zwiekszy czytelnosd
opisu kompletu testdw.

1.1. Parametry kompletu testéw

Pierwsza czesd ZKK stuzy do okreslenia wartosci wszyst,kich
parametréw uzywanych w testach kompletu. Parametry wykorzystywane w
danym egzemplarzu testu nazywamy Jjego parametrami aktywnymi. Wartosd
kazdego parametru moze by¢ =zadana albo pojedyncza wartogciaz, albo
zestawem wartosci. Test bedzie zawsze wykonywany dla wszystkich

mozliwych kombinacji wartogci parametrdéw aktywnych.

1.2. Struktura kompletu testdéw

Druga czed$d¢ ZKK opisuje strukture kompletu testdw w postaci grafu
okreslajacego kolejnosé¢ wykonania poszczegdlnych egzemplarzy testow. 2Z
kazdym weztem grafu =zwiazany Jjest zestaw egzemplarzy testdw. Graf
opisany jest przez podanie wszystkich jego weziow. Dla kaZzdego wezla‘
nalezy okreslid:

- nazwe wezta,

- zestaw egzemplarzy testdw nalezacych do wezita,

- wezly nastepne Cnastepnikid.
Kolejnodd zapisu wezidw nie jest istotna, natomiast egzemplarze testdw
beda wykonywane wediug kolejnosci wystepowania na lisScie. Podobnie
kolejnosé wezidw na lidcie nastepnikdw determinuje kolejnos¢ wykonania

zestawdw egzemplarzy testdw.

3. WYKONANIE TESTOW PRZEZ SYSTEM

Wykonanie testdédw bedzie inicjowane komends, RUN-TEST. Parametry te}
komendy musza wskazywad Zbidér Konfiguracyjny Kompletu testdw,oraz
opcjonalnie wezel w grafie struktury kompletu od ktérego ma sie
rozpoczad testowanie, egzemplarz testu nalezacy do wybranego wezta oraz
sposdb wykonania testu.
Uruchomienie testowania od zadanego wezla spowoduje wykonanie
egzemplarzy testdw naleZzacych do wybranego wezia , a nastepnie kolejno

egzemplarzy naleéacych do jego nastepnikdw.



Na przykiad przy strukturze kompletu okreélonej grafem :

[~

=

=] i

i wskazaniu wezta B jako poczatkowego, kolejnosé wykonania bedzie

nastepujaca : egzemplarze wezidw B, E, D, F, C.

3.1. Komenda RUN-TEST

Format komendy:

RUN-TEST [dev:] nazwa [‘\wezet] [Negzempl] [tryb] [ALL]

dev: - nazwa urzadzenia zawlierajacego ZKK,
nazwa - nazwa zbicru zawlierajacego ZKK,
wezel = nazwa werlia od ktérego nalezy rozpoczaé testowanie (jesli

zostanie opuszczona wykonany zostanie caty komplet testéw D,

egzempl - Jesli Jest podana nazwa egzemplarza to  testowanie
rozpocznie sie od wybranego egzemplarza,

tryb - docelowo przewiduje sie dwa tryby testowania
a5 wykonanie zadaneg$ zestawu testdw bez ingerencji operatora
b) wykonanie krokowe Cpr:jdcie do wykonania nastepnego

egzemplarza testu wymaga akceptacji operatorad.

ALL ~ oznacza 2adanie wykonania wszystkich testdédw poczawszy od
wskazanego wezta, jefll zostanie pominigety wykonz si2 tylko
wybrany test Cegzemplarz, grupa testpw 5

Przyktady wywolan:

RUN-TEST nazwa lub RUN-TEST nazwa ALL

- wykonaj wszystkic egzemplarze tesidw w komplecie

RUN~TEST nazwa“wezel ALL
.~ wykona] wszystkie egzemplz a2 cestdw poczawszy od

wybranego wezia
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RUN-TEST nazwa\wezel

- wykonaj tylko egzemplarze testdw wybranego wgzia
RUN-TEST nazwa\wezel\egzempl

- wykonaj tylke wybrany egzemplarz testu.

3.2. Wykonanie komendy RUN-TEST w TESTERZE
W wyniku wydania komendy RUN-TEST realizowany jest nastepujacy ciag
dziatan

1. Wybdér , na podstawie Zbioru Konfiguracyjnego Kompletu, kolejnego

egzemplarza testu do wykonania.

2. Wywolanie kompilatora w celu translacji wybranego egzemplarza testu.
Ustalenie kolejnej kombinacji wartogci parametréw i podstawienie ich
w miejsce parametrdéw formalnych kompletu testdw Dla kazdego
egzemplarza testu znany jest zestaw jego parametrdéw aktywnychi Tylko
aktywne paramétry danego egzemplarza beda brane pod uwage przy

generowaniu kombinacji wartosci.

4. Wywotanie kontrolera testu w celu wykonania egzemplarza testu =z

ustalonymi wartogciami parametrdw.

5. Po pozytywnym zakoniczeniu testu nastepuje powtdrzenie krokdw 3 1 4.
Jeslil test zakoficzyt sie biedem — nastepuje zakoficzenie testowania.
W przypadku gdy wyczerpano wszystkie kombinacje parametréw zadanych
komenda RUN-TEST nastapi przejs$cie do wykonania punktu 1.
Wykonanie wszystkich egzemplarzy testdédw koniczy obsiuge komendy
RUN-TEST. : '
W czasie testowania (tzn. po wydaniu komendy RUN-TESTD moga
wystapid rdzne nieprawid&ﬁwe sytuacje. Zostana one zasygnalizowane

operatorowl przez wystanie odpowiedniego komunikatu.

4. PODSUMOWANIE :

Zaprezentowany w artykule sposdb sterowania wykonaniem kompletu
testédw sprawdzajacego zgodnos$d implementacji =ze standardem wydaje sie
by¢ wygodny 1 elastyczny w uzyciu. 2 jednej strony projektant moze
napisa¢ komplet testédw, w Jezyku TICN, sprawdzajacy implementacje w
mozliwie peinym zakresie, z drugiej strony uzytkownik moze uruchamiad
dowolny element kompletu Ckomplet, grupe, egzemplarzd zgoednie ze swoimi
biezacymi potrzebami. Dodatkowo wybrany element kompletu moZze byd
realizowany z dowolnie zadanymi =zestawami parametrdéw, bez koniecznogci

ich kazdorazowego specyfikowania.
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THE TEST SUITE CONTROL IN THE KASK CONFORMANCE TESTING SYSTEM

The control of a suite test execution of the protocol conformance
testing system for the Polish Academic Computer Network CKASKD is
presented in the paper. It is shown both the description of a suite
tests Cautomatizing the test execution processd and the set of
activities realized during execution of the indicated suite test.

YTIPABJ/IEHUE PEA/MMBALMKN KOMIVIETA TECTOB B CUCTEME TECTWPOBKU
COrJIACHA TMPOTOKOJIOE B CETUM KACK.

B paboTe upeAcTapiaeTcs MeTOZh YTPaBISHMS BRTOFHESHUESM KOMTIEeTa
TecTOR UCTHTHB 2IWMUX  COr Jacue  TPOTOKONOR B Moypcxonr  AKazeMHMuK ol
Baumcyuterpaon Cetr CKACKD. OrucHpaeTcs TPUHLUTH oOBpPazoBaHMi KOMINEeTa
TECTOB, KOTOPHMA A2eT DOZMOXHOCTL, 2B TOMATUZUWPORANMRA Tpouecca TeCTUPOBKM,
A TAKNE COCTAR HAENCTEMUM POaFU3OBAHHHEX BO BDPEMS PHTOTHEHMA TECTOPR.
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AN IMPLEMENTATION OF
THE CONFORMANCE TESTING SYSTEM

In the paper a proposed implementation of the cenformance ' testing
system for the KASK network is presented. The hardware and software
aspects of this realization are described.

1. INTRODUCTION

The works concerning the conformance testing undertaken in the KASK
(National - Academic Computer Network) follow the suggestions and
recommendations given by IS0 [353]. It was decided that the 1language
described by TTCN-MP grammar and presented in the ISO/IEC DP 94464-2
Annex F (January 1988) would be used for the tests definition [33.

Considering actual architecture of the KASKE netwark [7] the
confarmance testing system is limited and it is assumed it can dnly test
the implementation of the transport protocols [11. But it is expected
that in the future the system will be developed in such a way that the
conformance testing of the implem: tation of upper layers protocols will

be possible.

2.CONFORMANCE TEST METHOD FOR KASK NETWORK

it was decided to cprly the distributed test method [4] which
requires direct access to the upper bou dary of the implementation under
test (IUT) and conseguentl s the detailed specification of the control
and observation reguirements at oth of the ends showld be given.

‘The realization of the distributed method implies that much more
work must be dong to coninect the upper tester to ifransport protocol
laver.in ever:. tasted svshten. To minimize thesz efforis, thes upper

tester is designed in such a manner that only one part of it, namely

¥ Comouter Centar, Technical 'niversity of Wro-taw
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this one which communicates with the IUT, will be constructed and coded
separatly for every system. The rest of the upper tester is designed as
a portable module, coded in the high level 1language, and it can be
easily implemented in every system. ‘

The upper tester (Responder) is designed to operate as an automaton
controlled by the transport service primitives. Aczcording ta (61 this
type of upper testers have a good flexibility related to their design
complexity.

It is assumed that the lower tester (Driver) is designed as an
encoder/decoder of transpaort protocol data units. This kind of lower
tester has the complicated structure, but it allows to test almost all
the interesting features of IUT.

The communication beéween both parts of the testing system is
achieved by means of the Tester Driver-Responder Protocol (TDRP), which
was designed especially for this purpose. The figure below shows the

architecture ofvthe conformance testing system for the KASK network.

Upper
Tester
TDRP TSDU
Lower
Tester IuT
NSDU NSDU
i Network Layer ( Reference Implementation ) '

Architecture of conformance testing system for the KASK network

To verify this conception it was decided that the prototype of the
uppar tester would be connected to the transport layer of the microhost.
The main reason of this decision was that the boundaries aof every
protocol layer implemented in the microhost are well defired and it is
very =masy to connect the upper tester ta its transport layer. For that

reason alse the Driver is situated in the microhost programming

Z. IMPLEMENTATION OF THE SYSTEM

Lower taster implementation.

BM PC/AT =quipped with

4 MR RAM and SDLLC Acdapter card.Besides the D0OS 2.3 operating system., the



computer has an additional special software system, which creates a
virtual machine f$or the easy implementation of the protocol layers. The
Driver operates in the enviromenf created by this virtual machine and it
communicates wiph the Network Layer by means of the Network Service
Primitives.

The main modules of the Driver are:
— Command Interpreter,
- TTCN Translator,
— Code Generator,
— Test Controler,
-~ Registration Module.

Command Interpreter is the module which main function is to rrad
and execute the commands of the operator. Hence., it performs:

- initialization of the Translator to compile the suite test definition
praogram for the checking its completness and correctness,

- activation Df_the Code Generation module to sxecute reqguired test
suite/group/case,

- activation of the Registration module to display registrated data.

TTCN Translator performs the lexical and syntactic analysis of the
required test case. The input data to the translator is the abstract
test case and the output of the trranslator is the internal
representation of the test case behaviour tree with references to the
lists of constraints and parameters values. It is assumed that all the
definitions of the test cases are collected in the Tests/Test-5teps
Libraries. These libraries cointain the tests written in the source
(TTCH) code. Hence the translation of any test case must be done eavery
time the test is to be executed (on demand of the Code Generator
module). »

Code Generator is a module which activates and controls the test
suite/group/case execution. It creates the executable test case from the
given internal form of test case and activates Test Controler module.Vo
ensure the execution of the whole fest suite or test group it
investigates the tree of test suite/group execution structure. This
structure is given in the separate text file as a gkaph £21. Code
‘Generator calls the Translator module to tranglate the subsequent
abstract test case and informs the operator about the resulis ~obtained
during the test execution.

Test Controler is a module which interprastes thé erxecutable test
case. It communicates with the networlk laver Ey sending and receiving
service primitives. Comparing the expected behaviour with actual ocns it
generates the result of the test execution. It also logs all the se

]
and received service primitives into the Results Ffile +o esnable the
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off-1line analysis.
Registration module performs the decoding/encoding of data gathered
during the testing process to print/display them in the readable form.
All but one modules are proposed to be programmed in C language,
only the Translator module - in TURBO Fascal.

Upper Tester implementation.

The upper tester (Responder) in his first implementation in the
KASK will be located on the IBM PC/AC together with the microhost. The
Responder consist of Z parts: Controlling Responder (TRC)and two Testing
Responders - Calling‘(TRG) and Called (TRD). It is assumed that the TRC
is always accessible from.Driver. Hence, the assumption that IUT has the
ability to exchange the most simple transport services with the resident
TRC must be fulfilled. The connection between Driver and TRC is used for
TDRP command transports connection between Driver and one of Testing
Responders is used for test primitives exchange. Both TRD and TRG may be
created and deleted by TRC as a result of suitable TDRFP command issued
from Drive}.

Responder is designed as finite-state machine, with states changed
according to the events and output depending on the operation mode
programmed before. The TRC as well as every Testiﬁg Responder is
programmed from Driver by the TDRFP commands. The mode is characterized
by several parameters describing the Responder’s behaviour.

Every appearing event (e.g. receiving some transport primitive)
causes the sequence of actions undertaken by Responder, (e.g. it sends
some service primitive, stops the data generation etc.). Responder
collects some data characterizing the test execution. This data are
accessible to the Driver.

All Responder’s modules will be programmed in C language.

4. CONCLUSIONS

It should be emphasized that presented conformance testing system
is not planned to play the role of the testing centre or laboratpry .in
the sense of IS0/IEC DF 9646-3,4. It was designed to facilitéte and
simplify the testing of protocol implementation in the KASK network.

It alsoc gives us some experiences in the conformance testing area.
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REALIZACJA SYSTEMU TESTOWANIA ZGODNOSCI
(4
W SIECI KOMPUTEROWEJ KASK

Przedstawiono koncepcis realizowanego obecnie na Politlechnice
Wroctawskiei systemu testowania zgodnasci implementowanych
omponentodw sieci komputerowei KASKE =z protokotami. Podana ogdlna
architekture systemu 1 omdwiono aspekty sprzetowe 1 programowe
systemu.
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JEZYK TITCN-MP W SYSTEMIE TESTOWANIA ZGODNO®CI
IMPLEMENTACJI PROTOKOLOW SIECI KASK.

W pracy .podano krdtka charakterystyke jezyka TICN oraz
omédwiono zasady jego implementacji w systemie testowania
zgodnogci dla sieci’ KASK. Jezyk TICN zostal przyjety przez
grupe WGLE ISO jako obowiazujaca notacja dla zapisu kompletdw
standardowych testdw zgodnosci. Uproszczona wersja tego
Jezyka, nazwana TICN-MPO zostata przyjeta do realizacji w
sieci KASK, co pozwoli na tatwe zastosowanie standardowych
testéw do badania zgodnesci realizacji protokoldéw w
istniejacych i nowych elementach tej sieci. ;

1. WPROWADZENIE. -

Testowanie implementacji protok;aiéw sieciowych ma na celu
sprawdzenie ich zgodnosci ze standardami tych protokoldw.

Standardowe testy zgodnosci tworza tzw. komplety testdéw, skiadajace
sie z grup egzemplarzy testow powiazanych celami testowania oraz =z
biblioteki zawierajacej wspdlne fragmenty egzemplarzy testéw czyli tzw.
kroki C(moga by<¢ wykorzystywane w wielu egzemplarzachd [4,51].

Egzemplarz testu opisuje zachowanie sys£emu' testujacego w postaci
sekwenc ji zdarzen okres$lajacych obiekty wysyiane 1 odbierane, doﬁ i z
testowanej implementacji. Zdarzeniami. testu sé. prymitywy usﬁxgowe
generowane - i odbierane przez system realizujacy ‘test, za$ ich
parametrami - jednostki danych testowanego protokotu. Poniewaz testowana
implementacja moZze rdéznie odpowiedzied na kazdy prymityw nadany przez
urzadzenie testujace, w tescie musza by¢ zapisane wszystkie mozliwe
reakcje badanej implementacji, czyli dla kaZdego zdarzenia wysyianego
musza by¢ przewidziane zdarzenia wariantowe. Stad tez zachowanie testu
Jjest drzewem, ktérego wezitami sa tzw. linie =zdarzen. Kazda linia
zdarzenia wystepuje w drzewie na okredlonym poziomie jednoznacznie

opisujacym jej potozenie w sekwencji linii zdarzen, do ktdrej nalezy.

i‘Cenf.rum Obliczeniowe Politechniki Wrocitawskiej, WROCLAW



Sygnalizowane opublikowanie standardowych kompletdw testdw umozliwi
wykorzystanie ich w wielu systemach testujacych przy zatoZzeniu, z2e
systemy te beda akceptowad forme ich zapisu. Grupa WG1l68 Komitetu
Standaryzacyjnegoe ISO rozpatrywata mozliwosd zapisu standardowych testdw
w réznych jezykach np. LOTOS, SDL, TDL i ESTELLE, a takzZe przy uzyciu
notacji tablicowo-drzewowej TICN (Cang.Tabular-Tree Combined Notationd.
Po wielu dyskusjach zdecydowanoc sie na przejecie metody TTCN, dla ktérej
opracowano dwie wersje: publikacyjna - TICN-GR i implementacyjna -
TICN-MP [5]. Wspomni ane Jjezyki byty rozpatrywane takze przy
opracowywaniu koncepcji systemu testujacego dla sieci KASK 1[413.
Ostatecznie przyjeto, Ze zostanie opracowana i zrealizowana uproszczona -

wersja jezyka TICN-MP, nazwana TICN-MPO [2].
2. CHARAKTERYSTYKA JEZYKA TTICN-MP.
Program kompletu testdw zapisany w jezyku TICN-MP skiada sie =z

czterech sekcji: nagiodwka, deklaracji, ograniczen i zachowania.

Sekcia nagidwka zawiera tekstowe. informacje o przeznaczeniu

kompletu oraz referencje do podanych C(przez realizatora protokoiuw
informacji opisujacych testowana. implementacje.

W sekcii deklaracii opisuje sie dwa typy obiektdw uzywanych w

sekcji zachowania: obiekty proste i obiekty ztozone. Obiektami prostymi
s3:

— parametry kompletu testodw,

- state i zmienne globalne,

- stopery, -

- punkty kontroli i obserwacji.

Obiektami zioZonymi sa:

- abstrakcyjne prymitywy ustugowe Cang. Abstract Service Primitives-ASP),
- jednostki danych protokotu Cang.Protocol Data Units - PDWD.

Dla obiektdw prostych definiuje sie nazwe, typ i iakres wartogci jakie
dany obiekt moze przyjmowa¢. Dla obiektdw ztozonych definiuje sie
strukture i rodzaj jego sktadowych oraz ich atrybuty. Definicja
atrybutdw skitadowych obiektdw ziozZzonych jest taka sama jak dla obiektdw
prostych.

Jezyk TTCN-MP Zzawiera kilkanascie typdw predefiniowanych.
Uzytkownik moze tez definiowad wlasne typy wyliczeniowe i ich podtypy.
Obiekty omdwionych typow mozna w tescie por dwnywad uzywajac
standardowych operatordw relacji 1lub nadawaé¢ im wartod$d stosujac
operacje przypisania.

Definicja punk téw kontroli i obserwac ji podaje nazwe i

przeznaczenie tych punktdw. Punkty te oznaczaja symbolicznie miejsce



nadawania i odbioru prymitywdw usiugowych.

Definicje ASP_zawieraja opis prymitywdw ustugowych warstwy nizszej
Cw stosunku do testowanego protokoiud, a definicje PDU opisuja jednostki
testowanego protokoiu.

¥ sekclii ograniczen okresla sie zestawy wartosci atrybutdw obiektdw

ziozonych. Jeden zestaw wartosci sktadowych okreflonege PDU lub ASP
stanowi jegoc liste ograniczefi identyfikowana przez nazwe.. W sekcji
ograniczen deklaruje sie tez tzw. zmienne wolne, ktdre sa przeznaczone
do tymczasowego przechowywania wartosci pdél obiektdw ziozonych, ktdrych
wartosci sa zalezZne od przebiegu transmisji.

¥ sekclii zachowania, ktdra jest odpowiednikiem tregci zwyklego

programu, definiuje sie kolejno grupy i egzemplarze testdw do nich
nalezace. Kazdy egzemplar; sktada sig z nagidwka, umozliwiajacego jego
identyfikacje, oraz z definicji .zachowania. W definicji =zachowania
wymienia sie sekwencje oczekiwanych zdarzef az do icﬂ wyczerpania, czyli

dojscia do zdarzenia, ktdre ma okreslony werdykt C i tym samym koficowy

poziom “i'D. Nastepnie opisuje sie =zdarzenia alternatywne 1 ich
sekwencje zdarzen dla poziomu "i-1" Cjezeli takie istniejad itd., az do
osiagniecia poziomu poczatkowego - *1'.

Do podstawowych typdw linii zdarzen testu naleza linie "wy£lij" lub
“"odbierz' wskazany prymityw usitugowy. W tescie moga wystepowad takze
inne typy linii zdarzen tj. :odbierz dowolny prymityw ustugowy, odbierz
sygnat uptywu czasu, opdZnij dziatanie o wskazany odcinek czasu, nadaj
wartos<¢ obiektowi globalnemu, zbadaj warto$é obiektu globalnego, wykonaj
operacje stoperows, skocz do linii wskazanej etykieta.

Niektdre linie zdarzenn moga opisywad wiecej niZz jedno zdarzenie i w
tym przypadku s3 one nazywane sktadowymi 1linii 1lub zdarzepién&
2lementarnymi. Np. w liniach typu "wys$lij"™ lub "odbierz" moZna nadawac
warto$ci polom obiektdw z:ozonych, uzywanym w danej linii, lub badac¢ ich
stan. Budowg linii zdarzen oméwiono szczegdiowo w [2]1.

W opisie zachowania testu mogz tez wystepowad linie , ktdre nie
beda, miaty swoich odpowiednikdw w tescie wynikowym. Sa to tzw.
pseudozdarzenia, ktdére okreslaja pewne dzialania dla translatora. Do
pseudozdarzen naleza: dotacz drzewo kroku .testu, powtarzaj drzewo,
wykonuj drzewa rdwnolegle.

Dla egzemplarzy testdw moga, by¢ tez okreflone tzw. zachowania
domy$lne C(zapisane réwniez w postaci drzewad wykonywane wdwczas, gdy nie
zachodzi Zadne ze zdarzen wariantowych danego poziomu drzewa testu.

Opis skiadni implementowanego jezyka w notacji BNF oraz semantyke

operacyjna Jjezyka podano w [2].
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3. IMPLEMENTACJA TTCN-MPO.

Uwzgledniajac sugestie zawarte w ocenie propozycji standardu TICN
[B] oraz mozliwosci realizacyjne zespotu, o implementacji translatora
TICN-MPO zatozZono:

- podzbidr typdw predefiniowanych zawiera typy : catkowity d(Integerd,
booclowski (Boolean), tanncuch bitowy C(BitStringd, taricuch oktetdw
C(OctetStringd, taficuch znakdw (CharacterStringd;

- operatory dla warto$ci typu Integer to operator dodawania,
odejmowania i operator ’modulo’;

- wyrazenia logiczne i arytmetyczne beda wylacznie dwuargumentowe;

- nie wykorzystuje sie parametrdw list ograniczenn i zmiennych
generycznych; -

- dotaczanie drzew domy$lnych jest jawne przez podanie specjalnego
operatora dla oznaczenia tego dziatania; )

- istnieje dodatkowa operacja stoperowa umozliwiajaca odczyt 'stanu
stopera.

W implementacji TTCN-MPO dla sieci KASK przyjeto jednopoziomowa
strukture grup testdw w obrebie kompletu; Komplet testdw przechowywany
jest w postaci #Zrdédiowej tj. w postaci plikdw tekstowych, zawierajacych
zapis testu w jezyku TICN-MPO. Test ten to tzw. test abstrakcyjny
Cwzorzec testud), w ktérym wartofci atrybutdw obiektdw w nim uzywanych
nie sa jeszcze okreflone. Przeksztakcanie testu abstrakcyjnego w test
rzeczywisty Cwykonywalny) jest dokonywane w urzadzeniu testujacym w
trakcie wykonywania testu w oparciu o struktury danych wygenerowane
podczas translacji. ) ’

¥ urzadzeniu testujacym dla sieci KASK, translacja kompletu testu
przebiega dwustopniowo i sktada sie =z tzw. translacji wstepnej i
translacji wtasciwej. W czasie translacji wstepnej tworzona jest
struktura kompletu testdw tzn. katalogi kompletdw, grup, egzemplarzy i
krokdw, oraz plik Zrdédiowy dzielony jest na pliki egzemplarzy testdw.
Réwniez na tym etapie jest badana peitnos¢ kompletu w sensie umieszczenia
w bibliotece krokdéw , wszystkich krokdw, ktdre sz wykorzystywane w
roznych egzemplarzach testu.

Translacja wtagciwa dotyczy za kazdym razem translacji czesci
deklaracyjnej kompletu 1 translacji Jjednego egzemplarza testu
abstrakcyjnego. Pseudozdarzenie “dotacz A drzewo" wskazanego kroku
pownduje, zZze translator zmienia analizowany plik Zrdédiowy egzemplarza
testu na plik Zrédiowy wskazanego kroku, i dopiero po jego wyczerpaniu
wraca do analizy gidwnego pliku Cpoczawszy od =zdarzenia nastepnego po
“dotacz drzewo').

Przyjeto, Ze uzyskane w wyniku translacji drzewo zachowania bedzie
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reprezentowane przez drzewo binarne, w ktSrym kazdy wezel wskazuje na
wezel sekwencyjny i jeden z wezidw wariantowych.

System testujacy dla sieci KASK, w ktérym ma byé wykorzystywany
Jezyk TTCN-MPO, Jjest przeznaczony do testowania warstwy transportowej.
Stad tez w komplecie testdw opisywad sie bedzie prymitywy usitugowe

warstwy sieciowej oraz jednostki danych protokotu transportowego.
4.ZAKONC2ENIE.

Wszystkie przyjete ograniczenia i uproszczenia w realizacji Jezyka
TICN maja na celu zmniejszenie rozmiardw translatora i umozliwienie Jjego
implementacji do wrzesnia 198Sr. Nie ograniczaja one mozliwosci
zapisywania dowolnych testdw, a jedynie wydiuzajs ten zapis. Omawiana
wersja Jjezyka zostala zastosowana do zapisu kompletu testdw bazowych

protockotu transportowege [3].
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TTCN IMPLEMENTATION IN THE CONFORMANCE
TESTING SYSTEM FOR THE KASK NETWORK

In the paper the characterization and some aspects of the
implementation of the TICN language are given. TICN language is
accepted by the WG18 ISO group as the notation for the describing
the standard conformance test suites. The implementation of this
language in the KASK network guarantees that it will be possible
to use the standard tests for the conformance testing of all the
elements working in the KASK network. Due to this solution our
conformance testing system can be developed in the conformance
testing laboratory in the future.
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Microprocessor based data transmission controllers
for the Odra computer.

1. Introduction

Teleprocessing 1s both effective and convenient method of using
resources. Microprocessor—-based devices are particularly
for data transmissicn control and management because of their
~iented architecture. flexibility, and low prices.
ost popular computer in the country. Odra 1302 (compatible with
)

r

€L works under the operating system George 3 which provides
wide va ty of telecommunication procedures. This software allows batch
and interactive access to CPU resources using different remcte
terminals The lack ¢f suitable devices directed us towards design,
develiopment and construction of some types of Z80-based controllers.

are three main tasks to be performed:
physical splitting of CPU I/0 channel to enable multiaccess,

)

@

s
@

b) fitting the CPU standard interface and serial interface
signals

¢} partial (e.g. physical or physical and communication level) or
full realizaticon of communication protocccol for various terminals being
used
The tasks mentioned above are divided among some devices. In the Odra
system 4@ channel multiplexer (MPX) with Line Teimination Units (LTU)
(cne for each channel), 32-channels scanner and front-snd processor with
scanners are available.The most freguently used configuration contains
MPX with appropriate set of LTU's. In this case MPX realizes task a) and
LTU - task b) and c¢)

transmiss

containin

% Ccnputex Co.

¢¥Institute of
liybrzeze Wysp
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Fig. 1. The structure of LTU.

interface controller (host side). The whole (four channels) is
controlled by Z80 baced single board microcomputer. The host computer
interface 1is the same for each channel and is independent of the line
transmission method (synchronous or asynchronous) and protocol. Line
controller is fully programmable. The control program is responsibie for
programming the line controller accordingly to desired transmissicn
protocol, protocol realization, and servicing and controlling the
interface lines. Channel adapter contains 8255 port working in
unidirectional hand-shake mode, and support logic to fit MPX interface
requirements. Line adapter consists of 8251 USART and 8253 programmable
timer providing both: transmission clock and time-out interrupts.

All of the channels are independent. Transmission parameters (i.e. baud
rate, transmission mode and type of terminal that are connected are
user—programmable wusing jumpers on the technical board.The control
program of LTU consists of two main parts: initialization routine. which
sets all the parameters for each channel (depending on the jumpers), and
the transmission routine written as pure procedure.

Each channel has its own data area in RAM space. All the in/out devices
are memory mapped 1in order to use the indexed addressing rfacility. The
device address contains alsc information about the channel number. The
service of devices by the program is interrupt based. Each channel or
line module can cause an interrupt. The interrupts are daisy chained and
serviced in mode 2 (vectored). An 8 bit vector identifying the interrupt
is generated using the module address jumpers. The exact identification
of interrupt reason can be made in interrupt service routine by reading
the device control word or the states of appropriate signals. The
interrupt service method used in LTU i1s shown in Fig.2.

LTU can serve the transmission between MPX and different terminals.

There are two basic transmission service procedures: one for all the
terminals wusing asynctronous mode., second for synchronous mode (remote
batch stations, VDUs) . All the wvariations caused Dby individual

are included in both procedures. Because
thod the transmission protoccl 1s onilvy
ng and selecting the peripheral device
s

differences between terminal
of byte- buffered trar
partially done by LTU.

* 0 £
=y

are made by mainframe. only the addressing sequence 1n orde:
to check what n is selected and then 1i1ts tasks are
transmission rig, error service and transmission
termination. Al hardware solutions aim at speeding the




88

interruet
wactior
interruet
service
routine
, starting
5| 1low order S
7] high order table

channel
selection
table of
pProcedure flexible
selection umPs
1o service
routines
service
routine

Fig. 2. Interruet service.

service. In effect the interrupt service time does not exceed i@@y
microseconds, thus the global data transmission rate (in four channels)
can reach 10000 bytes/s.

3. Scanner

Scanner consists of a selector and a set of (up to 4) line
scahners, each having 8 transmission lines. Selector mates directly with
Odra CPU Standard Interface (SI). Both selector and line scanner are
specialized Z80 based microcomputers. Selector serves the SI signals.
Because of high speed of data transfer through -SI .the direct access to
selector memory has been used. Dedicated hardware generates the direct
response vector. Selector performs also character conversion between
internal (6-bit) and standard ASCII code. Scanner can work in many
transmission modes.There exists a group of instructions, which prepares
each channel of scanner for desired mode of transmission. These
-instructions are sent to scanner during its initialization. Scanner is
fully transparent for the transmission excluding parity generation and
checking. The selector program performs the analysis and execution of
some instructions, and puts the instructions and data to appropriate
line scanner. Each line scanner serves 8 transmission lines (fig.3).
ZB®WSIO are used as line adapters. The address space of line scanner is
divided 1into 8 kB blocks. The communication b2tween selector and line
scanners is provided by the dual port RAM. 8 kB RAM c¢f =zach line scanner

is also placed into the address space of selector, =3¢ in maximal
configuration the memorv of selector consists of four block (8kB each)
of dual-port RAM., the own selectcr RAM, and ROM ccntaining -he control

program. The access to the dual-port RAM 13 controlled by *he arbiter.
The &epartition of 1line scanner proce r addressz space allows the
processcr to work without any holding i t asks no accezs to the common

L)
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Fis. 3. Scarrer structure

RAM area. Line scanner is equipped with watch-dog circuitry providing
its automatic restart in case of going out of control.

4. Conclusions

The above presented structures of LTU and scanner were the basgis
for design and manufacturing of both the units. The produced devices
have a good functional properties. The throughput of telecommunicaticn
service procedures of Odra's operating system becomes the Dbottleneck
while using the character buffering transmission method. The results
mentioned above, together with earlier results of experiments with using
computers and minis as front—-ends and computer network nodes, encouraged
us to start preparing microprocessor—-hased FEP for ODRA mainframe.

Mikroprocesorowe starowniki transmisji danych dl m.c. Odra 1200.

W artykule przedstawione zostaly gidéwne zatozenia i1 architektura
mikroprocesorowych kontroler¢w transmisji danych =zaprojektowanych
dla m.c. Odra 13@0. Urzadzenia te zastepujg stare zrealizowane W
pelni hardwar'owo: UPD multiplekséra MPX325 i skaner ICL7930.
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JEZYK LOGIKI MODALNEJ
DLA SYSTEMOW KOMUNIKUJACYCH SIE‘)':_’E

¥ pracy zaprezentowano zarys modal nego Jezyka specyfikacji
logicznych wiasnoscl protokotdw sieciowych, zapisanych w postaci
procesdéw CCS%. Opisanoc skitadnie 1 semantyke operacyjna jezyka,
przedstawiono koncepcje systemu dowodowego oraz przeanalizowano w

skrdéclie  ekspresywnosd Jezyka, tzn. zakres wlasnosci w nim
wyrazalnych. .
1. WSTEP

Intensywny rozwdj rdéznego typu sieci komputerowych stawia nas przed
koniecznoscla opracowania formainych metod konstruowania oprogramowénia
sieciowego. '

Dotychczas powstato wieie réznych modeli sieci komputerowych. W [8]
zaprezentowano ich schema'.tyczna klasyfikacje oraz uzasadniono decyzje
skoncentrowania sie na abstrakecyjnych programach wspdibieznych jako
modelu protokotdw sieciowych.

' Spodrdéd Jezykdw programowania wspdtbleznege unikalna pozycje
zajmuje CCS - Calculus of Communicating Systems, zaproponowany przez
Milnera [8] Jjako formalny medel wspdibieznodci, dobrze nadajacy sie do
studidw teoretycznych. Jego rozwinieciem Jjest LOTOS I[85], niedawno
przyjety przez ISO jako miedzynarodowy standard (IS). Moze on stuzyd
zaréwno jako narzedzie formalnego opisu. opragramowania sieciowego, jak i
jako Jjezyk programowania wspdibieznego. LOTOS powstal z potaczenia CCS*
= pewnej modyfikacji tradycyjnego CCS Milnera, =z technika specyfikacji
abstrakcyjnych typdw danych ACT ONE.

Same narzedzie opisu to jeszcze nie wazystko. Chcielibydmy

dysponowad nie tylke jezvkiem funkcjonalnege copisu sieci komputerowych,

2% . o ;s v
Centrum Obliczeniowe, Politechnika Wroctawska
Pracge zrealizowano w ramach CPBR 8.13 "Budowa Krajowe] Akademickie]
Sieci Komputerowe]j™, cel nr  S2 "Formalne metody specyfikacji
konstrukcji oprogramowania sieciowego'.



ale rdéwniez jezykiem wyrazania ich wtasnos$ci, a takze efekﬂywnym i
mozliwie sformalizowanym sposobem weryfikacji, ze wyspecyfikowany system
rzeczywidcie ma opisane witasnosci Cczyli systemem dowodowymd.

Klasyczne systemy (np. logiki Hoare’'ad okazuja sie mato przydatne

do tege celu, gdyz ich adaptacja do wspdibiezZznosci Jjest trudna. Dlatego
w ostatnim dziesiecioleciu nastapit ogromny wzrost =zainteresowania
réznymi systemami logiki modal ne j i temporalnej. Logiki te sa
wystarczajaco bogate dla wyrazania witasnogcl programéw wspdibiezZznych, a
przy tym umozliwiaja dobre sformalizowanie procesu weryfikacji. Do dzis
powstalto wiele temporalnych systemdéw dowodowyech C[1]1, (81, [71D.

Wsrdd wielu nurtdw istnieje jeden, zmierzajacy do zbudowania jezyka
logiki modalnej dla CCS wraz z formalnym systemem dowodowym [111, [101.
Jezyk ten jest, jak dotad, bardzo ubogi (pominieto wszystkie aspekty nie
zwiazane ze wspdibiezZznodciad 1 nalezy traktowad go Jjedynie jako
propozycje wyjsciowa.

¥ niniejszej pracy przedstawiono zarys analoglicznego Jjezyka logiki
modalnej dla CCS*, co moze stanowid podstawe do dalszych prac
ukierunkowanych juz na LOTOS. W kolejnych punktach przedstawiono
sktadnie 1 semantyke CCS* oraz sktadnie 1 semantyke Jjezyka logiki
modalnej wraz =z krdétka analiza jJjego ekspresywnoscli. Ze wzgledu na
szczuptosd miejsca nie zaprezentowano samego systemu dowodowego
Caksjomatdw i regul wnioskowaniad. Znajdzie sie on, wraz z przykiadami,
dowodem jego niesprzecznodci i peinodecl oraz kierunkami dalszych badan,

w przygotowywanym raporcie [3].

2. CCS* - WPROWADZENIE

Poniewaz interesuia nas przede wszystkim aspekty wspdibieZnosci, w
niniejszej pracy pominiemy catkowicie mechanizm przekazywania i
przypisywania wartogci. ,

CCS* Jest niewielka modyfikacjzy oryginal nego cCcs Milnera
Najistotniejsze réznice polegajs na nieco odmiennym sposobie komunikacji
CsyhcﬁronizacjiD procesdw oraz na wprowadzeniu nowego overatora ziozenia
odwotujacego b.

CCS* Cpodobnie jak CCS> najlatwiej opisad w terminach systemu
przejs$é. System przejdd jest zdefiniowany jako

T = KP, Act, — >
gdzie
P jest zbicorem tLermdw
Act jest zbiorem akcji
— jest odwzorowaniem, kidre kazdej akcji ashAct przyporzadkowuj=

relacje binarnag —g» < P x P.



Zaktadamy istnienie nastepujacych, co najwyzej przeliczalnych

zbiordw:
Act = <a,db,c,...> - zbidr akcji )
VYar = <X,Y,2Z,...> - zbidér zmiennych procesowych
Zakladamy rdéwniez istnienie wyrdézZnionego elementu teAct, ktéry
oznacza akcje wewnetrzna. Niech Act® = Act\{7>.
Zbidr termdw ggg* P = {p,gq,r,...> definiujemy indukcyjnie:
p::=X ]| 0| eap | up | p\U]|p+tp | PP | pPp
Act’

gdzie XeVar, Uez2

Operator ziozenia rdéwnolegiego wymaga Cinaczej, niz w klasycznym
CCS> podania wprost zbioru U akcji synchronizujacych. Akcja aeU dziata
na oba skiadniki jednoczegnie C(synchreonizuje jed, akcja aeU dziata na
jeden ze skiadnikdw. Nowodscia jest operator =ziozZzenia odwotujacege b,
bedacy kombinacja alternatywy + i zioZzenia rdéwnolegiego "g‘

Méwimy, 2Ze zmienna procesowa X jest zmienna wolna w termie p,
jezeli w p wystepuje zmienna X nie zwiazana operatorem rekursji wuX.q.
Term p jest procesem, jezeli nie zawiera zmiennych wolnych. Oznaczmy
zbidr procesdw przez PQ‘

Ponizej zdefiniujemy semantyke operacyjna CCS* przy pomocy relacji
przejscia 2, < Po x PO. plg/rl oznacza term p, w ktérym wszystkie
wystapienia termu r =zostaly zastapione przez q. Kreske pozioma nalezy
odczytywad jako symbol wnioskowania - jezeli ... to

Relacja przejscia —E» Jest najmniejsza relacja speiniajaca

- nastepujace warunki:
a
a.p — p

pluX.psX1 =24 g

a
ug-p — q
a a
p—gq P =¥ q
—_— aeU —— aeU
pN\U — g\U pNU — g\U
a N a »
p—p q— g
ss—
p+q — p ptq == g’
a . a. -
p—p q — q’
= aeU = aelU
pHUq — p HUq pHUq — pHUq'
a » @ ,
p— p q — g

aeU

pila = p e’



a
q — q

p
o pPq = g

3. - JEZYK LOGIKI MODALNEJ

Pénizej zdefiniujemy pewien jezyk logiki modalnej, ktéry postuzy
nam do opisania niektdérych witasnodsci termdéw CCS, oraz okreslimy
semantyke tego jezyka. Zrobimy to w dwédch etapach. Najpierw zdefiniujemy
nieco prostszy jezyk Ll’ a nastepnie rozszerzymy go o dodatkowe formuiy

do jezyka L2'

3.1. Jezvyk Ll
Zbiér formul F1 = {A,B,C,..> aefiniujemy indukeyjnie nastepujaco:
A::=Tr | Fal | AvA l AAA | <a>A | [alA

gdzie aeAct.

Tr 1 Fal sa Jjedynymi formutami atomowymi naszego Jjezyka. Bardziej
zlozZzone formuty mozna konstruowad przy pomocy operatordw alternatywy v i
koniunkcji A oraz modalnych operatordéw . mozliwodcli <a> 1 koniecznodci
[al.

Zauwazmy, 2e nasz Jezyk nie =zawiera negacji. Pozwala to na
zbudowanie zwartego i przejrzystego systemu dowodowego.

Fakt, 2e formuta A opisuje pewna witasnos¢ termu p, =zaznaczamy
piszac p & A (Cp speinia A). Relacja speiniania kE < Po x F'j Jest
zdefiniowana jako najmniejsza relacja spelniajaca nastepujace warunki

(B oznacza dopeinienie KED:
p = Tr p W Fal
p = AVB iff p E A lub p E B
P E AB iff pEA i pEB
p E <A iff 3q.Cp g 1 q E L

p ¥ [alA iff Vq.(jezeli p - q to g FE A

Pierwsze cztery ,klasyczne" warunki nie wymagaja wyjasnienia. Dwa
operatory modalne <eo> 1 [al sa pochodnymi standardowych operatordéw
modalnych mozliwodci < 1 koniecznogci 0O Cpatrz [4]1, [(2]1). <a>A czytamy
mozliwa akcja a, po ktérej formuta A bedzie speiniona” lub krdécej
moZzliwa a, Ze A", natomiast [alA czytamy ,po akcji a koniecznie bedzie
speiniona formuta A" lub ,po a koniecznie A".

Zauwazmy, Ze Jjezeli proces p nie moZzZe zareagowad na akcje a,

wéwczas na mocy definicji p & (alA dia dowolnef formuty A.
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Dla przykiadu
p & <>Tr znaczy ,p moze zareagowad na akcje a*,
p = [alFal =znaczy ,p hie moze zareagowad na akcje a C(gdyz zaden
term nie speinia Fald",
p &= [al<&Tr znaczy ,jeZell p zareaguje na a, to potem jest w

stanie zareagowad na b".

3.2. Jsza

Zauwazmy, 2Zze w powyzszym jezyku wystapienie akcji wewnetrznej =T
musimy jawnie specyfikowad w formule modalnej. Np.
a. . Oy B (<K Tr

lecz

a. b.ON{a> B <WTr
Intuicyjnie Jjednak akcja wewnetrzna Jest akecja zachodzaca,
.Spontanicznie", poza kontrola drocdowiska, i chcielibysmy, aby formuty

temporalne jakos to odzwierciedlaty. W tym celu rozszerzymy jezyk L1 o

dwa nowe cperatory modalne [[a] i <e>. A zatem zbidr formui FB Jezyka L,

Jjest definiowany indukcyjnie
A::=Tr | Fal | AvA | AAA | <A | [ala | <e2a | [e]A

Zanim przedstawimy semantyke L musimy wprowadzié relacje tzw.

o
uogdlnionege przejscia é. Mamy p = q wtedy 1 tylko wtedy, gdy

istnieje taki ciag p=p0.p1.. ¢ .pm.qg,ql.‘ -4, =d, Ze
T T T a T T T
Py —™ Py — ... — p —> gy — g — ... — q.

Kolejna definicja dotyczy problemu nieskonczonych petli. Np. proces
pX. a. X\{a> moz2e reagowad na nieskoficzony ciag akcji wewnetrznych T, co
dla obserwatora z zewnatrz bedzie wygladato jak wzapetlenie". Méwimy, ze
p Jjest rozbiezny ze wzgledu na a C(piszemy pTad, jezeli istnieje

nieskonczony ciag P=PnsPy s s Ppednedy » s - - taki, Zz2e
T T T a T T T
P ™ Py — ... —™ P, — gy — q — I, —

Méwimy, 2Ze p jest zbiez2ny ze wzgledu na a (plxd, jezeli nieprawda, zZe

pTa; p jest zbiezny (pdd, jezeli pla dla wszystkich acAct.

Teraz mozemy juz zdefiniowad semantyke operatordw [[aT i <ad.
p = LA iff HFq.lp éq T g B A
p = [eJA 1ff pla orez V¥q.(jezell p =a-_-» g to g E A

Dla obu jezykow CLj 1 L.> istnieja niesprzeczne i peine systemy

v
s

dowodowe, tzn. zbiory aksjomatdw 1 regut dowodzenia, pozwalz jace

formalnie wywiedd, Zze dan

<

term speinia dana formute. Dla CCS systemy te



sa przedstawione w [10], dla ces™ znajda sie w [3].

4. EKSPRESYWNOSC JEZYKA

Interesujacym i wazZnym z punktu widzenia ewentualnych =zastosowan
zagadniéniem Jest zakres witasnosci, ktdére daja sie zapisaé przy pomocy
danego jezyka.

Najogdélniej méwiac wiasnosci systemédw wspdibieznych podzielid
mozemy na wiaénoéci bezpieczenistwa (,nle stanie sie nic ziego"d i
wiasnogcl 2ywotnosci (,stanie sie cod dobrego'. Przyjrzyjmy sie, Jjak
nasz jezyk radzi sobie z obu typami wlasnosci.

Niech pePo ozhacza proces, ktérego. wirasnogci chcemy badad.
WprowadZmy oznaczenie pﬂU‘=df pNCAct®°\WD.

Niech deAct oznacza wystapienie niepozadanego zdarzenia. Nalezy
zapisad witasnosd mdwiaca o tym, zZe d nigdy nie wystapi dla p, tzn. p nie
moze zareagowad na zaden ciag akeji zawierajacy d.

Odpowiednia formuta bedzie brzmiaia

p#{d> &= [d]Fal
Poniewaz 2Zaden term nie speinia Fal, wiec formuta méwi nam, Z2e p nie
moze zareagowéé na zaden skolficzony ciag akcji, ktérego elementem jest d.

Bardziej zlozone wkasnodcl bezpieczefistwa moga polegad¢ np. na tym,
ze wystapl co najwyzej Jjedna spodrdédd dwédch akceji d,e€Act. Odpowiednie
formuly wygladaja nastepujaco .

p#<d,e> = [dl[elFal A [el[dTFal
¥ ten sposdb mozZzemy rozwl jad formutry dla dowolnych zbiordéw akcji.

Podobnie ma sie sprawa z formuitowaniem witasnofcl 2Zywotnogeci. Niech
heAct oznacza wystapienie zdarzenia poZadanego. Wiasnosd, ze h wystapi,
zapisujemy '

p#LR> = [T J]Kh>Tr
co oznacza, 2Zze p nie moZze zareagowad na nleskoficzony ciag akcji nie
zawierajacy h oraz po kazdym skohczonym clagu wystapienie A Jjest
mozliwe.

Najprostsza wiasnogclsy zZywotnogci Jjest wiasnodd stopu, tzn. Ze
program kiedy$ sie zatrzyma, co zaplsujemy

pNAct® = [z Tr

Mozemy takze zapisad wiasnodd relatywnej Zywotnoscil: jezell wystapl

g Cnp. komunikatd, to potem wystapi A (potwlerdzenied, gdzie g.heAct

p#lg. h> = [[g<h»Tr

3. UWAGI KONCOWE

({9}
o
N
(i
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opisu i systemu dowodzenia wiasnosci procesdw CCS .
Mozna wyrdéznié dwa nurty, na ktérych koncentrowad sie powinny

dalsze prace:

1° Rozszerzenie jezyka o© dalsze operatory C(np. implikacje,
operatory temporalned w celu zwiekszenia jego ekspresywnosci

2’ Uogdlnienie systemu na wszystkie struktury wystepujace w
LOTOS1 e.
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MODAL LOGIC LANGUAGE FOR COMMUNICATING SYSTEMS

An introduction to a modal language for specification of logical
properties of network protocols is presented. A protocol should be given
as a CCs» process. The syntax and the operational semantics of the
language is described, a concept of proof system is intreduced and a
language expressiveness, i.e. the range of properties which can be
expressed in it is shortly analysed.
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ﬂpeLICTanr;eTc:;a e LOeHMe B A3 BK MOLATE HOVE JorKd 474 C e UGMK 1 14
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Cn the Linguistic Approach to Controlling a
Distributed Software Allocation™

In the paper a problem of controlling the allocation of the software
in the local area networks is considered. A family of attributed
EDG-graphs appears to be sufficiently strong a tool for description
of the distributed system. An attributed programmable edge—labelled
directed node-label controlled graph grammaer is used for controlling

allocation process.

I, Introduction

During the past decade there has been a considerable growth of
interest in problems of sofiware systéms for Local Area Networks. The
interest is connected with the fact that the software which is necessary
for supporting resource sharing in distributed environment is difficult
to construct. Therefore, constructing such systems should be automatized
as much as possible.
The research project COSID <(Concurrent Software Implementation for
Distributed Systems), allowing us to create, test and formally prove the
software system for distributed environment, is being implemented in the
Department of Computer Science, Jagiellonian University. The solution of
the problem controlling an allocation phase of COSID is ‘presented in this\
paper. Main ideas of COSID sysfem are presented in chapter 2. We discuss
the problem of controlling an allocation phase with the help of a graph

grammar in chapter 3. We describe the allocation system for networks

ASNET in chapter 4, whereas chapter 5 includes concluding remarks

‘2, Main ideas of COSID system
The creation of a distributed software in COSID system is made in
two steps. In the first step (cailed a compilation .phase) patterns of ali

* Dept. of Computer Science, Jagielilonian University

This work was supported by Ministry of Education unaer RP.I.09 project.
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the processes and managers are described in COLNET (6] language.
Manager concept (which allows us to synchronize the work of a processes)
is an extension of the monitor concept [1,4] for distributed environment
and is discussed more precisely elsewhere [2]

. In the second step all the needed modules (processes and managers)
should be allocated in the computing nodes of & network and all the
connections among these modules should be generated. This phase, called
an allocation, is supported by ASNET system. ’

Thus, the ASNET helps us to create a required software-hardware
structure of the network in a certain moment. The expression "a required
software-hardware structure has two meanings in this context. First of
all, it means a structure demanded by a user of the COSID system, who
demands a distributed system. Secondly, it means a structure which can be
created on the basis of physical resources of a network (for example size
of a memory offered by computing nodes of a network) currently available.

In COSID system, a special family of graphs is used for representing
a software-hardware structure of the network and a special kind of graph
grammars <(belonging to a family of edNLC grammars [5]) 1is used for

cdntrolling an allocation phase.

32, The control of an alloc#tion phase with the help of edNLC-
graph grammar,

A current structure of a network will be described by a family of
attributed EDG-graphs, which has been introduced in [2] in the following
way. '

Definition 1 . )

An attributed directed node— and edge—iabelled graph over Z and [

(an attributed EDG-graph) is a seven—tuple:
H=«(V, E, Z, Il 8, « B> where:
is a finite, nonempty set of nodes,

is a finite, nonempty set of node labels,

\'4
z
I is a finite, nonempty set of edge labels
E 13 a set of edges of the form (v, y,w>, in which v,weV and pel,
8:V ———> ¥ is a node labelling function,
x:V ——=> 2° is a node attributing function in which &

is a finite set of node attributes,

g ={8.,)yor, B E, ———> 2% is a y-edge attributing function in which B

is s finite set of edge atitributes.

Each node of a graph’ represents one component of & distributed sysienm.
Node labels, ascribed tc nodes by the node labelling function, describes

types of thess components J(compuiing nodes of a network
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managers, entry procedures to managers e.t.c.). If a more precise
characteristics of a component is heeded, a set of node attributes may be
ascribed to it with the help of the node attributing function. For
example, we may ascribe attributes: "number of a computing node", "a size
of a mémory. which 1is currently offered by a computing node", to
components labelled with “N" ("a computing node of the network").

Relations among these components are defined with directed edges
connecting proper nodes of a graph. The set of edge labels is used for a
description of a kind of each relation. For example, a node of a graph v,
representing a process (labelled with "P") may be connected with a node
of a graph Va represénting a computing node . (labelled with "N')> with a
direct edge describing a relation “is allocated in" (labelled with "“a™).
It means that the edge (v,, a, vz) belongs to the set of edges E of a
considered graph. We assume that the set of edge attributes B is an empty
set because a characteristics of graph edges with the help only of edge
labels is sufficient for our purposes

Now we défine a graph grammar, which is used for controlling an
allocation phase as in [21.
Definition 2
An attributed programmable edge-lsbelled directed node-label controlled
graph grammar <(an attributed programmable edNLC - graph grammar) is a
quintuple:

G = ¢z, ', P, Z, D) , where:

is a finite nonempty set of node labels,
is a finite nonempty set of edge labels,
is an initial attributed EDG-graph,

W N T M

is a finite set of productions of. the form

(L, R, %, C, F> in which:
is &n EDG-graph of a left—-hand side of production
is an EDG-graph of & right—hand side of production
is a predicate of the production applicability

O = O

' x {im, out} =——=> 2% = ¥ = 7 = Cin,  @ur)

is an embedding transformation

F is a set of functions which ascribe attributes to

ncdes of R,
D ts a control diagram
Components L,R and C of an edNLC-production are standard components of
graph grammar production and are discussed more precisely elsewhere [51
Let us only mention, that an embedding transformation allows us tc embed
a graph of right hand side of production in a tgansformed graph during a
derivation step. The predicate of & production applicqbility T is s

conjunction of logical conditions defined for each production. For example
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it may be defined as follows: t;he size of memory demanded by a process,
which should be allocated in a computing node is less than the size of a
memory offered by this computing node.

Let us discuss a mechanism of controlling an allocation, used in an
allocation control module ALLCONT <(being a part of ASNET sysfem), with
the help of a grammar defined above. The network-state description file
is an attributed EDG-graph.Each allocation command corresponds to some
production of the attributed edNLC graph grammar. The possibility of an
application of a demanded production is checked by the control diagram.

The control diagram 1is a non-attributed graph, which nodes are
labelled with number of productions <(and there are two distinguished
nodes: the initial node and the final node). Its edges are labelled with
"Y" (Yes) or "N" (No>. If we are situated at the point labelled with
number of a production, we try to employ this production. If the graph of
the left-hand side -L 1is 1identified as a subgraph of the transformed
graph and the predicate of applicability of this production %=TRUE, then:
1) we apply this production, ‘
2> we go to the node pointed by the edge labelled with "Y".

Otherwise we go to the node pointed by the edge labelled with "N".

Let us return to our discussion. Thus, if the application of the
production is not possible then ALLCONT informs the user about the causes
of this fact (the system gives an optional suggestion in some cases). 'In
the other case the production is applied what causes bringing up to date
of the . net-state description file and giving a proper allocation

extracode.

4, Concluding remarks

As we have mentioned, t;he allocation system for networks ASNET has
been implemented on the basis of a formalism presented above.

The main module of ASNET, which controls the allocation phase -
ALLCONT has occurred to be very effective. It results mainly from the
fact that we have applied derivation procedures of the graph grammar
parser GRAPHPARS (3] as a basic skeleton of ALLCONT system.

The second module of ASNET is a compiler of the allocation language
LANGALL2. The third one - GRAPHNET - allows the user to see a concurrent
situation in a distributed system which is of the .graphic output data
form. There is a possibility of giving some allocation commands in a
graphic form in GRAPHNET, as well. Kernel of the COSID system performs
extracodes of an allocation given by ALLCONT module. ENVDESC is module
wnich 1links allocation subsystem with the compilation subsystem. T‘his
idea is descriped in more detail in (2].

Az we have shown graphs seem to be the most natural formalism for a



description of a software-hardware structure of a network. On the other

hand the graph grammar discussed in this paper is a strong formalism (5]

and algorithms based on it are very effective [2, 3]
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Streszeczenie

W artykule rozwazano problem kontroli alokacji oprogramowania w
lokalnych sieciach komputerowych. Rodzina atrybutowanych EDG-grafow
wydaje sie by¢ wystarczajaco mocnym narzedziem do opisu systemu
rozﬁroszonego. Atrybutowana programowalna gramatyka grafowa generujgca
grafy o zaetykietowanych i skierowanych krawedziach, ktore]
transformacja osadzenia Jjest sterowana etykietami wierzchoikoéw, jest

uzywana do kontroli przebiegu alokacji.

ConepxaHue.

B paEOTé paccyxnaeTcsi npobJsieMa ynpaBJieHHsl pO3NpHIAeJIeHHsl [porinaMMm B
M@CTHBIX BBIMMCJ/MTE/bHLIX CEeTSX. lipeacraBasiercs, 4yTO  aTpubyTHUBHbIE
EAl-rpadn a6AA0TCA AOCTATOYHO CHJAbHBEIM (OPMBJIMIMOM YTOOLI OMMCHBATDH
paccestHHBIe CHCTEeMsl Lenbio yIpaBJIeHHUS po3npuaeneHHUs npor paMm
HCNOAb30BAHO AaTpPUBYTHBHYKW IPOrpPaMMHMPOBaHHYW0 rpadoByld rrnaMMaTHKy
reHepHUpyuwyw HanpasJeHHoe M pé&6epHo 3THKeTHpoBaHHbe Trpade, KOTOPOH

TPBHCHOPMALHS OCaXIEeHHS. YNpaBaAseTus 3THKeTaMH yraoo.



Prace Naukowe Centrum Obliczeniowego
Nr 9 Politechniki Wroctawskiej Nr 9
Konferencje Nr 4 1988

computer network,

DNA. DECnet. VAX

Jacek Gruber*

VAX NETWORKING AND COMMUNICATION SOFTWARE —
- GENERAL OVERVIEW

DECnet is a family of coftware and hardware communications products
that enable Digital Eguipment Corporation operating systems to
participate in a network environment. Overview of Digital’ s Network
Architecture, VAX Networking Froduct Set and types of networks are
briefly presented. Four main kinds of Digitals’ network connections
and a basic information of implementation of DEChet-YAX software
and hardware are described in the paper. Short characteristic of
VAX Facketnet System Interface networking system, several types of
network access control, network services and performing of network
operations in DECnet-VAX are done in the article, too.

1. Introouction

! Eguipment Corporation (DEC) offers a range of products to link
s2s or tasks running under YMS operating system, other Digital
g systems or other manuwfacturer’s systems as a communication
system [4,5,81. It can be configured on all VMS operating
systems (including Micro—-VMS operating system). The components of
ethrklng szoftware are: DECnet-VAX software products (VAX to other
Svstems!, DECnet-¥YAX Internet software products (VAX to other
manufacturer™s svstems) and VYAX FSI (Facketnet System Interface)
‘uorllna software =y5tmm (VAX to public Facket Switched Data Network-—
) Fhas=s IV DECnet {4,813 supports large and small networks with
and multiple area networks. In a single area network_ , a maximum
nodes is possible. In & multiple area network, as many as &7
subnetworks (single area networks).

2. Overview of Digital’™s Network Architecture

Thie Digital MNetwork Architecture, DNA [1,4,81, is the framework for all
DEC Communicaticns products. DECnet, DEChet/ShA Gateway {(SMA-IBM System
Network Architecture), Communications servers are among many of theze

product=s. DMA (Table 1) is based on the architectural model for open

systems interconnection 0SI/I50 [Z].

Theres are basicaly two types of networbking
=

|v1ranmen+' (Table 2): those
ms and between Digital

ta
to-non-Digitall). Both local

l1 I"

invalving communications Digital-Digital
systems= and other vendor’s systems (Digita
and “CFDtE DTmutha 1ons are possible.

Y=
Al

on of the Ethernet [23 local area network technology i1nto
provides = complete set of oroducts to address local area
is. Ethernet offers remote or long-haul connections and

1Z &% aneg integral networhk.

aw, Wroclaw, FPotand




Table 1 Architectural Layers of DNA and Their Associa2ted Functiors
(related to 0SI/IS0 model)
[os1/150 DECnet Function®s DNA Layers DNA Protocols
LAYERS
File Access User] User Protocols
Application | Command Ter-— N Network Data Access Frotocol
minals E Application (DAF) and others
———————————— Host Services T
Fresentation|iNetwork Control e —_— ———
‘rogram—to- Session Session, Control
Cession program M Control Frotocol
T Fs1
N END Network Services) X.29
Transport A |Communicationy Frotocol (NSP) I
: G
Neatwork Adaptive i E Routing Routing ProtocolL—
Routing ™M : . — _ 4
Data Link Host Services | E [Data Link | DDCMP® TE | [DLM ]
N ——— T ="
Fhysical Facket . T Fhysical sync asyna H I |
Transmission/ Link I e chlx.zs
/Reception | IR I
| Ino
1 el |
l 1T |

Table 2 Digital’s

YAX Networking

Froduct Set

fnigital Data Communication Message Frotocol

IType of Communication

VAX Software
Communications
Froducts

LAN Communications
Subsystem Servers

Digital-to Digital

Software

Host Communication All DECnhet N/A
Local Traditional Software
LAN DECnet-~VAX DECnet Router/
DECnet Router/
¢ X.25 Gateway
FEMOTE Alil DECnet DECnet Router/

DECret Router/
X.25 Gateway

Digital-to-non-

ALl Intern
Digital Host vax Fs1¥
Comnunications s

ets

DECriet/SNA Sateway,
. DECnet Router/
.25 Gateway

Connection

CX/DX/AY p

o1 y~COME®

Terminal Server

Interfac

=3
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nodes in the same network the local node is attached are called remote
nodes. Nodes that accept and forward messages intended for other nodes
in a network are called routing (full- —-routing) nodes. Nodes that only
accept messages are called end nodes (nan—-routing). If VAX FSI software
in multi-host configuration is installed on the local node and a user is
an an Ethernet, the user can configure its® node to serve as a connector
node. This is a gateway to a FSDN for host nodes on an Ethernet.

It is possible use on node on such multi-host Ethernet connector the
riode to access a FSDN without being configured as a DTE, provided have
VAX PEI Access software installed. .

A YMS operating system connected to a PSDN, with VAX PSI software
installed, can function as a DTE. To configure a local DTE it is
necessary installed a X.25 protocol module.

The X.25 protocol module is a software component that controls the
transmission of data packets over FSDN.

Types of DECnet Nodes. DECnet supports a variety of types of nodes
developed during different phases of DNA implementation (1J. The
following types of nodes can be configured as being adiacent to each
other on the network: Fhase II/Phase II, Fhase I1I/Fhase III,

Fhase III/Fhase III, Phase III/Fhase IV, Fhase IV/Fhase VY.

Fhase II nodes can communicate with each other as long as there is a
physical data link between the nodes. They support only point-to-point
connections without support for Ethernet. With Phase III, DECnet
introduced adaptive routing, which allows a reasonably large number of
nodes to communicate conveniently without support for Ethernet.

Fhase IV DECnet permits the configuration eof very large networks and
expands the types of data links available for use. Fhase IV software
supports Ethernet circuits, as well as DDCMP (Digital Data Communication
Message Frotocol), CI (Computer Interconnect bus) and X.25 circuits. The
nodes of Fhase IV can be one of two kinds: routing nodes (routers) or
end nodes f{(nonroukers).

Other routing and nonrouting nodes are: Fhase 111 routers deliver
packets to and receive packets from other nodes, and route packets from
other destination nodes whose adresses are less than 256. They use
DDCMF, X.28, and CI circuits, but do not support Ethernet circuits.
Fhase I1I nodes can send packets to adiacent FHASE III routers or to
other adiacent Fhase II nodes. However, Phase II nodes can send packets
only in point-to-point configurations. FPhase I1I nodes can not )
communicate with a Phase II node through another Fhas= III node.

Circuits. Circuits are high-level communications data path
over phisical lines between nodes or DTEs {Data Terminal Eguipments).
DECnet-VAX employs fowr classes of circuits (1,63: DDCMF circuits, CIL
circuits, Ethernet amd X. 25 circuits.

DDCMF circuits provide the logical, point—to-point, or multi-point
connection between two or more nodes. A point—-to-point circult oper
over a corresponding gsynchronous or asynchronous DDCMF point-to-poi
line. Multi-point control circuits ogperate over synchromous DDCHMF
control lines. CI circuils are available only on those node which are
attached to a CI-788 or- CI-75¢ Interconnect. CI circuits are similar in
many ways to DDCMF multi-point circuits, but use their own o
Ethernet circuite provide for multi connection.
the level I protoc
communication ov

4. VAX/VMS communication software: DEChet VA4 andg YAX &SI




operating system to function as a network node. As the VMS network
interface, DECnet-VAX supports both the protocols necessary for
communicating over the network and tha functions necessary for
configuring, controlling, and monitoring the networi.

tUnder DECnet-VAX, Digital's Internet family of products supports the
interconnection of Digital’s computers and networks to systems built by
other manufactures. The Internet are tools for distributed data
processing in a multi-vendor environment. They provide transparent
communications with the equipment of other vendors, and at the same
time, offer the flexibility of local +ile systems [i.e.33.

VAX PSI (Facketnet System Interface) is the software product that allows
the VAX/VMS user to participate in a packet switching environment. VAX
FSI implements the X.2% and X.29 recomendations providimg a user
interface to a Facket Switching Data Network.

By using it i=s poscsible to communicate DECnet nodes across a FSDN
through DLM. Another way in which we can communicate with a remote node
over FSDN is through . and X.28 multi-haost connector mode with VAX FSI
software in the multi-host VAX/VMS node. The host node services of the
connector node is a VAX/YMS system configurad with VAX Access software
{(Ethernet gateway. without being a DTE).

Alternatively, a VAX/VMS node can use a server—based X.23 gatsway node
to communicate over a FSDN, (as a local DTE) provided VAX XEF [53
cftware is installed on the node. Both calls, X.ZS and X.29 can be
received by host nodes.

5. DECret-YAX comfigurations

DECnet software products manufactured by DEC offers possibilities to

build wide range of Digitals® computer network configurations. Di

Networ i Architecture (DNAY 1s a very flewible architecture and al

camputers from different manuwfactures to work together in & commo

computer networks with the sfficient DEChet network operations

utilization.

“Criet supportes the following network connectiorns:

a. a connection to an Ethermnet circulit in a local aresa network
configuration,

b, point-to-point ar multi-point connections to a node running uncer
UE net using the DDOMF L[&eI,
. & connection over *he hompu er Interconnect (ol to another
*e running wnder DECnhet software

d. an £.25 CDﬂn‘”LiDﬂ to a node running UEIHE“ {er1ther a direct
connection over FPSDN or a connmection made by means of an X. 29

multi-host connector node that sccess =z PQ“M,.
Figure 1 13 a simpie DEChet—-VAX Fhase IV [1,8]1 configuration
illustrating various DECnet-VAX nodes, that is, Micro VMS end

=g, and YMS end nodes in a VAX cluster (see bellow! conact
ernet, and twe Ethernets connected by routers. This figure
the use of *a DDCMF synchronous lime to connect a router fto adgit
DECnet.

DECnet~vYAYX Etherns
reait ”QV1”F» =

Area Network (LANS) configuration.
oy DECnet are DEUNA (UM3) an
crmance synchronous interfac that mount on
rocessor UNIBUS or on the Micro-VAX processor L[7]

-point network configurations
(DD("Y(F ) 1

iCMF point—to-point and multi

Communzcation M
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AICRO YMS MICRO VMS MICRO YMS
END NODE END NODE END NODE

[/ bbCMP
ASYNCHRONOUS
LINES

TERMINAL VAX [VMS MICRO YMS
SERVER ROUTER END NODE
ETHERNET T T
e [ [ I [ I
: VAX /VMS . YAX [YMS
VAX /. VMS VAX [ YAS VAX/VMS DESIGNATED 2 END NODE
ROUTER
c4
YAX cluster
ROUTER
ETHERNET ) T
’ R l [ 1
VAX /VMS VAX { VM3 YAX / YMS VAX / YMS
wn/'« CORNECTAR WITH YAXES| WITH VAX WITH VAX
VAX PS! MULT] ~ HOST| P8} ACCESS PS| ACCESS

HosTS

Fig: 1 Simpla DECnet Fhase IV configuratian.

DDCMP —
vAX /vAs |POINT -T0- POINT | pyase W

ROUTER END NODE

DDCMP  MULTIPOINT

VAR /VMs VAX | YMS VAR / VAS
END NODE END NODE END NODE

Fig.2. Typical DDCMF point-to-point connectiens.
Figure 2 illustrates DLDCHMP point—to-point and multi-point configuration.
~ point-to-point configuration consists of two systems connected by &
single communication channel. A multi-point configuration consists of
two or mor=s systems connected by the communications channel, called the
control station. All ather the systems are known as “trit

DECnet—-VAX configurations for VAXclusters. VAXcluster is an
organization of VAX systems wihi
communications gpath, the CI

: 11

te over a high—-spaed
connect hus), and

e CI physic
(I ]
1 YAaX/ymMe
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distributed nodes. Two of CCITT series of recomendations (for standard
communication protocols) could be used by FSDN and other common carriers
to provide data communications products. X.285 (three levels protocol)
and X.29 (FPAD) interface definitions between the computer and the
network and the definition of control of asynchronous terminals
connected directly to a network define, together, the ITI (Interactive
Terminal Interface).

6. DEChet-VAX network services

Objects. Objects provide known general-purpose network services [1,8].
An obldiect is identified by obliect type, which is a discrete numeric
identifier for either a user task or a DECnet program such as NML or FAL
izee bellow). The DECnet network software uses obiect type numbers to
enable logical link communications with NSF (Network Service Frotocol).
There are two general types of DEEnet-VAX obijects. Objects with a

# obiect value are usually user defined images for special-purpose
application. Non zero obiects are known obliects that provide a specific
network services such a file access (FAL) or network management (NML).
They may also be user—-defined tasks: these obliects should be for user-
supplied, known services.

The following DEC-supplied obliects are defined inside the network
[1,4,593: File Access Listener (FAL), Data Access Frotocol (DAF),

NMetwork Manasgement Listener (NML) . Event Logger (EVL). Loopback Mirror
(MIRFROR) , DEChet Test Receiver (DTR). DECnet Test Sender (DTS), Mail,
Fhone. .
Host Loader (HLD) provides downline task-loading support for REX-1185
tasks, VYAX FSI objiect contain a command procedure that is initiated when
the incoming call arrives, and do account for the incoming call.

k.25 HOST NODES

YAX | VMS VAX /VMS
VAX VR
A:,:r“ ° WITH VAX WITH VAX
VAX PSi PSI ACCESS PS1 ACCESS

e ! ETHERNET

VAX /YMS X. &5
MOLTI = HOST

WITH YAX PS5l CORNECTOR

MULTI-HOST|  NODE

]

X.29 TERMINAL /\/

N

YAX /VYMS . .

e

Fig.3. DECnet network configuration showing examples of X.205

connec

L1ons=s.

Network

ioue

Fouting-Initial
iz =stabl
with the

=W
oY

it.
cess conty
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The network user on the initiating node may explicitly supply an access
control string to control which account is used on the remote node.
Optionally DECrnet provides default access control, when sending the
request to the remote node and for incoming logical links.

Performing network operations in DECnet-VAX software. DECnet-VAX
software offers user a variety of operations that cam be accomplished
over the network [1,4,3]. Three of which are:

a. manipulating files on remote nodes,

b. access remote files at the record level,

c. perform task-to—-task f(interprocess) communications.
UMS operating system and DECnet-VAX communications software are
integrated to provide a high degree of transparency for user operations
[4,5]. For some applications however., it is desirable to have more
direct access to network-specific information and operations. For this
purpose, DECnet-VAX provide nontransparent communication [35,61.

Designing User Application for Network Operations. DECnet-VAX supports
several programming languages for design of network applications. With
any of languages, it is possible to access remote files and create tasks
that excharnge information across the network.

The normal use of the programming languages for specific network
operations that can be performed with DECnet-VAX, is summarized in

table 3.

Table 3 Access Levels.

Access Levels

User Lan—| Network Operation Language Calls| Access Level
guages '
DCL Network command DCL commands Transparent network
terminals access via DCL

Remote file ma-—
nipulation
Task—-to-task com-—
munication

Higher— Remote file access Higher—level Transparent network
Level (file and records) | language I/0 access via RMS
statements
Macro or |Remote file access | RME service
higher-— (file and records) |calls
level Task—to-task
communication
MACRD or |Task-to-task System service |Transparent and
higher— communication calls nontransparent
level - ’ network access
via @ICd

X Gueus Input/Output driver [6
A% Management Services {
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SIEC DECnet KOMPUTEROW VAX FIRMY DIGITAL EQUIPMENT CORFPORATICN

Przedstawiono architekture DMA (Digital Network Architecture) sieci
DECnet i pordwnano  ja z architektura O0SI/ISO sieci komputerowych.
Dokonano przegladu sprzetu i oprogramowania stosowanego do budowy sieci
DECnet—VAX oraz struktur topologicznych tej sieci. Scharakteryzowano
system PSI umozliwiajacy wykorzystywanie .publicznej sieci X.25 jako
podsieci komunikacyinej komputerdw VAX =z -Oprogramowaniem DECnet.
Scharakteryzowano operacje, ustugi sieciowe i zestawiono mozliwodci
projektowania aplikacji sieciowych.

KOMPbHTEPHAS! CETb DECnet $UPMH DEC

B cTaThre TpeacTaByeHa apxuTekTypa DNA cetu DEChnet u cpapHeHo e& ¢
apxuTexTypor 0SI1/150 kxoMps BTepHHX ceTen. CoBepueH TPOCMOTP oOLOpPYyAOBanus
U TpOrpaMMHOrc ofSecTeveHUs TPUMEHSIeMOro Tpu TocTporke ceTu DECnet-VAX,
a TakxXe TOTONOrUMECKMX CTTYKTYP 3TOM ceTu. JaHa XapzKTepucTMKa CUMCTeMH
PSI paoyer PO3MOXHOCTL MCTONb3OBAHUA ofyefocTyTHoM ceTu X.25 »  xavgyecipe
KOMMYHUKALUMOHHOM ToOceTu koMmrrbTepos VAX ¢ TporpaMmMHEM obecteveHueM
DECnet. Jama XxapaxkxTepucTuxa oOTepayMs M CeTeBHX YCHYr, a Takxe
TPeACTABJFEHH BO3MONHOCTM TPOEK TUPOBaHUA CeTeBHX aTTiuKkayuu.



Prace Naukowe Centrum Obliczeniowego

Nr 9 Politechniki Wroctawskiej Nr 9
Konferencje Nr 4 1989
Jacek GRUBER* Lokalna sied komputerowa,
Leszek 2Z. MISJURA* rozproszony system przetwarzania

danych, badania czasowe

BADANIA PRZYDATNOSCI LOKALNEJ SIECI MIKROKOMPUTEROWEJ
1ONET W SYSTEMIE ROZPROSZONEGO PRZETWARZANIA DANYCH °KOMPAN®

W pracy przedstawiono ilog$ciows ocene wiasnoscl lokalnej sieci
komputerowej 1ONET mikrokomputerdéw profesjonalnych zgodnych z
IBM PC XT/AT pod katem Jjej zastosowania w systemie KOMPAN.
RozwaZzono zardéwno | rozwiazania komunikac ji realizowane
sprzetowo (metoda dostepu do siecid jak i programowo (sieciowe
mechanizmy transmisjid.

1.YSTEP

Lokalne sieci komputerowe CLAN)"umoiliwiaja bardziej efgktywne
wykorzystanie zasobdw mikrokomputerdw, stanowiac system rozproszonego
przetwarzania danych. Przykladem cfekawego profesjonalnego wykorzystania
sieci LAN jest rozproszony system KOMputerowego Projektowania Automatyki
eNergetyczneJ CKOMPAND budewany w Centrum Maukowo—-Produkcy jnym
Automatyki Energetycznej we Wroctawiu [8].

KOMPAN zostat =zaprojektowany Jake otwarty system wspomagania
projektowania systemédw sterowania procesami technologicznyml we wbtdrnym
obiegu elektrowni jadrowej oraz automatykl elektrowni kenwencjonalnych.
Celem systemu KOMPAN jest
- wspomaganie opracowania projektu technicznego,
~ aktualizacja projektu technicznege w fazie opracowywania dokumentacji

powykonawczej,
-~ wspomaganie kompletacii wyposazenia.
Biorac pod uwage stawiane systemowi wymagania, tj.:
—- odpowlednioc duza liczbz stancowisk pracy uZytkxownikdw,

- maly czas oczekiwania na fizyeczny dostep de zasobdw systemu,

%
Centrum Obliczeniowe, Politechnika Wroctawska
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- duza niezawodnosd funkcjonowania i odpowiedni system zabezpieczen
zasobdw przy Jednoczesnej duzej elastycznogei ich udostepniania
uytkownikom,

Jako srodowiskoe - pracy systemu KOMPAN wybr ano lokalna sied

" mikrokomputerows Cx-NET firmy Computex [7]. Jest to kopia sieci 10-NET

firmy Fox Research (USA). Stanowiskami systemu (stacjami - siecid s3

mikrokomputery personalne zgodne z IBM PC XT-AT.

w pracy dokonano cceny trafnosci wyboru- sieci lokalnej
mikrokomputerdw jako technicznego Srodka obliczeniowego wykorzystywanego
w systemie KOMPAN. Jej przedmiotem Jjest ilofciowa ocena funkcjonowania
sieci . Cx-NET. ¥ tym celu przeprowadzono eksperymenty na analitycznym
modelu formalnym sieci. Uzyskane - wyniki stanowia zbidér zalecelh
dotyczacych optymalnej alckacji komponent 1 zasobdw systemu KOMPAN w
$rodowisku sieciowym. i

2. CHARAKTERYSTYKA SYSTEMU KOMPAN

System KOMPAN skiada sie =z 18 podsystemdw specjalizowanych,
programu nagidwkowego oraz podsystemdw wspomagania planowania dostaw
[B]. Otoczenie programowe systemu w &rodowisku sieciowym, stanowia :

- Centralna Baza Danych (CBD) wraz z procedurami dostepu,

- programy narzedziowe,

- systemy operacyjne stacji,

- prywatne zbiory danych.

KOMPAN jest przeznaczony do.realizacji dwéch podstawowych klas zadan:

projektowych i administracyjnych. Zadania te moga realizowad uzytkownicy

nastepujacych kategorii: projektant, asystent, kreflarz, sekretarka,
zacpatrzeniowiec, ekonomista, kierownik Cpracowni projektowej, Biura

Generalnych Dostawd, pregramistasinformatyk. Dla uzytkownikdw

poszczegdlnych kategarii okredglono sposdb korzystania =z ustug sieci, w

tym z zasobdw CED. ’

W systemie KOMPAN moZna wyrdzZnid dwa podstawowe tryby przetwarzania
informacji: '
~- tryb lokalny; przetwarzane sz dane zgromadzone na dyskach twardych

wkasnej stacji. ’

- tryb =zdalny; =zbiory danych 83 sprowadzane poprzez sied¢ =z CBD,
przetwarzans, a nastepnie odsylane do CBD oraz wyprowadzane Club nied
na urzadzenlia zewnetrzne (np. drukarki, plotteryd.

W sieci jako $rodowisku systemu KOMPAR pracuja dwa typy stacji:

23 stacje ceniralne Cang. superstationsd - przechowujs CBD oraz

posladals zasoby sprzetowe 1 prog udostepniane w  iryble

zdalnym  innym  stacjom. ¥ trybie lokalnym moga Lyd Jjedynie
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stanowiskami pracy projektanta.

b)) stacje robocze Cang. workstations) - nie posiadaja zasobdw
udostepnianyoch innym stacjom, a korzystaja w tryble zdalnym =z
zasobdw stac i centralnych. Sa typowymi stanowiskami pracy
projektantéw 1 administracji. Dla tych stacji istnieje mozliwodd
pracy w trybie lokalnym.

Wyposazenie stacji poszczegdlnych Lypdw przedstawiono szczegdiowo w [41.

3. BADANIA MODELOWE SIECI CX-NET

W celu oceny przydatnos$eli sieci Cx-NET jako d4rodowiska systemu

KOMPAN wykonano eksperymenty:

1) Weryfikujace parametry techniczne sieci Cx-NET,

2) Wyznaczajace parametry eksploatacyjne systemu,

33 Pozwalajace usLalié optymalne konfiguracje systemu w kolejnych
etapach jego rozbudowy

Eksperymenty pierwsze] grupy polegaly na wykonaniu szeregu obliczen

bazujacych na =zasadach przesytania danych w sieciach lokalnych =2

dostepem CSMA-CD [2,3].

Druga { trzecia grupe eksperymentdw wykonano =za pomocsa anallitycznej

met.ody przyblizone] opisanej w [1,5]1. Dane do tych eksperymentdw

przyjeto z zaiozeﬁ.systemu KOMPAN dotyczacych: liczby 1 typu stanowisk

pracy, rodzaju przesytanych sieciz danych (transmisje interakcyjne 1

transmisje zbiordw) 1 czestosci ich przekazywania pomigdzy stacjamd,

rodzaju wykorzystywanych usiug sieciowych itp. [6]1.

Wszystkie eksper ymenty wyzZnaczajace parametry eksploétacyjne
systemu zostaly wykonane, dla przewidywansj jako kotticowa wersji systemu
v drodowisku sieciowym o pokazanej na rys. 3.1 kenfiguracji. w warunkach
najwiekszego obciatenia sieci, tzn. gdy siecia Jest przesytranych duzo
zbiordw w krétkich odstepach czasu.

2.1. Omdwienie badan
W punkcie tym podano Jedynie krotka charazkterystyke

przeprowadzonych badarft, natomiast doktadny opls poszezegdlnych

gksperymentdw, uzyskane wyniki oraz ich oscena znajduje sig w £471.

Paranetry techniczne s i eci

Zwerymikowaoo dwa podstawows paranetry techniczne steci  Cx-NE

szybkodd transmisjii rdwna 1 Mbrs/s oraz diugodd ramki rdwnz T1LE2 bajlow.

tym celu wyznaczdno obcizzenie 2

i przy transmi=zjil zbhiordw rdézne])
diugosci (od 1 kB do 512 kBD. Jakso kryiterium poprawnego doboru wartodct

parametru przyjete, Ze obciaZenie =zieci nie powlinne prazoikraczad 20% jed
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teoretycznej przepustowodci.

Ma podstawie uzyskanych wynikdw stwierdzono, 2Ze obowiazujace w sieci
Cx~NET: szybkod&d transmisji i diugoesé ramki gwarantuja jej poprawng
prace w systemie KOMPAN.

Parametltry ek sploatacyjne KOMPAN"'a

Ta, grupe eksperymentdw przeprowadzono W celu oszacowania
maksymalnej- intensywnodcl zgtoszen uzytkownikdw pe ustugi siéclowe oraz
ustalenia dopuszczalnej diugosci zblord¥ przesyranych przez sied.
Maksymalma intensywnos$d zgioszenr uzytkownikdw zostatra wyznaczona w
zaleZnosci od przepustowosci i opdZnienia tranzytowego sieci,
otrzymanych przy transmisji zbiordw o rdézZnych diugosciach. Ma podstawle
uzyskanych wynikdw C(rys. 3.2, 3.3) ustalonc, jako obligatoryjna dia
dalszych eksperymentdw, intensywnodd zgroszen, przy kildrej nie sa
przekroczone oble miary Ctabala 3.10.
Dopuszezalnz diugosd zbiordw przesyianych przez rdéznych uzytkownikdw
wyzZnaczono w oparciu o przepustowosd (rys. 3.43. Stwierdzono, ze przy
zakladanej konfiguracji sprzetowo - funkcjonalnaj KOMPAN’a (4 stacje
centralne, 8 stanowisk projektowych, 18 stanowisk administracyjnych
depuszoezalne diugescl zbiordw wynosza odpowiednio:
-~ 812 kB dlz stanowiska projektowege,
- 18 kB dla stancwliska administracyjinego,
co w pelni odpowlada polrzebom tege systemu [83.

Hownfig Hroac J e s ystemnmu KOMP AN
Poniewas konfiguracja sprzetowa sieci ma byd rozwijana rdwnolegle z

zasobdw programowych L. CBD systemu KOMPAN, przeprovadzono

padania ustalajace optymal ne konfiguracje systemu na

poszezegdlnych etapach jego rozbudowy. Dia wykonania tych badaf przyjste

- sesja trwa sSrednio 30 minut,

- na stanowlskach projektowych sz przesytane dosz bazy danych zbiory o
drugosei B12 kB (dwe razy w ciagu sesjid, a na adwinistracyjnych o
diugosci 18 kB (8 razy w clagu sesjid,

- pozostalte transmisje (poczta elektroniczna, biuletyny itp. > wymagaia
ok, 10 % czasu wykorzystania siecl przez poszczegdlne stanowlsk:.

Po wyzZnmaczeniu crasdw iransmisji zbiordw na rdznych stanowiskach, pray

czenlu CBD, uzyskano i1lodd stanowisk projek

zatozonym rozmies

adnd nl stracyjnych w zaleZnosci od iiczby funkecjonujacych

centralnycht: Ctabela 3.25.



¥ymagani a n a pamied dyskowa

Przewidywane zapotrzebowanie na pamieé dyskowa systemu KOMPAN
wynosi ok. 170 MB, z czego 130 MB dla przechowywania ’projektowej’ bazy
danych, a ok. 40 MB dla bazy ‘administracyjnej’ [8). Przeprowadzone
wczedniej eksperymenty pozwéliiy ustali¢ rozmieszczénie baz danych w
stacjach c¢entralnych, dziekl czemu uzyskano wymagania na pojemnosd
dyskdéw twardych dla tych stacji. Okazato sie, z2ze aby =zrealizowad
zapotrzebowanie systemu na pamied masowa z zalecanym rozmieszczeniem CBD

nalezy posiadad dwa dyski po 80 MB kazdy oraz jeden 40 Mbajtowy.
4. PODSUMOWANIE

Badania analityczne sieci lokalnej Cx-NET pozwolily w peini ocenid
Jjakodd Jed funkc jonowania w warunkach rozZproszonego systemu
przetwarzania danych KOMPAN.

Uzyskane z eksperymentdéw wyniki potwierdzity trafnodé wyboru tej sieci
dla potrzeb KOMPAN'a. Speinia ona wszystkie stawiane przez projektantdw
systemu wymagania w sposdb zadowalajacy.
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HCCIEOOBAHNST OTHOCUTENBHO NPUTOOHOCTH MWKPOKOMIIIOTEPHOR TOKANBHOR
CETH 1ONET B CHCTEME PACNPEJOENEHHOHR OBNABOTKH JAHHmX “KOMPAN®

B pabore npeAcCTaBNeHa KONHYSCTBHEHHAS OUEHKa CBOKCTB NOKanbHOh
komrpoTepHolt cetn 1ONET nepcoHanbHbIX HMHKPOKOMIBIOTEPOB COBMECTHMBIX < IBM
PC XT/AT ¢ TOYKH 3pEHHS € MNPpHMEeHHEeHHN B cHcTene KOMPAN.

PaccrOTpeHs pPeMeHHS KOMMYHHKAaIHH peanHsoOBaHHBIX KakK annapaTHer (MeTon
gocTyna X <¢8THD, TaxK ¥ NporpamMMHbM(CEeTEeBHE MeXaHH3Mb TPaHCHHCCHHINYTEN.

Tabela 3.1. Intensywnos$é zgloszenh dla rézZnej kategorii uzytkownikdw

ad) wartos$é maksymalna zalezna od przepustowosci
b)Y wartofd maksymalna zalezZna od opdzZnienia tranzytowego
¢) wartodd przyjeta dla nastepnych eksperymentdw

Table 3.1. Entries rates for the various classes of users

2d) maximal values determined in dependence on the throughput
b) maximal values determined in dependence on the transit delay
¢) the user entries rates as values for next experiments

Dt ugodd Intensywnoscé zgioszen [1.-8] Typ
zbioru [KBI A5 B e stanowiska
o} 11 18 .18 administra-
18 i2 13 1.8 cyjne
32 143} 14 18
B4 1,4 1.7 110 projektowe
128 ’ i 110 120
286 1718 114 1730
512 130 120 180

Tabela 3.2. Dopuszezalna liczba @ stanowisk dla rd2nych konfiguracji
systemu KOMPAN

Table 3.2. Admissible number of staQ}ons of the KOMPAN system

=

Typ stanowiska Liczba stacjl centralnych
podlegtego = 5

projektowe 4 & & 4 8 2] 4 5 =]

administiracyine 14 7 i 168 10 S 24 18 s}
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ZARZADZANIE WARSTWA KOMUNIKACYJNA SIECI KOMPUTEROWEJ

W artykule przedstawiono ogdélny model zarzgdzania warstwg komunika-
cyjng w DTE sieci komputerowej. Podstawowym celem zarzadzania jest
niedopuszczenie do negatywnych skutkéw przecigzenia sieci. Jako
przykzad przedstawiono mechanizmy ochronne warstwy sieciowej w mi-
krohoscie realizowanym przez Centrum Obliczeniowe.

1. WSTEP

Zarzgdzanie warstwg nie podlega standaryzacji w opisie modelu
IS0/CSI 31, stgd literatura np.[l,Z], dotyczaca sieci komputerowych nie
precyzuje blizej tych funkcji. W konkretnej implementacji nalezy okre-
8§li¢ nastepujace zagadnienia:
- cele zarzadzania warstwa,
- funkoje realizowane przez zarzadzanie warstwy,
- wepl¥praca z zarzadzaniem warstw sgsiednich i zarzadzaniem globalnym.

Celem artykufu jest préba zdefiniowania ogdélnego modelu zarzadzania
warstwg, ktéry byiby przydatny dla warstw komunikacyjnyvch, tj. od linio-
wej do transportowe] wigcznie., W artykule przedstawiono réwniez przykad
implementacji zarzagdzania dla warstwy sieciowe], bédqcej elementem mi-
krohosta realizowanego obecnie przez Centrum Obliczeniowe.

2. CELE ZARZADZANIA

Jednyﬁ z podstawowych celdéw zarzadzania jest zapewnienie poprawne-
go zachowania sie warstwy w warunkach konkretnej implementacji poczawszy
od wkgczenia urzadzenia do sieci az do korca pracy. Standardy protokoZdw
kazde] warstwy wydajg sie catkowicie gwarantowad poprawng transmisje da-
nych, jednakze abstrahujg od ograniczend implementacyjnych, jak np.
ograniczenie pamieci lub bXedy sprzgtowe i programowe. Brak kontroli
moze doprowadzié do sytuacji w ktérej warstwa nie moze wystaC ani przy-
jaé zadnej jednostki protokdérowej. Poniewaz moze sie to zdarzy¢ w dowol-

¥FCentrum Obliczeniowe Politechniki Wrockawskie]
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nej chwili czasowej,warstwa moze zachowywaé sie nieoczekiwanie, tzn. wy-
staé¢ pewne komunikaty do warstiw wyzszych, a do sieci nie)lub odwrotnie
(np. z powodu braku pamiqci). Doprowadzié to moze w najgorszym przypadku
do utraty informacji lub blokady,lub co najmniej do znacznego pogorsze-
nia pracy sieci jesli wymuszone bedg retransmisje, Jednym z podstawowych
celéw zarzgdzania warstwg powinno by¢ zabezpieczenie ﬁrzed tego rodzaju
zdarzeniami,.

Zarzgdzanie moze réwniez zmieniaC efektywnosé dziarania sieci drogg ste~
rowania przeptywem. Korzystajgc z dostepnych danej warstwie Srodkéw moze
ona przyspieszaé lub zwalniaé strumien przesyZanych przez nig informacji.
Uzalezniaé to powinna od aktualnych parametrdéw jmkosci sieci oraz od in-
nych danych, jak np. Zadan uzytkownikiw, ’

Istotnym zadaniem szeroko pojetego zarzadzania Jjest zbieranie danych

o zdarzeniach wystepujacych w warstwie i ich parametrach. Dane te wyko-
rzystywane sg w trybie on-line i off-line., Tryb on-line oznacza, ze da-
ne zdarzenie wywoXuje natychmiastowg reakcje ze strony warstwy, natomiast

tryb drugi wykorzystywany jest dla celéw statystycznych i badawczych.

5. NARZEDZIA I METODY ZARZADZANIA

¥ zarzgdzaniu warstwg mozna wyrdiniaé nastepujace problemy:

- zbieranie i pamietanie informacji dla celdw zarzadzania,
-« $rodki oddzia¥*ywania na otoczenie,

- inicjacja akcji zarzadzajacych,

~ algorytmy decyzyjne zarzadzania,

Zarzgdzanie kKorzysta z danych znajdujgcych sie w strukturach lokal-
nych wezXa niezbednych dla poprawnego przepiywu informacji przez warstwe
zgodnie z zaleceniami i protokdétami ISO/0SI. Pierwszy z tych probleméw
polega na zdefiniowaniu w ogdélnej strukturze danych lokalnych warstwy
dodatkowych danych niezbednych do przechowywania wybranych mformacji
dla celdw zarzadzania, a tdwe okreslenia momentu i sposobu ich aktuali-
zacji. Oczywiscie lckalizacja tych dodatkowych danych powinna byé roz-
proszona 1 zwiazana na 0g06% z najnizszg rozrdéznialng jednostks cisgu
informacxﬁnego na danym poziomie. Na przykiad dla warstwy linicwej ta-
kg Jjednostky jest linia, a dla warstwy sieciowej - poxgczenie, Czesé
z tych danych nie zwiazanych z taka jednostka moze by¢ zlokalizowanych
w danych globalnych warstwy.

Dla warstwy sieciowej struktura danych dla zarzadzania zostaXa przedsta-
b
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Tabela 1

Rodza] informacji Moment aktualizacji Lokalizacja
Liczba zajetych Pobieranie i zwal-

buforéw " _nianie buf Globalna
Liczba typdw Odebranie pakietu N P
pakietdw danego typu 2, pozgezenlu
Liczba typdw Odebranie prymitywu .
prymitywow danego typu & popessiin
Kody ‘diagnost. Odebranie pakietu N oraczeniu
Przyczyny btedu - CLEAR, RTSET, RESTART 4 potaced
Czas przyjscia " Odebranie . .
ostatniego pak. pakietu & polgezenin

Kolejnym problemem, wymagajgcym okreslenia sz $rodki, ktdérymi za-

rzadzanie moze sie postugiwaé aby oddziarywac¢ na otoczenie. Mozliwe sg

nastepujgce rozwigzania:

- wykorzystanie srodkdéw danych przez protoké: warstwy w celu oddziatywa-

nia na blizniaczg warstwg w zdalnym DTE,
- zdefiniowanie dodatkowych prymitywdéw lokalnych,
cji z sgsiednimi warstwami,

- okreslenie wspéipracy z zarzadzaniem globalnym DTE/DCE.

stuzgcych do komunika-

Przyktadowo zarzadzanie warstwa sieciowg minihosta moze komuniko-

waé sie z otoczeniem wykorzystujac:

- pakiety RR, RNR, RESET, CLEAR, RESTART, ktdérymi moze wstrzymac transmi-

sje pakietdw z danymi na dowolny czas, zerowa¢ poXaczenie, aw skraj-

nych przypadkach roztgczyé jedno lub wigce] poXaczer,

- prymitywy lokalne do warstwy liniowej oraz do warstwy transportowe]

za pomoca ktérych blokuje sie nadsytanie prymitywéw z danymi (mech

nizm regulujgcy przepiyw danych na siyku warstw),

- komunikaty do zarzadzania globalnego realizowane na wzlr prymitywiw

miedzywarstwowych.

Zarzgdzanie warstwa w oparciu o posiadane informacje oraz mzy uZ

ciu zdefiniowanych wczednie] $rodkow oddziaZywania
procedury, 2z ktdrych najwazniejsze to:
- Jstawienie stanu gotuowoscl

usiug warstw nizszych. Ini

- Jlnn;g:

izuje ockreélon

a=-

v

e
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~ Zmniejszenie napiywu danych z warstwy nizszej z powodu trudnosci wy-
sXania prymitywdw. Inicjacja samoistna.
- Zatrzymanie naptywu danych ze zdalnego DTE na okreslonym poXaczeniu
z powodu trudnej sytuacji w gospodarce pamiecig. Inicjacja samoistna.
- Zerowanie jednego lub kilku poXagczen w celu zwolnienia pewnego obszaru
pamieci niezbednego dla poprawnego zZrealizowania jakiejs -operacji
w warstwie. Inicjacja samoistna.
- Rozigczenie jednego lub kilku ?ochzeﬁ nieaktywnych aby umozliwiC na-
wigzanie nowego potaczenia. Inicjacja samoistna.
- Restart warstwy w przypadku uszkodzenia struktury danych. Inicjacja
samoistna lub globalna.
Oprdécz tego rodzaju samodzielnych dziatan niekitdre akcje zarzadzania
warstwg mogg by¢ inicjowane przez zarzgdzanie globalne poprzez odpcwiea-
nie komunikaty. Wyzej przedstawione akcje moga byé rozszerzone ¢ inne
procedury w zaleznosci od stopnia zXozonosci zaimplementowania protokoZu,
tzn, czy zrealizowano jedynie obowigzkowy protokd, czy tez zaimplemento-
wano wszelkie mozliwe opcje tego protokotru. W tym drugim przypadku zarza-
dzanie ma wicksze mozliwosci wpiywu na otoczenie; ale takze dodatkowe o~

bowigzki sterowania przepXywem, negocjacji parametrdw jakosci usiug itu.

4. ZAKONCZENIE

Funkcje zarzadzania warstWg nie sg. zdefiniowane w protokoYach po-

szczegdlnych warstw. Moga one wydawaé sie zbedrs przy pracy w nieprzsci
(=] o< < T J F o

zonej sieci, braku b¥eddw zardwno w hardwerze jak i softwerze i przy nie-
ograniczonej pamieci. Dlatego przy projektowaniu urzadzern sieciowych
czesto problemy zwigzane z zmarzsdzaniem zardwno globalnym jak i poszcze-

g6lnymi warstwami ss czesto pomijane. W warunkach realne]j precv mozs O~

kazac¢ sie, ze tylko dobrze zaprojektowane zarzadzanis moze uchronié

sie¢ przed niekontrolowanym upadkiem lub co najmnie] nieefektywaym dzia=

taniem, co bardzo obnisa ocene dziaXania sieci w oczach uzyitkownika.
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Layer Management of a Computer Network

In the paper a layer management service of a communication network
is considesred. Two major problems of it are pcinted out: conges-
tion and deadlceck. The management service of network level is
shown as an example.
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sieci komputerowe, teleinformatyka
*
Zbigniew HULICKI

KRAKOWSKA AKADEMICKA SIEC TELEINFORMATYCZNA -
KONCEPCJA I ZALOZENIA PROJEKTOWE

W pracy przedstawiono koncepcje oraz zatozenia projektowe sieci
teleinformatycznej dla potrzeb uczelni Krakowa, Uwzglednia ona
aktualne warunki ekonomiczne oraz mozliwosci szkdér wyzszych,

a takze istniejqce, przede wszystkim technolog*cbne, ograniczenia,
Zbadano rdéwniez mozliwosci ewolucji sieci oraz jej perspektywiczne
zastosowania,

1. W3STEP

Rozproszenie zasobdw komputerowych juz od diuzszego czasu wywoiuje
i potsguje potrzebe ich integracji. Jest ona szczegdlnie istotna tam,
gdzie praca zalezy od wielu stuzb oraz informacji zbieranych z rdznych
iZrdédet. Rozwigzaniem jest sieé teleinformatyczna umozliwiajgca intensy-
fikacje dziaXalnosci instytucji oraz zmniejszenie kosztéw komunlkacgi

(wewnetrznej i zewnetrznej) 1], ], [5], kl, [7].

2. ZALOZENIA PROJEKTOWE

Zasoby komputerowe krakowskich uczelni sg zdecentralizowane i po-
nadto rozproszone W obrebie calego miasta (zob. [5] ). Brak wzajemnych po-
Yaczeri prowadzi do stabego (w pordwnaniu z potencjalnym) wykorzystania
sprzetu oraz do ograniczenia liczby i rodzajdéw ustug, ktdre mogiyby bydé
potencjalnie dostepne. Brak mozliwosci zaspokojenia wszystkich potrzeb
uzytkownikdéw oraz rdznorodnosé sprzetu i oprogramowania wymuszajg szuka-
nie nowych rozwiazan prowadzgcych do wykorzystania rezerw mocy oblicze~
nicwej, wymiany oprogramowania, baz dynych itd. W tym celu analizuje sie
mozliwosci budowy akademickied sieci komp

J integrujacej zasoby
informatyczne poszczegdlnve

<

perspektywie, rdéwmiez

instytutdw naukowo-badav stworzenie jed-




AGH, UJ i innych uczelni, oraz umozliwi dostep do powszechnej sieci

z komutacja pakietéw[7] oraz Krajowej Akademickiej Sieci Komputerowe}] P],

B], 5] Instalacja projektowanej sieci komputerowej powinna umozliwid:

- dostep z dowolnej korcdwki (np. LSBT, TTY, itp.) do kazdego komputera
dotaczonego do siecl oraz do wszystkich rodzajéw usitug (biblioteki
oprogramowania, bazy danych itd.), tzn. peing wzajemno$é potaczer,

- wspdlne uzytkowanie miejscowych drogich urzadzend peryferyjnych (dru-
karki,. plotery, itp.),

- zcentralizowang realizacje dostepu do powszechne} sieci z komutacjs
pakietdéw oraz sieci KASK i innych sieci,

- zwolnienie central telefonicznych z zadar transmisji danych tak szybko
jak to bedzie mozliwe,

- wysokg niezawodnosé oraz szybkosé transmlsji danych z koricéwki uzytkow=
nika nie mniejszg niz 9.6 kBaud,

- minimalizacje opdZnien transmisyjnych oraz przestojdw sieci,

- mozliwos$¢ zaspokojenia wszystkich potrzeb dotyczgcych komunikacji
w obrebie projektowanej sieci przynajmnie] w ciggu 15-tu lat po jeJ
uruchomieniu,

Projektowana sieé powinna rdéwniez odpowiadaé zaleceniom IS0/0SI dotycza-

cym tzw., otwartej struktury sieci (zob. E]) oraz wykorzystywaé dostepny

w kraju sprzet {urzadzenia, wyposazenie).

3, WYBOR PODSIECI KOMUNLKACYJNEJ

W projektowanej sieci mozna przyjgé jedno z kilku podstawowych,
konkurencyjnych w stosunku do siebie rozwigzan podsieci komunikacyjnej:
- wydzielona automatyczna centrala telefoniczna Eh},
wydzielona sied¢ z komutacjg pakietdw, wykorzystujgca protokdr X.25,

4

~ szerokopasmowy kabel wspdXosiowy, tzn., rozwiszanie typu sieci ETHERNET
lub sieci petlowej (zob,[b]),
- system szerckopasmowy typu CATV {Community Antenna Television)(zob, &]L
- system radiowy z komutacljg pakietdw (zob. [6] ).
Doktadng analize przydatnosci powyzszych rozwigzan podsieci komunikacyj-
nej dla lokalnych uczelnianych sieci komputerowych przedstawiono w pracy
E]o Wykazano tam, zZe w przypadku poszczegdinej uczeln:i, Jjak rdéwniez sSro-
dowiska miedzyuczelnianego, najbardziej korzystnym rozwigzaniem w warun-
kach Krakowa jest svs*tem typu CATV. Jest on znany od ponad 20 lat. Wypo-
sazenie konieczne do instalacji systemu jest produkowane masowo., Z elek-
trycznego punktu widzenia, podsieé komunikacyjna oparta na tym systemie
jest w stanie obJjaé obszar o Srednicy do 50 Km (zob. BJ) tatwosé rozbu-

3
dowy oraz implementacji takiej sieci zwieksza jej atrakcyjnodé w pr

padku diugofalowego planowania rozwoju 1 dziatalnodci poszczegolnych
. ¢ v T
uczelni. Ten system nie jest niestety pozbawiony mankamentcw (zobe. 41
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dotyczacych np. dostepu do kabla w ramach protokoiu CSMA/CD, a w szcze=-

gélnosci wptywu opdzZnieri propagacji sygnalu na mechanizm wykrywania ko=

lizji. Zmniejszanie sie kosztdw mikroprocesordw powinno zwiekszaé konku-
rencyjnos¢ tego systemu w stosunku do pozostatych rozwigzar podsieci ko-
munikacyjnej [4], [6] .

4, INSTALACJA SIECI KOMPUTEROWEJ
4,1, Pierwszy etap implementacji sieci

W pierwszym etapie instalacji sieci przewidziano polgczenie caXego
sprzetu (o istotnym znaczeniu) w celu uzyskania doswiadczer przy wstep- .
nej eksploatacji systemu. W tym celu nalezy wykorzystaé istniejgce i eks=-
ploatowane gcza 8C0 "Cyfronet" oraz czasowo wydzierzawié jedynie trzy
dodatkowe tgcza z powszechne]j sieci telefonicznej. Ta prosta konfigurac-
Jja powinna by¢ stosunkowo niezawodna., Diugo$é gidwnych tgczy bedzie sie
wahaé od 0.3 do 6 km, natomiast pozostatych od 1.2 do 12 km. W celu wy-
korzystania peinej mocy obliczeniowej gidwnych komputerdéw przewidziano
zastosowanie procesorow czotowych.

4,2, Instalacja sieci szerokopasmowej

Druga faza implementacji sieci miedzyuczelnianej powinna rozpoczaé
sie jednoczesnie z pierwszg (wyzej opisang). Obejmuje ona potozenie kabe
la wspbtosiowego miedzy AGH i §CO "Cyfronet" oraz Jego przédluzenie do
UJ 1 AR, Ten etap winien zakomnczyé sie okablowaniem budynkéw ww uczelni.
Jednoczeénie nalezatoby w $CO lub AGH zainstalowaé radiowe urzgdzenia te-
letransmisyjne umozliwiajace przy pomocy kanatdéw radiowych dostep do sie=-
cl szerokopasmowej Jej pozostatym uzytkownikom. Przewidziano réwniez cza-
sowe zastosowanie komutowanych polqcieﬁ modemowych sterowanych mikropro-
cesorowo do tych maszyn, ktére nie zostalyby od razu wigczone do sieci
szerokopasmowe]j. lgcza dzierzawione beda wykorzystywane do zakoriczenia
instalacji catej sieci, co pozwoli poréwnaé je z mikrofalowymi aczami
radiowymi, ocenié¢ zasadnosé ich stosowania w projektowanej sieci oraz
qzyskaé doswiadczenia w praktycznej eksploatacji systemu szerokopasmowe-
go 1 réznych technik komunikacji komputerowej. Rozbudowa sieci obejmuje
brzedluienie kabla wspétosiowego z AGH do WSP i PK, a w perspektywie do
AE 1 AM, Na tym etapie rozwoju sieci przewidziano instalacje sprzegu sie-
ci szerokopasmowej z sieclg KASK, z powszechng siecig z komutacjg pakie=-
téw i 2z innymi sieciami. AZeby uniknaé zakidcer: wystepujacych w Xgczach
miejscowych, implementacje tego sprzqgu przewidziano w migdzymiastowej
centrali telefonicznej. W przyszlosci szerokopasmowa sied miedzyuczelnia-
na powinna objgé jedna lub dwie uczelniane lckalne sieci komputerowe,

czyli cato$é zasobdw, zapewnlajac tym samym realizacje wszystkich potrzeb
frodowiska akademickiego dotyczacych komunikacji komputerowej, przetwa=



rzania informacji oraz baz danych.
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DATA COMMUNICATION NETWORK FOR THE UNIVERSITIES IN CRACOW

The reasons of development as well as the design aspects of a data
communication network for the universities situated in the city of
Cracow are considered. A solution is based on the actual economic
conditions and possibilities of these institutions and takes into
account technological limitations. Trends of evolution and further
application of this network are examined too.
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PROBLEMY SYNCHRONIZACJI W STACJI TRANSFERU ZBIOROW
SIECI KOMPUTEROWEJ KASK

W pracy =zostaly omdwione sposcby synchronizacji procesdw w stacji
transferu zbiordw sieci komputerowej KASK na tle ogdlnych metod syn-—
chronizacji procesdw oraz uwarunkowar dSrodowiska, w ktarym stacja
transferu zbiordw powstata. Przedstawiono model synchronizacji pro-
ceséw 1 jego realizacje na potrzeby stacji. Krotko omdwiono =zalety
proponowanego podejscia.

1. PROBLEMY SYNCHRONIZACJI w STACJI TRANSFERU ZBIOROW

Wraz =z poustaniém mozliwosgci 1 potrzeb tworzenia oprogramowania
zlozonego z kilku procesdw traktowanych jako programy sekwencyjne, poia-
wita sie koniecznosd ich Synchronizécji. Korzystaja one zazwyczaj z pe-
wnych wspdlnych zasobdw, do ktdrych dostep w danej chwili moga mied tyl-
ko niektdre z nich (czesto tylko jedern). W przypadku tuorzenia programiw
dziatajacych wspdibieznie, ich twéf:y znajduja sig w nastepujgcej sytua-
cji: =z Jednej strony dostepny jest im zbldr metod synchronlzacji, z dru-
giej strony, 4rodowisko programowe dostarcza pewne mechanizmy, pray po-
mocy ktédrych mozna synchronizowad procesy. Ustugi dostarczane przez sys-—
tem operacyjny (drodowisko) nie musza byd gotowymi do wykorzystania me-
chanizmami synchronizacji. W wiekszoscl przypadkdw charakter oprogramo-
wania narzuca wybdr pewnych metod synchronizacji.

Wydaje sie, Ze wspdipracujgce procesy mozna podzielid na dwie grupy
FHznigce sie sposobem synchronizacii:

1. procesy, ktdre =zasadniczo pracuja niezaleznie, tzn. praca innych
procesdw nie jest potrzebna do ich wtadclwego dziataria, korzysta-
jac Jedynie od czasu do czasu ze wspdlnych zaschdw £rodowiska (dru-
karek, dyskdw itp.). Przydzlatami tych zasochdw zajmuje sig nadzorca

systemu, rozwizzujac problemy synchronizacjil,

%
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2. procesy, ktdére wspdipracujgc ze sobg wymienlaja przetwarzana infor-
macje (Np. procesy bedace implementacja tej samej warstwy sieci pra-
cujace w rédznych komputerach).

Stacja tranmsferu zblordw, =zostata zaprojektowana jako zbiér wspot-
pracujacych ze soba akcji 1 podakcji (proceséw). System moze powodowad
przechodzenie procesdw w stan "niegotowe®, jezell musza one na cod$ cze-
kad. 2 Jjednej strony, oczekiwanym zdarzeniem moze by¢ na przyklad: =za-
korczenie operacji wejdcia-wyldscia, odebranie adpouiedzl od operatora,
uptynigcie pewnego odcinka czasu, uzyskanie mozliwodci modyfikacii zbio-
ru przetwarzanego rownoczesnie przez wiele zadan. Z drugiej =zad strony,
proces moze sama przechodzid w stan zawleszenia, oczekujac na reallzacje
pewnego =zdarzenia, uzale?nionega zazwycza) od wykonania é$cidle ustalo-
nych czynnoscl przez wspdtpracujacy z nim inny proces.

W stacji tramnsferu =zblordw procesy wspdipracuja ze soba rdéznie,
tzn. przez dostep do wspdlnych =zasobdw 1 przez wymiane komunikatduw.
Rowniez ich synchronizacja jest zrdznicowana 1 odbywa sile czedciowo bez-
posrednio przez system operacyjny i czedciowo przez stosowanie mechani-
zmidw utworzonych tylko nma potrzeby stacji. W stacji mozna wskazacd naste-
pujgce miejsca, w ktdrych nastepuje synchronizacja procesduw:

1. Stacja wysyta i odbilera tredc przesytanych zbiordw. Musi bycd wilec
rozwlgzany problem dostepu do zblordw przez.stacje 1 inne progra-
my.. W tym przypadku skorzystano z systemowego mechanizmu synchro-
nizacji makroinstrukcje supervisora ENQ | DEQ z odpowiednia nazwa
regionu krytycznego [41),

2. 2e stacja wspdipracuja programy uruchamiane przez uzytkownlkow éys-
temu transferu zblordw, ktdre wpisuja =zlecenia do kolejki. W tym
przypadku rdunlez skorzystano 2z systemowego mechanizmu reglondw
krytycznych ustalajac wltasna jego nazwe,

3. Stacja komunikuje sie z inng stacja. Tutaj synchronizacje zapeunia
zastosowany protokdt transferu zbiorow [5],

4. Procesy wchodzace w sktad stacjl komunikuja sie wedlug wtasnych

zasad.
Proces gidwny o nazwie STEROWANIE nadzoruje prace stacjl, pobiera

zlecenia z kolejki zlecen, poéredniczy w przesytaniu komunikatdw do sle-
ci oraz komunikuje sig z innymi procesami stacji, ktdrymi sa:
a) proces 2EGAR imfarmujgcy o uptywie kolejnego kwantu czasu,
B) procesy o nazwie TRANSFER (praktycznie w doweolnej liczble), ktdare
realizujay protokd? transferu zbiordw

Utworzenie takiej struktury wynlkilo gidwnie =z mozliwodc! podziatu

funkcii pomiedzy poszczegdlnymi modurami (procesami) orzz 2 tedo, ze sy-

ctem OS-MVT dgostarcza srodkdw do SLOSUMKOWS

robiemy, ktdre twdrocy musiell rroz-

wieloprocesarowych ‘wspdibi
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wigzad sami to:
a) definicja wspdlnych struktur danych,
B) definicja wtasnego modelu synchronizacji zgodnego z potrzebami |{

mozliwngciami realizacyjnymi.

DYSKI
p
u}
e S TRANSFER
S
A STEROWANIE
C2Z2E ‘ ) ,
z c proces glowny
E I e TRANSFER
N A
I
E
2EGAR
Rys 1. Struktura stacjl transferu zbiordw

2. MODEL SYNCHRONIZACJI PROCESOW

Przyjeto, 2e procesy bed3y przesytad pomigedzy soba Zadania wykonania
pewnych dziatan przez dwa kanaly logiczne (po jednym dla kazdego kierun-
ku). Kazdy kana!, do ktédrego maja dostep dwa procesy (nadawca i odbior-
ca), moze sig znajdowad tylko w jednym z dwdch standw:

1. kanat wolny - wtedy proces nadajjcy moze zainicjowad Zadanie wy-
konania pewneqgo dziatamia (zbidr mozliwych 2zdan jest ustalony).
Zadanie spowoaduje zmiang stanu kanalu na =zajgty 1 uaktywnienie
odbiorcy (jedli byl zawieszony),

2. kanat zajgety - wtedy proces odbierajacy moze wykonad 2zadane dzia-
tanie zmieniajac stamn kanatu na wolny (po jego =zakohczeniuw . W
tym stanle proces nadajacy nie moze iniﬁjouad nadania kolejnycn
2adan.

W dowolnej chwili kaz2dy =z procesdw moZe odczytywad stamn kanafu
Istotng cecha =zastosowanego modelu synchronizacjil jest to, Ze 2Zaden =z
‘procesdw nie musl czekad ani na dotarcie 23dania do odbiorcy, anrni na co-
starczenle 23dania od nadawcy. Ma to istotme znaczenie w przypadku., gay
proces STEROWANIE przesyfa do procesu TRANSFER dame majace hyd zapisene
na dysku, natomiast proces TRANSFER nie mo2e zdazyd tych danvch zapisad

na dysku.

3. REALIZACJA MODELL SYNCHRONIZACI I PROCESOW

Do realizaci! przedstawiomsgo modelu synchronizac)li wykerzystanc

nastegpujgce mechanizmy 1 makroinstrukcle supsrvisora systemu CSMY tieh
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petny opis mo2na znalezd w [4]):

1. ECB - 2zmienna, =z ktdora =zwilagzany jest mechanizm zawieszania |
uaktywniania procesdw (podakc]i). Zawartosd ECB wskazuje na to
czy jakld proces jest zawleszony, moze zostad zawleszony lub nie
zostanie zawieszony,

2.-PDST (ECB) - makroinstrukcja supervisora, ktdra uaktywnia proces
zawieszony lub =zapoblega =zawieszeniu takiego procesu, gdy ten
wykona makroinstrukcje WAIT (ECB). Proces identyflikowany jest
poprzez nazwe ECB.

3. WAIT (ECBY ~ makrolnstrukcja powodujaca =zauwleszenle danege
procesu, az do momentu wykonania przez inny proces
makraoinstrukcji POST (ECB) . Oczywidcie proces nie bedzie

zawleszony, gdy " wezednie] zostata wykonana makroinstrukcia
POST CECBD .
Jak moZzna sie domyslid, wartodd zmiennej ECB ustawiama jest przez
system operacy jny.
Po to by wykarzystad opisane wye]j makroinstrukcje w celu

realizacii przedstawionego modelu synchronizacji, =zdefiniowano wspding

strukture danych. Ponize] zostata ona pokazana dla pofaczenia
TRANSFER-STERDWANIE @
type :
DZIALANIE = (puste,dzia!aniei,..,dziaianien); {odpowiaga

ECB = integer; stanowi kanalu;

POLE _SYNCHRONIZACJI = record
2cb_stsrowanla,

ech_transferu : ECBj
kanal_transfer_sterowanie : DZIALANIE;
end; .

Na zmiennej x typu POLE_SYNCHRONIZACJII proces STEROWANIE dziafa

wedtiug nastgpujacego schematu:

with x do
begin
ech_sterowania := 03
wykonaj_poczgteks
while true do
begin

walt (ecb_sterowanial;
ech_sterowania z= 0j
{jesli ecb_sterowania=0, to wykonanie walt{ecb_sterowanial
| powoduje zawileszenie procesu }
case kanal_transfer_sterowanie of
wolny : H

gziatanie,: if mozliwe wykonanie_dziarania, then
; begin '
wykonaj_dziatanie,

kanai_transfer
post (ecb_trans
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end; {case}

end; {while}

end; {with}

Natomlast proces TRANSFER moZe 23dac¢ wykonania pewnej dzlatania od

procesu STEROWANIE tylko wtedy, gdy wartosdc zmiennej kanat_transfer_ste-

rowanie = wolny, czyll kanat jest wolny. Analogicznie zostal

2definiowany kanal! dla klerunku przeciwnego.

Warto zauwazyd, ze:

proces nadajacy uaktywnia odbiorce, jedli ten jest zawleszony ara=z=
uniemozliwia jego =zawleszenie dopdki odblorch nie sprawdzi stanu
tego kanatlu,

2aden z proceséw nie musi aktywnle czekad w petli na 2zadanle innych
procesdéw, )

proces nadajgcy zawsze jest odwleszany (jesli byl zawleszony) przez
proces odblerajacy po zreallizowaniu 2adania (jest w ten sposdb

informowany o zrealizowaniu dzlatania.

4. PODSUMOWANIE

Przedstawlone sposoby synchronizac)i w stacji rtransferu zblordw

sprawdzity sie w praktyce, poniewaz-

a
b)

(=)}

(=)]

)

umo2liwity niezalezne uruchamianie poszczegélnych procesdw (Rys.
1,
nie doprowadzity nigdy do jakichkolwiek probleméw z synchronizacja
w stacji, ;

stacja, pracujgc w warunkach peinego obclazenia, wykorzystule
okoto 10% czaéu procesora, co wydale sle byd wlelkodcla
dopuszczalng,
metoda synchronizacji peini w oprogramowaniu stacji role metody
strukturalnej. Wprawdzie nie nastepuje syntaktyczne sprawdzenie
poprawnosci metody, ale tatwe jest (co bylo roblone) sprawdzenie
"reczne” tekstu programg,

jest jednolity dla cate] stacj! oraz innych komponentdw
cprogramowania komputera oblliczeniowego i nie zale2y od liczby
typdw dziatan.

Okazato slie tez, 2e mimo braku nowoczesnego jezyka do programowania

wspédibieznego (np. Concurrent Pascala), moZzna uzyskad podobny komfort

programowania stosujgc sie Jjecynie do pewunych regui programowania ‘[1]
(modut STEROWANIE zakodowany zostat w Pascalu 360 ).
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SOME SYNCHRONIZATION PROBLEMS IN FI'E TRANSFER STATION
OF COMPUTER NETWORK KASK

In the paper synchronization methods of processes in file transfer sta-
tion are described. These methods are compared with gemeral synchro-
nization methods. Advantages of proposed methods are shortiy depicted.

[TPOBJ/IEMMbl CUMHXPOHU3ALMM B CTAHLUMM TPAHCZEPA $ANJIOB
BbMMC/MTEJHOA CETYW KASK

B pafoTe TWpeACTasNAeTcs METOAH CUHXPOHM3IAUMM TPOUEeCCoP B  CTaHuuM
Tpancgepa ¢angop. MeToAH cpapHMPaeTCH C OSuUMM METORaMM CUHXPOHM3alyuu
Tpoyeccop. KopoTxo ofCyXaaHo AOCTOMHCTP2 TPEACTAPNSEMHX CTOCOLfoD.



Prace Naukowe Centrum Obliczeniowego

Nr9 Politechniki Wroctawskiej Nr9
Konferencje Nr 4 1989
Zbigniew HUZAR* ’ Metodologia programowania,
Zdzistaw SPLAWSKI * specyfikacja,
implementac ja

TWORZENIE OPROGRAMOWANIA SIECIOWEGO
- PROBLEMY METODOLOGICZNE I TEORETYCZNE "

Przedstawiono fazy konstruowania programu, interpretacje pojed
specyfikacji 1 implementacji, ich =zwiazki, wltasnoscli 1 sposoby
dowodzeni a. Omdwiocno problemy zwiazane =z wyborem metodologii
tworzenia oprogramowania oraz wyborem Jezykdéw specyfikacji i
programowania. Omdwiono niektdre sposrdéd tych zagadniet = w

kontekdcie systemdw reaktywnych, a nastepnie zilustrowano Jje
przyktadem specyfikacji 1 weryfikacji w CCS prostege protokotu
komunikacyjnego.

1. WSTEP |

1.1. Fazy konstruowania proqrarﬂu

Oprogramownie ma stanowid rozwiazanie probl emu pochodzacego =z
konkretnej dziedziny zastosowafs. Punktem wyjscia do twor zenié takiego
rozwiazania jest sformutowanie wymagan pt:zez uzytkownika oprogramowania.
Podeczas gdy program stanowli dobrze zdefiniowany obiekt, dzledzina
zastosowan zwykle taka nie jest. Dlatego wymagania uZytkownika, wyrazone
W Jezyku takiej dziedziny, sa najczesciej ~ w znacznym przynajmniej
stopniu -~ nieformalne. Budowa programu, o kidrym mozna twierdzid, zZe
Jest programem poprawnym, tzn. stanowiacym Trozwiazanie wyjsciowego
problemu, wymaga uprzedniego przedstawienia jego formalnej specyfikacji,
tzn. jednoznacznego i wyczerpujacego sformutowania wymagan uzytkownlka w
pewnym jezyku formalnym.

Z punktu widzenia inZynierii oprogramowania w konstruowaniu
programu mozna wyrdznid trzy fazy [21,25,881:

Specyfikacia s Projekl - Implementacia

£
Centrum Cbliczenlowe, Politechnika Wroclawska

Pracg zrezlizowano w ramach CPBR B8.13 “Budewa Krajow
o

Sieci Komputerowei"™, cel nr 52 "Formalne metody
konstruke ji oprogramowania siecicwego'.
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Specyfikacja, opisujac zachowanie programu z punktu widzenia
uzytkownika, stanowi ekstensjonalna charakterystyke programu. Opisuje
ona co program ma robié, bez zZadnych wskazdwek jak to osiagaé. Projekt
polega na ckresleniu struktury programu. Podejmowane sa decyzje jak
osiagad cel i sz one wyrazane przy uzyciu komponentdw, o ktér:ych wiadomo
co robia, bez wnikania jak to robia. Wreszcie implementacja polega na
okresleniu tego jak dziataja poprzednio uZzyte komponenty.

1.2. Relatywnosd pojed specyfikacii i implementacii

¥ praktyce kazda z wymienionych faz moze skitadad sie z wielu

etapé\g. przy czym niekiedy trudne jednoznacznie zaliczy¢ konkretny etap
do jednej z faz ([21,25,28]. Przykiadem umownosci tego, czy dany opis
traktowaé¢ Jjako specyf‘ika'cje czy Jjako lmplementacjev_jest f‘akt. Ze w
latach S0-tych program w Pascalu, czy tez w latach 80-tych program w
Prologu mogiyby by¢ traktowane jako specyfikacja implementacji tworzonej
w Fortranie. Przykiad ten wskazuje, Ze gdy na dany opis patrzymy =z
punktu widzenia sposobu jego dziatania traktujemy go Jjako program,
Jjezell zas$ aspekt ten pomi jamy, to traktujemy go jako specyfikacje.

Przyjmuje sie, 2e proces tworzenia oprogramowania skiada sie =z
ciagu krokdw [18,211:

. _SI—_’"' ——->51->51+1-—.... —---»Sn
z ktérych pierwszy S1 Jest specyfikacja wymagan uzytkownika, nastepne sa
kolejnymi Jego rozwinieciami, a ostatni Sn stanowi kolicowa,

implementacje. Schemat ten jest wygodny do rozpatrywania problemdw
tworzenia oprogr amowania. Doktadniej, beda rozpatrywane zwiazki
zachodzace pomiedzy dwoma sasiednimi poziomami tego schematu. Z tego
punktu widzenia obiekt S, bedzie traktowany jako specyfikacja, natomiast

i

Si+1 Jako implementacja.

1.3. Problemy

Ogélnie mczna wyrdznié problemy dotyczace:
- wyboru métodclogii przechodzenia pomiedzy poziomami;
- przyjecia ' na obu poziomach Si oraz Si +1 Jjednege badz " dwéch
Jjezykdw,

- rozumienia pojecia implementacji.

Celem artykuiu jest krétkie omdwienie wymienionych wyzej problemdw.

¥ dalszej czedci, w rozdziale 2, beda przedstawlions problemy zwiazane z

tworzeniem specyflkacii wymagan uzytkownikas, o iz 3 jesl ogdlnym

przegladem wymieniornyvch wyfed proble pozostate rozdziaty 4 1 8B

w Vontekdcle tLwoerzenia




2. TWORZENIE SPECYFIKACJI WYMAGAN UZYTKOWNIKA

2.1. Co opisuje specyfikacja?

Specyfikacja opisuje =zewnetrznie dostrzegalne efekty dziatania
programu. Mozliwe sa dwa sposoby rozumienia tych efektdédw (22].

Pierwszy zakiada, Zze obserwowalne sz zmiany standw Cwartosciowania
globalnych zmiennych) programu. Takie podejscie jest stosowane w
specyfikacjach programéw transformacyjnych 1 programéw reaktywnych,
wykorzystujacych do komunikac ji zmi enne dzielone. Progr%my
transformacyjne to takie programy, ktére dla pewnege zestawu dan'ch
produkuja pewien wynik, po czym koficza dziatanie. Specyfikacja w tym
przypadku wyraza zwiazek pomiedzy stanem poczatkowym a stanem kornicowym
programu. Programy reaktywne nie produkuja okres$lonego wyniku, lecz
reaguja na informacje kierowane do nich =z otoczenia, w ktérym
funkcjonuja C(przyktadem progaméw tego typu sa systemy operacyjne,
systemy rezerwacji biletdw, poczty elektronicznej itp.>. Specyfikacje
programéw reaktywnych ze zmiennymi dzielonymi opisuja =zmiany wartogci
tych zmiennych w czasie.

Drugi sposdb =zakiada, Ze obserwowalne sa interakcje pomiedzy
programem a jego otoczeniem, zachodzace w trakcie wykonywania programu.
¥ tym przypadku specyfikacja przedstawia zbidr ciagow interakcji, ktdre
moze dostrzec zewnetrzny obserwator programu [(9,14,19,201. Takie
rozumienie Jjest stosowne przy opisie progr amdéw reaktywnych,
wspdipracujacych ze swym otoczeniem poprzez wymlane komunikatdw.

2.2. Czym jest specyfikacia?

Obecnie w wiekszosci prac podwiecanych temu zagadnieniu
[13,18,22,28,29]1 jest wyrazany poglad, zZe specyfikacje nalezy traktowad
Jako teorie sformalizowana. Baza specyfikacji jest odpowiednio wybrany
system logiczny np. logika klasyczna pierwszego rzedu, logika modalna i
temporalna, logika klauzul Horns, rachunek rdwnosci algebraicznych 1
wiele innych. Specyfikacje tworzy sie poprzez dolaczenie do wybranego
systemu logicznego symboli i aksjomatdw pozalogicznych.

2.3. Sprawdzanie poprawnodci specyfikaci{i

Specyfikacja powinna w sposédb zadowalajacy opisywad rozwiazywany
problem, a o jej adekwatnosci decyduje oczywidcie uzytkownik, przy czym

srodki informatyczne moga go czedciowo wspomde. Pierwsza kwestia dotyczy

niesprzecznosci specyfikacji, natomiast druga - Jej zupeilnosci.
Cdpowiedzi na pierwsze pytanie - teoretycznie przyhajmniej w pewnym
zakresie - moZzna udzielid automatycznie, natomiast na drugie pytanie

mozna odpowiedzied tylkoc empirveznie. Decyzje podejmuje tu uzytkownik,



za$ komputer moze mu jedynie udzielid pewnej pomocy. Pomoc ta moze
polegac na wykorzystaniu techniki szybkiego makietowania lub
specyfikacji wykonywalnych [6,29].

Szybkie makietowanie polega na zbudowaniu mozliwie prostego
programub, ktéry dziata zgoanie ze specyfikacja, chociaz moze to czynid
bardzo nieefektywnie.

Specyfikacje wykonywalne wykorzystuje sie badZ do generowania
twierdzeri wyprowadzalnych w teorii stanowiacej specyfikacje, badz do
dowodzenia zadanych twierdzenn w tej samej teorii. W pierwszym przypadku
-uzytkownik stwierdza czy wygenerowane twierdzenria sa prawdziwe, tzn.
ma ja _w&aéciwa intefpretacje. w konkretnej dziedzinie =zastosowah,
natomiast w przypadku drugim uzytkownik zadajac twierdzenie prawdziwe w

dziedzinie zastosowan spra'wdza czy ma ono dowdd w specyfikacji.

2.4. Mechanizmy strukturalizaéii specyfikacji

Drugi problem przy tworzeniu specyfikacji polega na tym, 2Ze rzadko
uda je sie utworzvyé ja w catosci bez odwotywania sie do innych obiektdw
wczednie Juz zdefiniowanych badz takich, ktdre dopiero beda
definiowane. Wytaniaja sie tutaj dwa postulaty: po pierwsze - chodzi o
to, aby Jjezyk specyfi klac\ji dopuszczat takie odwotywania, oraz - po
drugie - aby udostepniat odpowiednie mechanizmamy strukturalizaji
specyfikacji. Tutay t;akze powszechnie Jes.t wyrazany poglad, 2e
paradygmatycznymi mechanizmami - strukturalizacji s3 mechanizm
parametryzacji, realizowany przez moduty generyczne (polimorficzne)d,
oraz mechanizm wzbogacania (prefiksowaniad. Oba te mechanizmy znalaziy
zastosowanie ‘w jezyku algebraicznych specyfikacji abstrakcyjnych typdw
danych ACT ONE [12], ktdry z kolei stai sie fragmentem jezyka formalnych
specyfikacji standarddéw sieci kocmputerowych LOTOS [5,15].

3. PROBLEMY TWORZENIA OPROGRAMOWANI A
3.1. Podejdcia do formalnej konstrukcii programdw

‘Wediug Jonesa [16] w tworzeniu oprogramowania rozrdézZnia sie trzy,
nie zawsze roziaczne podejscia: .

Pode jscie oparte na schemacie specyfikacja - projekt - weryfikacja
polega na pisaniu specyfikacji 1 programu w odmiennych jezykach.
Poprawno$é implementacji zapewnia sie przez udowcdnienie zachodzenia
odpowiednich zwiazkdw pomiedzy specyfikacja a implementacja. Podejscie
to jest bardzo popularne, a Jjego przyktadami sa systemy Jdowodzenia
wiasnosci programéw oparte na logice Hcare’'a i licznych Jey
uogdlnieniach , logice dynamicznej, logice algorytmicznej , logice

tempcralnej [6,221.



Pode jécie nastepne opiera sie na transformacji specyfikacji. Jezeli
specyfikacja poczatkowa Jjest wykonywalna, ale - by¢ moze - maio
efektywna, wtedy jej przeksztaicenie, w drodze zabiegdw syntaktycznych -
z ktérymi niekiedy wiaZze sie obowiazek dowodzenia poprawnosgci ich
stosowania - daje nowa , bardziej efektywna specyfikacje. Przykiadem
tego podejdécia jest projekt CIP. Innym celem transformacji specyfikacji
moze by¢ zmiana reprezentacji z postaci abstrakcyjnej na postad blizsza
koncowej implementacji C(rozszerzenie konserwatywne [18]1)>. Jeszcze innym
celem moze by¢ udcidglenie specyfikacji. Nalezy rdwniez wspomnied o
pracach, ktérych celem Jjest Jjednolite spojrzenie nz2 rdézne mozZzliwosci
transformacji specyfikacji - chodzi tu gidwnie o pojecie instytucji
[13,281].

Ostatnie z podejs4é opiera sie na matematyce konstruktywnej.
Specyfikacje uwaza sie tutaj za twierdzenlie do udowodnienia a program
uzyskuje sie z konstruktywnego dowodu tego twierdzenia. Podejscie to
Jjest nowym 1 chyba perspektywicznym kierunkiem badafh. Przyktadem
zostosowania tego podejécia do programdw funkcyjnych 1 typdw danych jest
praca [(26]1. Jak dotad podejdcie to nlie znalazio jeszcze zastosowania w

programowaniu wspdéibiezZnym.

3.2. Jezvk specyfikacii a jezvyk implementacii

Druga grupa problemdw tworzenia oprogramowania wynika z tego czy
uzywa sie Jjako jezyka specyfikacji 1 implementacji tego samego czy tLez
réznych jezykdw.

Uzycie dwdéch Jezykdw praktycznie oznacza, 2ze jezykiem specyfikacji

jest jezyk logiczny a jezykiem implementacji - Jjezyk programowania.
Pomiedzy specyfikacja Si a programem Si+1 powinna =zachodzid relacja
spelniania . co bedzie oznaczane przez Sl+1 sat Si [10,22,2853.

Interpretacja tej relacji mo%ze by¢ rdézZna i zalezy od klasy wiasnogci,
ktdre wyraza specyfikacja. Program ktdéry speinia swz specyfikacje nazywa
sie programem poprawnym.

Dwoma zasadniczymi problemami feormalnymi tworzenia programdw sz tu
problemy kopnstrukcji i weryfikacji. Problem konstqucji polega na tym,
aby =znajac specyfikac]jg Si zbudowad speinlajacy Ja program Si+1'

Natomiast weryfikacja polega na zbadaniu c¢zy progran speinia

Si+3,
specyfikacjs Sl. Wspdlnym elementem dla obu problemdw Jast system
dowodowy.

¥ podejisciu Jednojezykowym =zakiada sie, 2Zze Jjezyk =zawlera pewien

fragment, kitdry mofe byd wyvkonywany. Poczagtkowa specyfikacia w tym
Jezyku jest ukierunkowana na okreglenie t=go <o program robl, bez
Zwracania uwagi na  efextyvwnodd dziatania. Nazlaspnle poprzez serie

ransformacji specyfikacja jest przeksztalcana tak, aby ostatecznie
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otrzymad akceptowalnie efektywna  implementacje [10,221. Pomiedzy
‘kolejnymi specyfikacjami Si’ S.t w1 powinien zachodzié zwiazek inkluzji
lub réwnowaznosci, co oznacza sie Si egqv Si e Interpretacja tej relacji
moze by<¢ rozmaita i zalezy od klasy poréwnywanych wiasnosci. Ogdlnie
podejscie Jedno jezykowe charakteryzuje wykorzystanie srodkdw

algebraicznych [10,19,201.

3.3. Pojecia implementacii

Pojecia implementaciji, jako przejscia od Si do Si+1 i, w $lad za

tym, rozumienie relacji sat lub eqv mogz byé nastepujace [41].
Specyfikacja Si+1 moze by¢ redukcja specyfikacji SL' Oznacza to

taka 'sytuacje, gdy specyfikacja Si+1 ustala zachowania w tych

przypadkach, w ktéryech specyfikacja Si dopuszcza wybdr

niedeterministyczny. Specyfikacja S .spes:nia dwa nastepujace wymogi:

- kazde =zachowanie dziataniz Si+i+ijest takze dopuszczalnym dziata-—
niem Si; ]

~ kazde dziatanie, ktdére Si+1 odrzuca, jest réwniez odrzucane przez Si‘

Uzyte powyzej pojecie odrzucenia dziatania odnosi sie tylko do systemdw

reaktywnych. Odrzucenie przez system pewnege dziataniza, czyli pewnego
ciagu interakecji oznacza, Ze w pewnym kroku takiege dziatania powstaje
blokada systemu. p

Specyfikacja Si +1
wéwezas, gdy specyfikacjz S Jest specyfikacia czedéciowa,. W tym

i
dokonuje ustalenia tych zachowan, ktére sa poza obszarem

moze byé rozszerzeniem Si' Zwiazek ten zachodzi

przypadku Si +1

definicji Si' Specyfikacja Si+1 speinia dwa warunki:

-~ kazde dziatanie, ktdére jJest dopqszczalne przez Si Jest - takze
dziataniem wykonywanym przez, Si+1 Cco nie wyklucza Jednak
wykonywania jeszcze dodatkowych dzialand;

~ kazde dzialanie, ktdre Si+1
Si CSi+1nie moze odrzucad wiecej zachowahh niz czyni to Sib.

Specyfikacja Si+1 moZze byd uscidgleniem Si' W tym przypadku obie

specyfikacje sa réwnowazne ekstensjonalnie, Lzn. reprezentuja identyczne

odrzuca Jjest takze odrzucane przez

zbiory obserwowalnych zachowan. RéZnica pomledzy nimi polega na tym, ze

Si+1 wnosi dodatkowe szczegédlty o wewnetrznej strukiurze programu,
przedstawiajac go Jjako kolekcje komponentdw o mniejszym poziomie

abétrakcji. czyli S

ial j
41 Jjest pewna dekompozycjaz Si'

3.4. Wrasnodcl implementaciji i ich dowodzenie

Ogdélnie o programie mozZzna formutowad wlasnosci nalezZzace do dwdch
klas: bezpieczenstwa i zywotnogci [24]. Wiasnogci bezpieczefistwa mdwiz o
tym, 2Ze program nigdy nie znajdzie sie w stanie niedopuszczalnym, wzn.

"nie zdarzy sie nic ziego". na przykiad program nie zZerwie oblliczenh,
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badz tez jezeli zakohiczy sie, to wyprodukuje spodziewany wynik
(poprawnosé¢ czesciowad. Wiasnos$é zywotnos$ci gwarantuje, Ze program
osiagnie pozadany stan, tzn. "zdarzy sie co$ dobrego', na przykiad
program zakoficzy swe dziatanie. 2Zatem zaleznie od klasy wtasnosci,
ktdérych oczekuje sie od programu, méwi sie o rdéznych rodzajach
poprawnosci programu Si+1 wzgl edem Si'

Dowodzenie ustalonych wiasnogci programu, a wiec zwiazku pomiedzy
jego specyfikacja 1 implementacja prowadzi sie w oparciu o .system
dowodowy. Stanowi on teorie formalna, ktdre] jezyk Jjest “suma' jezykdy
specyfikacji i programowania.

System dowcdowy pcvinien byé niesprzeczny i — w miare mozliwoscli -
zupelny. Niesprzecznoéd jest konieczna witasnodcia systemu I oznacza, 2ze
kazde dwa programy Si+1' Si+1 semantycznie rdéwnowazne, co piszemy Si+1

cem S’ réwnoczednie speiniaja albo rdwnoczednie nie speiniaj: danej

1+1° .
specyfikacji Si' tzn. Jjezeli Si+1 sem Si+1 to Si+1 sat Si oraz Si+1 sat

Si' Zupeilnosd jest pozadana ale niekoniecznz witasrcdcia 1 oznacza, ze
zachodzi implikacja odwrotna, tzni Jezeli Si+1 sat Si oraz S;+1 sat Si'
to Si+1 sem S£+1. :

Bardzo waznym postulatem metodologicznym odnoszacym sie do systemdw
dowodzenia wtasnodci prograiadw jest kompozycyjrodd Cmodrilarnosdd. Wymdg
ten polega na tym, aby kazdemu konstruktorowi CON operujacemu na
programach C(zlozZzenie sekwencyjne, rdéwnolegte, wybdr, iteracja 1itp.>D

odpowiadal funktor FUN dziatajacy na specyfikacjach taki, ze jezeli

Si"'i _S_t_Si -.~-~»S§:‘+1 satS?,
to
3
CONCST, .....S], > sat FUNCS,.. ,sh:

4. KONSIRUOWANIE SYSTEMOW REAKTYWNYCH
4.1. Co specyfikowad?

Syster » reaktywne, do ktérych mozZna rdéwniez =zaliczyé protokory
komunikacyjne:, =zostaty krétko opisane w p.2.1 System reaktywny =z
wymiana komunikatdw mozna przedstawid Jako zbi ér procesdéw,
komunikujacych sie 2ze soba 1 ze <4rodowiskiem Cktére rdéwniez mozna
potraktowad jako procesd przez punkty interakcji zwane portami CRys.1D.

Typy danych, przesytanych miedzy procesami mozZzna specyfikowad
niezaleznie od specyfikacji procesdw, czyli

specyfikacja systemu reaktywnego =

specyfikacje abstrakcyjnych typdw danych + specvfikacje procesdw.

Takie podejscie zastosowano w jezyku formalhych specyfikacji
standarddéw sieci komputerowych LOTOS [5,15]1, w ktérym specyfikacje

procesdw sa wyrazane w jezyku, stanowiacym rozszerzenie Jjezyka CCS
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Rys.1. Dwa wspélpracs;ace procesy P,Q
Ca,d - porty wejdciowe, a,c,d — porty wyjsciowed

Fig.1. Two interacting processes P,Q
Ca,b - input ports, a,c,d — output portsd
Milnera (201, a do specyfikacji typdéw danych jest uzywany algebraiczny
Jezyk ACT ONE [l12l. Nizej zostanie przedstawiony podzbidér jezyka CCS,
ktdry bedzie wykorzystany w rozdziale 5 do specyfikacji prostego
protokoiu.

4.2. CCS CCalculus of Communicating Systems)

cCcs poiwala opisywad procesy, wspdipracujace =2e soba poprzez

wymi ane komunikatdw, wysytanych i odbieranych przez porty. w

elementarnej interakcji uczestnicza dwa procesy, jedli sa do niej gotowe

C(mechanizm rendez-vous). Np. proces Q na rys.l1 Jjest gotowy do przyjecia

komunikatu przez port wejsciowy @, a proces P jest gotowy do wystania

komunikatu przez port wyjsciowy 3. Moze wiec nastapid interakcja,
polegajaca na przZestaniu komunikatu =z 2 do a, ktéra przeksztalci oba
procesv. Nazwy portédw wejdciowych mozna wiec takze interpretowad jako
nazwy akecji, a odpowiednie nazwy portdw wyjsciowych Jako nazwy akcji
sprzgzonych, ktdryech Jednoczesne wykonanie st.anowi niepodzielna
interakcje.

Nizej zostanie opisana skiadnia podzbioru CCS (bez przekazywania
danych 1 zmian nazw portdédwd. Wykorzystywane sz nastepujace oznaczenia:

P = {P,Q,R,...Y> - zbidér procesdw;

YV = {X,Y,2,...> — zbiér zmiennych oznaczajacych procesy;

A& = {a,b,¢,...Y> — zbidr portéw wejdciowych Cakecjl obserwowalnychd;

K = <a,5,6,...> - zbidr portdw wyldciowych Cakeji obserwowalnych
sprzétonych) takich, 2e dla kazdego aecA istnieje o<l 1
odwrotnie. oraz 2 = a; ]

T = wewnetrzna akcja procesu, wykonywana przez proces

‘ autonomicznie 1 niewidoczna dla obserwatora zewnetrznego Cnie
posiadajaca akcji sprzezonej, czyli T = 7).
Niech m oznacza dowolna akcje ze zbioru A U B u <. Zbidr termdw
E = {E,F,...> jest zdefiniowany nastepujacoc:
E ::= X | NIL | ms £ | E+E | rec X. £ | BNU | EIE
gdzie USA.

Termy CCS bez zmiennych wolnych przedstawiaja procesy. Nieformalne
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wyjasnienie konstrukcji jezyka utatwi =zrozumienie formalnych regui,

zada jacych semantyke.

C1D>. NIL - proces pusty, ktéry nie jest w stanie wykonad zadnej akcji.

C&x. mpE -~ procés. ktéry mozZze wykonad akcje m, po czym zachowuje

jak proces £E.

3. E+F - proces, zachowujacy sie Jjak E£ 1lub F C(wybdr Jest
niedeterministycznyd.

C4). rec X.E - rekurencyjna definicja procesu. Operator rec wiazZe
wszystkie wystapienia zmiennej wolnej X w E.

(5>. ENU - proces, zachowujacy sie jak proces E z zakazem wykonywania

akcji ze zbioru U.' Jedli aeU to nie moze on wykonaé akcji «

akcji sprzezonej a. Inaczej mdwiac, wszystkie porty ze zbioru U

staja sie portami’ lokalnymi procesu, niedostepnymi

$rodowiska. Taki mechanizm = abstrakcji umozliwia modularyzacje
systemdw.
(8. E|F - rdwnolegie =ziozenie procesdw E 1 F z  mozliwodcia
komunikacji.

Semantyka operacyjna jest zdefiniowana za pomoca przedstawionych

nizej regut wnioskowania. Zapis

P55 aQ
oznacza, ze proces P moze wykonad¢ akcje m 1 przeksztatcid sie w pr
Q.

1>, me By £
J LI & Fo e
Ry PP T
E4F — E° o+ 2 b
Elrec X.E-X] 24 F gdzie Elrec X.EsX] oznacza wyrazenie £,
3. = ' w ktdérym wszystkie wystapienia zmiénnej
rec X.£ — F wolnej X zostaly zastapione wyrazeniem
rec X. KL
LI 2, r
(4., ——— m, meU ————— m, meU
ENU — ANU ENU — NU
LU F2, e
5. — '
E|F = E'|F . ElF S E|F
rZL, e P2

~ T s .
E{r — I |F
Konstruktory procesdw sa uporzadkowane wediug malejacej silty wiazani

5 o N L 1.+ . rec. Umozliwi to cpuszczanie wiekszodci nawiasdw

oces

ac

W
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Przyklady.
(1>. Proces P = rec X. E;X-i-b;NIL mozna rdéwniez przedstawid za pomoca

nastépuj acego automatu

¢ Qb » O

P NIL
co podsuwa Jeszcze jedna interpretacje terméw CCS jako standw systemu

reaktywnego. Jezyk CCS jest Jjednak znacznie bogatszy od jezyka teorii
automatdw, np. w procesie rec X. Ca,X'b')D iloss podproceséw wzrasta po
kazdej akcji, nie moZna go wiec opisad za pomoca automatu skohczonego.
(2>. Proces o3P|a3Q moze wykonad akcje a lub &, komunikujac sie ze
Srodowiskiem Cjesli jest do tego gotowed, lub akcje 7. Natomiast proces
Ca;P[E;Q)\(a} moze, ze wzgledu na ograniczenie {a&>, wykonaé¢ tylko akcje
7, czyll Ca3P |3 D Mad>—(P|®\a>.

4.3. Réwnowaznodd obserwacyina i kongruencija obserwacyina

CCs  Jjest jezykiem, umozliwiajacym opis systemu na rozmaitych
poziomach abstrakcji C(p.1.2>. Jest to typowe podejscie jednojezykowe
C(p.3.2> 1 wymaga zdefiniowania relacji rdéwnowaznodci dla procesdw.
Takich relacji moZe byé& wiele [7]. Jedna z nich jest zdefiniowana przez
Milnera relacja rdéwnowaznogfci obserwacyjnej . Méwiac nieformalnie, dwa
procesy sa rdéwnowazne obserwacyjnie, jedli nie mozna ich odrdzniéd na
peodstawie obserwacji zewnetrznego zachowania (nie bierze sie pod uwage

T-akcji, ktdére sa niewidoczne dla obserwatorad.

Definic je.
»
1>. PS5 Q= . 3n20,P,..., P .P - P Ly . .. Ly P=0.
def 4 n 1 n
(8. Niech s = a...a dlan20 i aeA UK, C1=<i<nd.
1 n x v - 5 & T‘*
Pe=pQ=, 3 ,...P.P5pP_3p-I, ._3p-I,aq
def [ n [] i n
3y P on dla wszystkich procesdw P,Q.
P zi.-M.Q de

VseCAURD ™. CCjesli P === P’ to 0. Q = Q’ & P ~Q 3
oraz Cjedli Q == Q' to 3:— P =3 P’ & P :&iQ

gdzie CNJED oznacza zbidér skoficzonych ciagdéw akcji.

C4>. Pz(2_=_d»f Yi. P :c,\Q.
Przyklady.
C1D. P = agCbyNIL+Tz 3 NILD+a3 3 HIL Q = a;lh; NILsr; e NILD

Drzewa wywodu dla tych procesdw,

wnioskowania z p.4.1 1 ilustrujace

nastepujaco:



b aNIL
S

a nby NIL+71; c3 NIL
/ ‘\ c
c3 NIL—NIL

P &.
“Nie; NIL-<—NIL

Mozna udowodnid, ze P %

(2>. P = ¢y NIL+b; NIL

a aNIL
p<
) NIL

Q.
Q =

Q-a—rb; NIL+73c3 NIL

NIL

NG

. ¢3 NIL-S—NIL

T3 a3 NIL+bs NIL

Q’r<a; NIL—Z—yNIL
O\uniL

a~

Te procesy nie sa rdéwnowazne obserwacyjnie, nie sz nawet -réwnowazne,

poniewaz proces P jest gotowy de akcji 2~ 1 &, natomiast p;oces Q moze
autonomicznie wykonad akcje wewnetrzna 7, po ktdrej oferuje juz tylko
akcje «.

Na podstawie definicji rdéwnowaznogci obserwacyjnej moZna udowodnid
wiele witasnosci procesdéw, np. P,\+Qw+P. P+NILXP, 73PaP, ktdre pozwola na

formalne przeksztalcenia termdw reprezentujacych rdéwnowazne procesy. W

praktyce =znacznie wazniejsza jest jednak mozliwos<¢ przeprowadzania
lokalnych przeksztatcen, zachowujacych ' rdéwnowaznosd. Zauwazmy, ze
T3 NILANIL, ale nieprawda, Ze P+73; NILaP+NIL, poniewaz proces P+73NIL mozZe

autonomicznie wykonad T-akcje, po ktdérej przeksztatci sie w proces pusty

NIL, nie rdwnowazny P+NIL. Zdefiniujemy wigec relacje kongruenciji
obserwacy jnej zcnast, pujaco:

P X Q =i dla kazdego kontekstu €[ ] zachodzi 8IP]1 =x 8L[QI.
Nie jest mozliwa rekursywna aksjomatyzacja kongruencji obserwacyjnej w
CCS, posiadajaca wtasnosd zupeinosgci, nfzZzej =zostang  jednak podane
niektdre vitasnosci kongruencji. .
CC1d> P+CQ+RD z: CP+Q +R cc2d P+Q zc Q+P
CC3> P+P X P CC4d> P+NIL zc P
(C8 P+713P = T3P CCBY myCP+13 QD X mg CP4+13 Q+m; Q
CC?> my T3P zc m3 P cC8ad P|NIL x P
[oi=h] P]CQIR) zC CPIOJ IE CC10> NILNU z,'c NIL
(C11> CP+O\U tc PNU+Q\U cC1i2>d m3 PNU :t:c my CPWUD Jedli m, meU

m; PNU % NIL jesli m,meU
n n

CC1L3D p»'Q X }:im.,L;CPL]Q) + jE,nj;CP!Qj) + r""‘;fzj T5CP;,IQjD

L=
n

gdzie P= § m;P_,
3 18 L ®
L

=1

n
Q=L n:Q.,
j=a )
3B .

n

n
LTm;P=m; P+...4n
i=q L L 1 i n
i=

] .

.2 m 3 PL=MIL‘

t=1

Ta wiasnosd wyraza fakt, Zze w CCS wykorzystywany ‘jest' przeplotowy
model wspdibieZznosdi.

Oczywidcie = S =. Mamy takze
<
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CR142> T3P 2 P CR1BD rec X. 713X = NIL

§. SPECYFIKACJA I WERYFIKACJA PROSTEGO PR. TOKOLRU
8.1. Specyfikacija

. Protokdét kodyfikuje zésady postepowania komunikujacych sie
Jednostek. W systemach rozproszonych jego gidwnym celem jest zapewnienie
niezawodnej transmisji przy uzyciu zawodnego medi um Ckanatu
przesytowego, podsieci komunikacyjnejd.

Standardowy model systemdw otwartych ISO/0SI jest warstwowy, kazda
wvarstwa jest dostarczycielem wusiug dla warstwy wyzszej. Wewnatrz
CND —~warstwy dziataja riezalezne procesy, nazywane Jednostkami
protokolowymi, ktdére kompnikuja sie zgodnie z protokotem CNd-warstwy,
wykorzystujac usiugi C(N-1d-warstwy. CN)-warstwa Jest dostarczycielem
usiug dla CN+1D-warstwy.

Formalny opis (NJ)-warstwy zawiera wiec trzy specyfikacje:

(1D specyfikacje usitug $wiadczonych przez C(ND-warstwe,

cad specyfikacje wykorzystywanych ustug, tj.ustug $wiadczonych
przez CN-1D-warstwe,

(3> sp cyfikacje protokoitu CND-warstwy.

Nadawea . Odbiorca
nk ok
Nadajnik Odbiornik !
wkl £, £, o wp £, <, pR
Medium ctransmisyjne, CN-1)-warstwa
b

CND> —~warstwa l

Rys.2. Architektura CND-warstwy
Fig¢.2. The arclhiitecture of (NJ>-layer

W poniZzszym przyktadzie zostanie naszkicowana medodol ogi a
specyfikacji i weryfikacji protokoi dw komunikacyjnych oraz beda
zarysowane niektdére problemy. Przytoczone automaty skoniczone utatwia
zrozumienie specyfikacji, przedstawianych w postaci terméw CCS. W celu
zwiekszenia czytelnosci porty wejd$ciowe beda oznaczane "“a?', porty
wyjsciowe zas “al!".

"Architektura" spe:yfikowanej warstwy jest przedstawiona na rys.z2. Jest

[13.

to uproszczona, asynchroniczna wersia protckoiu, oplisanego w
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Specyfikac ja fwiadczonych usiug

¥ rozpatrywanym przyktadzie (ND-warstwa ma za zadanie przesytanie
komunikatéw, wysytanych przez nadawce przez port nk (nadanie komunikatud
de odbiorcy, kiéry cdbiera je przez port ok Codbiér komunikatud. W danym
.czasie moze by<¢ przesytany tylko Jjeden komunikat. Swiadczone ustugi
mozna wiec wyspecyfikowad za pomoca procesu

S = rec X.nk?iok!;X
ktéremu odpowliada nastepujacy automat
nk?

b
R

— O

Specyfikac ja wykorzystywanych usiug

) Komunikacja odbywa sie za podredrnictwem zawodnego medium, ktdre
moze gubié komunikaty i potwierdzenia (nie moze ich znieksztaicad ani
powielad), wysytajac zamlast nich sygnat “pusty” &, przesylany zawsze
jako € Cnie jest on gubionyd. Medium przyjmuje komunikat przez port wk
C(wystanie komunikatud 1 przesyta go do odbiornika przez port pk
Cprzyjecie komunikatud lub gubi komunikat 1 =zamiast niego przesyia
sygnat pusty przez port g, Potwierdzenie przyjecia . komunikatu
przyjmowane Jjest przez port wp (wystanie potwierdzeniad 1 przekazywane
do nadajnika przez port pp (przyjecie potwierdzeniad lub gublione i
zastepowane sygnatem pustym, wysyianym przez port £, Sygnaty puste,
wysytane przez nadajnik przez port €, sa przesytane bez zmian przez port
s, do odbiornika 1 odwrotnie, sygnaty wysylane przez odbiornik przez"
port €y Sa odbierane bez zZmian przez nadajnik przez port 54-
¥Wykorzystywane usiugi specyfikuje proces :

= Ps ] ] P ] ] s p ! Pe g 132
M rec X.ka,,Cgk. -!-sz.)+wp.,c;>p.\+e_d.)+e"?,sz.-6-59.,54.3,)(

ktdéremu odpowiada automat

Specyfikacja protokoiu

" Zadaniem protckotu Jjast zapewnienie niezawodne] transmisji
komunikatu od nadawcy do odblorcy przy u2yciu wyspecyfikowanegs wyZej
zawodnego medi um. Odbiornik oczek uje parzystej liczby symboli puztych

miedzy kolejnymi komunikatami; nleparzysta liczba symboli pustych
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poprzedza retransmisje komunikatu. Zachowanie nadajnika N i odbiornika ©
mozna wyspecyfikowad za pomoca nastepujacych procesdw
N = rec X.nk?3;wkizCrec Y. pp?: X+s‘?; 51! H c‘?; wkiz YD

O = rec X.pk?;ok!;wp! X+sz?; ss! H- ¥ 2771 X-I-cz?; ss! 30
lub odpowiadajacych im automatdw: - ¢

/._1_\

Nastepujacy proces specyfikuje protokd:
P = CN|M|O>Cwk, pk, wp, pp, £.8,,8,,8>

—————-r——p

Y
Nadajnik

COdbiornik ©

5.2. Weryfikacia

Fermalna specyfikacje protokotu mozZna wykorzystad de rozmailtvch
celdw [B1, m.in. do jego weryfikacji, polegajacej na udowodnieniu
zgodnogcl protokoiu ze specyfikacja $Swiadczonych usiug. W naszym

1 nk? ' TC£4> TC ss) 'rCsZD
[+ s O ¢ O ¢ O « (o]
4 :
CuwkdT e 813
CppdT . 'rCe:z) TCJ:QD TC 5‘3
[+ O Xl > O
bl end. CploT E T
zagui eg & i é zagubienie
potwlerczanta komunikatu
' ok! J.
o ‘ <& o
'rCed’) T rCwp)
TC pko
Csv)'r 'z‘Cs b
O_T O = ?S—Q “eoRs (] zagubienie
-M? ™ TCE_ D dmecen- retransmitowanego
2 komunikatu
O« <o
r(&a)

przypadku oznacza to udowodnienie réwnowaznodci S a P, Wykerzystujac

viasnosd CC13D mozna udowodnid kongruencje P zc P*, gdzie
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*=rec V.nk7?;

Crec X.73Ct73X4130k!;Crec Y. 13Ct; V4rsCrec 23703 CTos 2475 ¥33320)
Zapis 7" oznacza n-krotne wykonanie akcji 7.

Zachowanie procesu P’ ilustruje powy?szy automat. Dla utatwienia w
nawlasach pokazano interakcje wewnetrzne, na ktére <rodowisko nie ma
wptywu Cco symbolizuje akcja 7.

Mozna teraz udowodnié S = P’. Zauwazmy Jjednak, 2Ze proces P’ moze
wykonywad nieskoficzone ciagi akcji wewnetrznych 7, co odpowiada ciagitemu
gubieniu przez medium komunikatu lub potwierdzenia. Protoké: P posiada
wszystk}e wkasnosci bezpieczenistwa (p.3.4), ktére zethcemy sformutowad
ale nie daje gwarancji, 2Ze wystany komunikat dotrze do odbiorcy
Cwtasnogd zZywotnoscid. Rzeczywidcie, w dowodzie rdwnowaznosei S = P’
trzeba korzystaé z wiasnogci CR15D, ktdéra utozsamia proces zakleszczony
Cang.deadlockd’ z rozbieznym C(ang.divergenced. Problem ten mozna
rozwiazywad rozmaicie, np. =zakladajac bezstronnegé Cang. fairnessd w

obsiudze procesdw.

6. UWAGI KONCOWE

Protokét komunikacyjny ostatecznie jest implementowany, zwykle jako
zbidér programéw. Zarysowana wyzZze] metodologlia traktuje protokédt jako
system reaktywny, specyfikowany za pomoca termédw CCS, ktdére rdwniez
mozna potraktowad jako aplikatywne programy abstrakcyjne. MoZna ja wigc
stosowad na wszystkich etapach tworzenia oprogramowania, od specyfikacji
Sa do ostatecznej implementacji Sn Cp.1.828>). W powyzZzszym przykladzie
mozna dokonad¢ kolejnego ufciglenia, precyzujac wewnetrzna strukture
medium, np. przedstawiajac je jako dwa kanaiy péidupleksowe NO
Cnadajnik—édbiornik) i1 ON C(Codbiornik-nadajnikd, a potem udowodnid
kongruencje M a%NO|CW. Uzywajac do specyfikacji sieci Petriego czy
automatéw skonczonych, zmuszeni jestedmy do stosowania na rdéznych
etapach rdéznych metodologii.

Z =zarysowana w przyktadzie metodologia projektowania systemdw
reaktywnych wiaze sie duze nadzieje na przysziosé. Jadrem jest tu jezyk
CCS Milnera, a doktadniej odpowiednie algebry procesdw komunikujacych
sie¢. W pracy pominieto zwigzek CCS z logikami programéw, w szczegdlnosci
logikami modalnymi 1 temporalnymi, ktére wyznaczaja komplementarne,
dwujezykowe podejscie do projektowania systemdw.
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. NETWORK SOFTWARE DEVELOPMENT
- METHODOLOGICAL AND THEORETICAL PROBLEMS

A number of issues concerning the concepts of software development
are overviewed. Possible interpretations of the notions of specification
and implementation are surveyed, together with Lheir interconnections,
properties and proving techniques. Three distinct methodological
approaches to program development and possible decisions concerning
specification languages are pointed out. Some of these problems are
discussed for reactive systems and are examplified by the specification
and verification in CCS of a simple communication protocol.

PA3PABEOTKA CETEBOrO MNPOrPAMMHOIMO OBECIIEYEHWA
- METOJOJIOMMYECKUE U TEOPETUYECKUE [MPOEJEMb

OfoapepawTcs rrapHNe TwpofSieMH pazpaboTkU TPOrpaMMHOro ofecTeveHus .
PaccumaTtpupawpTtcs B O3 MOXHHE MHTepTpeTanuu TOHATUR cTeyuduKayum u
peayusayum, UX  B3aUMOCBA3U, CBOMCTBA u TEeXHUKU noKazaTeybcTBa.
YxasHpawTCs TpY PpasiUVHHE MEeTOJONOr UMecKMe  TOoAXOAH K paszpafoTke
TporpaMd, a TaKkXe BPOIMOXHHE pemeHUs, KacaoyUecs S2IHKOB CTeluduKanuMu.
HexoTopHe u3 TepevuMcIeHHHX TpobyeM ofcywIZalwTcs B KOHTEeXcTe peak TUBHHX
cUCTEeM U TOSCHRKOTCH TPUMEPOM cTeluduKkanuu U Bepugdukanul! B UCUUCTSHUM
B3aumonencTpyogux cuctem (CCS) wpocToro ceTeporo TpoTOKONa.



Prace Naukowe Centrum Obliczeniowego
Nr9 Politechniki Wrockawskiej Nr9
Konferencje Nr 4 1989

sieci lckalne, wspélbieinodd
Waclaw IRZENSKI

WARSTWA SIECIOWA
ROZPROSZONECGO SYSTEMU DYDAKTYCZNEGO

w referacie zaprezentowano warstwe sieciowa realizowanego
rozproszonege systemu dydaktycznego umczliwiajaca komunikac je
migedzy wspdlbieZnymi procesami. Procesy te moga dziatad na rdznych
mikrokomputerach typu IBM PC XT/AT polaczonych siecia lokalna
D-Link. Przedstawiono budowe craz speiniane funkcje tej czedal
systemu.

1. ¥Wprowadzenie

Miedzyuczelniany Z.éspdl Informatyczny Politechniki Rzeszowskiej 3
Wyzszej Szkoly Pedagogicznej w Rzeszowie realizuje w ramach RPI-09
rozproszony system dydaktyczny. System zaimplementowano na
mikrokomputerach IBM PC XT polaczonych siecia lokalna D-Link. -
Schematycznie przedstawiono go na rysunku 1. Zatozono, %e w systemie
moZe dziatad kilka procesdw wspdibieznych. Ich synchronizacje zapewniaja
odpowiednie, wzajemnie wymieniane wiadomosci. Dydaktyczne przeznaczenie
systemu implikuje funkcje procesdw. Przesylanie =zadan do  ucznidw.
weryfikacja przez nauczyciela aktualnege stanu pracy, dostep dc¢
kartoteki zawierajace] “"historie posteptw ucznia® moga  stanowid
przyktady takich funkcji. W referacie zaprezentowano bDbudowe procesu
nazywanego da}ej moni torem siéc10wym Crys.1)>. Realizuje on przesylanie
wiadomosci synchronizujacych miedzy aktywnymi procesami. 'Opr [l i
podredniczenia w wymianie informacii synchrenizujacych migedzy protesam
prezentowana czesd systemu dydakiycznego oferuje takZe pewne funkcje

ustugowe, = ktdrych moga korzystad procesy.

Politechnika

Zaktad



sie¢ lokalna D-Link

5 STACTA
Monitor Moni tor
sieciowy sieciowy
Proces Proces Proces Proces
1 F ) 141

Rys. 1. Organizacja rozproszonegoe systemu dydaktycznego
Fig. 1. Organization of ths distributed educaticn system

2.0gdélna charakterystyka monitora sieciowego
Monitor sieciowy zbudowany jest z dwdch gldwnych czedci. Ilustruje

to rysunek 2.

D-Link INT 7CH
czesdc czesd
wywolywana |e dziatajaca
przerwaniwo »! na prawach
procesu

Rys. 2. Budowa monitora sieciowego

Fig. 2. Network monitor structure

Czes¢ pierwsza, wywolywana przerwaniowo stuzy do odbioru nadchodzacych
wiadomogeci, ich analizy i zapamietywania. Tutaj. rdwniez podejmowane s
decyzje zwiazane =z przerywaniem, zawleszaniem, aktywowaniem lub
usuwaniem procesdw lokalnych. Asynchroniczne, za posSrednictwem przerwar:
przekazywanie sterowania do tej czeécli monitora odbywa sig w dwojaki
sposdb. MoZe byd ono spowodowane przerwanlem programowym CINT 7CH>, w
wypgdku gdy nadawca Jjest proces lokalny. Gdy wiadomosS¢ nadejdzie =za
poérednictwem sieci - nadawcs jest w tym wypadku prdce; zdalny, monitor
sieciowy wywolywany Jest w przerwaniu zegarowym po stwierdzeniu, Ze
wewnetrzny bufeor D-Link (wersja 3.242 jest zapelnicony [131. W zaleinosci

od tego, czy odbiorca jest proces lokalny lub zdalny wiadomosc jest



zapamigtywana, ewentualnie wysylana za pogrednictwem sieci do innego
mikrokomputera. ZaloZono, 2Ze monitor sieciowy przechowuje intformacje o
aktualnym stanie systemu. Dowolny proces mofe zwrdcid¢ sie do monitora,
przesytajac do niego odpowiednia wiadomo$¢ o te informacje. Obstuge
takich zadarn realizuje druga, przedstawiona na rysunku 2 czes¢ monitora

sieciowego.

3. Wspdipraca procesdw z monitorem sieciowym

Przyjeto, 2e monitor sieciowy kazZzdej ze stacji przechowuje pelna
informacjge o dzatajacych w systemi procesach. Informacje te zawarte sa w
dwoch odpowiednio aktualizowanych tablicach. Pierwsza =z nich <]
strukturze przedstawionej poniZej dotyeczy procesdw lokalnych:

struct
<
char nazwal3];
char stan;
char rezerwa;
unsigned pkt_powr(143];
unsigned pkt_star(141];
unsigned pkt_koncf14];
> t_pr_loki8];
Wypelniana jest ona podczas tadowania procesu do pamieci, gdy
realizowana jest specjalna sekwencja inicjujaca 2 kazdym lokalnym
procesem zwiazany Jjest rekord zawierajacy nazwe procesu (kod ASCII D,
aktualny stan procesu oraz trzy zestawy zawartosci wszystkich rejestrow
mikroprocesora 8086. W danym momencie proces moZe przebywad w jednym =z

czterech standw [2]. Sposdb zmian.stanéw procesdw ilustruje rysunek 3.

¥Wykonywany
zaltadowanie l
procesu do see——Przerwany | Oczekujacy
P—
pamigel
b d
» Wolny

Rys. 3. Stany procesu

Fig. 3. Process statoec
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Druga -w~spomniana tablica monitora sieciowego, situZaca do ewidencji
aktywnych procesdw jest tablica o nastegpujacej strukturze:
struct ’
< .
char nazwal3];
int nr_stacji;
> t_pr_zdal20];
Przechowywane sa w niej informacje dotyczace procesdw zdalnych,
dziatajacych na innych niZz rozwaZany moni tor sieciowy mikrokomputerach.
Wszelkie akcje monitora sieciowego podejmowane sa w oparciu o
informacje pamietane w tych tablicach. Wobec tego istotna Jést
integralnogc¢ pamigtanych tutaj informacji. Zapewnia to odpowiednia
organizacja---tadowania procesu do pamigci operacyjnej i Jego z niej

usuwania.

4.0Obstuga komunikatdw, usiugi monitora sieciowego

¥ systemie  nie narzuconc ograniczenia na diugosd przesytanych
wiadomodcl. Przyjeto wiec, Ze moZze sie ona skiadad z kilku komunikatdw o

formacie jak na rysunku 4.

0 3 6 7 8 910 11
do 89 bajtow

L tresd

dlugosd komunikatu

numer komunikatu
1loéé komunikatdw na wiadomosd

- numer wiadomosci

typ wiadomosci
- oibiorca

nadawca

Rys. 4. Akceptowany przez monitor sieciowy format komunikatu

Fig. 4. Valid message format

Wprow;dzono nastepujace typy komunlikatdw:

~ 'K': uruchom zaladowany proces

= W wyglii L wstrzymaj nadawes a? do olrzymania odpowiedzi
i

= "0’: cdpewisd? pa wystany wezednie] komunikat typu *W°

- *S’: kemunikat specjalny



Monitor sieciowy mtacfl na  ktdrej =znajduje sie proces—odbiorca
przechowuje nadchodzace komunikaty. UZzywa do tego specjalnej,
dynamicznie przydzielanej struktury danych pozwalajacej rdwniez na
kompletowanie komunikatdw tworzacych wiadomoscE.

¥ obecnej wersji menitor sieciowy oferuje funkcje usiugowe pozwalajace
na: V

ad zatadowanie procesu do pamieci _

b)) zaladowanie procesu do pamieci i jego uruchomienie

¢) zatrzymanie wykonywanego procesu

d) wznowienie wykonywania zatrzymaneg$ uprzednioc procesu

e) zakoficzenie procésu

2> zakoﬁczenie procesu i usunigcie go z pamiegci

g) okreslenie czy wlzczono dana stacje do sieci

h) stwierdzenie czy dany proces jest zatadowany

5. Uwagi implementacyine, podsumowanie

Monitor sieciowy zaimplementowano w jezyku &, ufywajac kompilatora
Lattice wersja 2.14 [3]1. Pewna fragmenty., zwiazane =z wykorzystaniem
funkcji systemu operacyjnego i standardowego oprogramowania sieci
lokalnej D-Link napisanc w jezyku wewnetrznym mikroprocesora SO0BEg.
Wykorzystano przy tym makroassembler MASM-wersja 4.0 [41. W fazile
uruchamiania oprogramowania korzystano takze =z programu narzedziowego
“Advanced Trace 88".

Mcniior sieciowy, w =zaprezentowanym w referacie zakresie zosztal
uruchomieny i przetestowany. W checnej wersji reakcja moniitora na
niespodziewane odiac%enie stacji od sieci, odebranie wiadomeisci dla
nieznanego odbiorcy itp Jjest wydwietlenie odpowiasdniej informacjli na
@kranie 1 =zakofczenie pracy. Zapewnienie bardziej =loZonej reakcji na
tege typu zdarzenia jest gidwnym kierunkiem aktualnie realizowaned

rozbudowy monitora sieciowego.
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NETWORK LAYER OF THE DISTRIBUTED EDUCATION ZYSTEM

In the folowing is presented nelwork layer of
education system. The system consist of socme mikroc
attached to D-Link Local Area Network. Concur:
receive synchrenizing messages with the
attention is pzid to showing structure and
education system part.
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computer network, transfer
scheduling, mail service
Roman KAsZUBA*
Jan KWIATKOWSKI ™

MESSAGE TRANSFER SCHEDULING

A computer network creates the natural environment for distributed
processing. In such an environment a management function ordering
the utilization of the connection resourse is needed. The paper
deals with some issues which should be considered when designing
the application layer entity. It is described using a mail service
as an example.

1. INTRODUCTION

The computers and their interconnection facilities provide for many
contemporary services, among which the most popular one 1is the
electronic mail. It is popular not only within the computer network
users community but also on the linés, i.e. majority of the traffic
there 1is caused by transferred mail massages. This heavy traffic
requires appropiate procedures for the most efficient exploitation of
éomputer and communications resourses. to be developed. The paper
presents some solutions undertaken in the implementation of the file
t1 ansfer service [2]1 in the Interuniversity Computer Network CICND
connected with arranging resource assigrment for individual transfers.
These are also applicable to the mail message transfer as its execution
is similar to that of ordinary files. The mail service differs only in
much greater volume of transfers and lower time requirements. But the
entities providing the mail service constitute the same competitive
environment as file transfer stations. Then the implemented mechanism in
the file transfer service would serve for the mail service, especially
that the intention is to use the existing file transfer service for
secure message transfer at the first step of a mail service

implementation.

2. DESIGN OVERVIEW

The competitive environment is composed of application entities

% Computer Centre,Tech. Univ. of Wroctaw, Wroctaw
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maintaining queues of message transfers. Each message transfer is
executed 1Iin cooperation with the remote entity implied by a routing
algorithm. The entity sending the message controls the transfer and is
responsible for its reliable execution. There exists the asymmetry in
the communication between the two performing transfer entities: one side
plays the role of initiator, the other one the role of responder. Any
entity can maintain several activities, each independent in messagé
transfer executions of the others. All message transfers are independent
and may be executed in any order, but any possible order should satisfy
the user demands on expected transfer time. Since each system has
limited resources, then all message transfers can not be executed
concurrently and there has to be a management function determining the
order 1in which the message transfers are to be performed. The local
strategy adopted by an entity must lead to the completion of all message
transfers from its queue. and at the same time must ensure resources for
the entity cooperation in transfers controled by the others. The ways of
such an arrangement are discussed.

The application entity activity would operate as the initiator dif
it is controling a transfer from its local queued, the responder (if it
is cooperating in a transfer controled. by a remote entityd, or the
listener Cif it is waiting for a connection request from a remote
entity) or would be an idie entity. In each entity there are sets cof:
initiator activities <I>, responder activities <(R> and listener
activities {L>.

The message transfers in the local gqueue require, for their
execution, cooperation of a subset of remote community entities, called
connectivity domain <(C>. v

The management function contreols the activities operation in terms
of the preference order in which transfers are taken for execution and
the assignment of the roles to the activities C(also activities
creation/deletiond. This function would take into account such factors
as: present activities sets {I>, <R», {L», the present cperational state
of the the community and entities in connectivity <domain <&, the
properties of the transfers in the local queue Ce.g. vclume of data to
be transferredd, etc.

Each attempt to execute a transfer requiring the cooperation of a
given remote entity supplies information about that entity: if a
connection has been established, then the entity is accessible; 1if the
connection establishment request has been refused, then the entity is
temporary/permanently inaccessible. In the case of refusal the reason

code indicating a place and a cause of refusal is bsen supplled.

these information are important for scheduling of tLransfers.



peréistency property of the reason indicates for how long the transfer
execution should be delayed or that the transfer should be aborted as
unexecutable. The typical reason codes are network remote system down,

network/remote network service access point congested, application busy,

transfer not executable, etc.

3. STRATEGIES OF TRANSFER MANAGEMENT

Strategy adoptedvin the ICN is based on the principle that the
resource assigned to an application activity in the state of being a
listener 1s negligible. Then there are two different kinds of
activities: real activities, which are able to enter any operational
state Cinitiator, responder, listener), and dummy activities, which are
able to enter "the listener state only. In the case when all real
activities are busy the reply "application busy"” to the subsequent
.connection request is infinitely delayed, as thevconnection request is
directed to a dummy activity. When any of busy real activities is freed
the first of the awaiting reply connection requests is reassigned to it.
That is, the connection requests are queued and served in the FIFO
discipline. It is left to the decision of the initiator if it wailts for
remote application resource C(blocking the dummy listener, the connection
and own activityd or cancels the.request to execute another transfer. Of
course only few of connecﬂions can be in such a wailting state in a
system Climited queue lengthd, other connection requests are refused
with reply "“TSAP congested”, and the average time of obtaining this
response is determined to enable setting of outstanding conpectién
request time-out reasonhably. Simple initiator strategy is such. that if
the initiator connectivity domain {C> is not empty, the initiator will
wait for connection confirmation for a period of time, then, if without
success, it will give up and will take another transfer or, if its
connectivity domain is empty, it will wait "aimést“ infinitely. -

However, at the first look one could envisage a drawback in the
solution, as the initiator activity, the listener and the connection are
blocked, but in fact this resource consumption is less than active use
of the same resources by continuous polling Cdstrategy commonly
employed). Moreover, further benefit of the soclution is obtained due to
other entities having received "TSAP congested" reply are sure that the
queue is full, so it is useless to poll this entity for some time. Alsc
one could think that in the case when a waiting initiator cancels the
connection request, releasing the remote listener, Lhere is a decrease
in the system performance because the listener becomés free and unused
Cthe other entities, having received "TSAP congested” reply, became

engaged with different listeners, so they refrain from pelling this
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one). But this is negligible, as only dummy activities perform the role
of listeners and there are still more occupied listeners in that remote
end system.

To eliminate the feature of the resource blocking described above
the improvements in management strategy were made. The first improvement
is connected with the enrichment of information obtained from the failed
connection attempts Clocalization of the refusing entity and diagnostic
coded. This information enable the management function to classify the
reason on one of the four categories: transient, short term, long term,
and permanent; and to determine the subset of the {C> domain which is
inaccesible. That indicates the subset of transfers exluded from short
term §cheduling. '

The second improvenlent is connected with the support of the
reservation mechanism, which enables to save resources. Namely the
connection and tﬁe remote listener are not blocked if the same course of
action as in the previous strategy is assumed. The operation scheme
differs in that the listener records the requesting initiator in its
local queue instead of delaying a negative response, and then almost
immediately rejects the connection request releasing itself and the
connection. Therefore the initiator, .when issuing the connection
request, is almost sure that it will connect to a dummy entity at least.
If the initiator connects to the real activity, the transfer execution‘
will start immediately, if not, thén having received the negative
response it will wait for a reverse call from the called entity for a
period corresponding to the period of waiting for +the connection
confirmation in the previous strategy.va this period expires it will
begin the same procedure with the next transfer. The reverse call will
be received in the same situation as 1in the first sélupion the
connection would be accepted, that is, when at the called remote entity
a responder activity will be freed to serve this transfer. The original
call will be repeated if the reverse call 1is not received within a
relatively long period of expected arrival. If the reverse connection
request 1is refused the recorded request will be treated as other
transfers from the called entity local queue, that is, reverse call will
be repeated according to scheduling.

One could notice that the resource wastage is not necessarily lower
than that in the ﬁrevious strategy. This 1s because the refused

connection request record as the queue was, bthen it is

needed to walt for a revers

confirmatio
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similar to ordinary pellingd. Moreover, ther= are no underlying
mechanism ensuring the acceptance of the connection request from a given
entity when any other appears at the same time, so the reverse call can
be refused even if the waiting activity is free. At the end note that
sometimes it would be the resource wastage to refuse another call due to
uncertainty of the reverse call arrival within a short time. Then in
fact this reverse call mechanism benefits in a different way - it
increases the <{C} domain of the called entity, whose scheduling fun~stion
distributes the entity connection requests on its domain. Briefly
speaking the community connectivity scheme is such that the overcalled
entities first rea;ize message transfers with less occupied ones, and
next the message transfers with other “popular” ones, but in fact the
exact scheme depends on scheduling undertaken by these function to
"popular” entities. To support the reverse call a special command was
added to the application protocol: the command setting the assignment of

initiator and responder roles of both connected entities.

4. CONCLUSIONS
The presented above procedures are not completely satisfactory and

should be further improved. Some concepts are discussed in [1]1 , but
that paper 1s still connected with general file transfer, so the
presented concepts do not accomodate the specific properties of message
transfer. Moreover the mall service 1s expected to involve lots of
personal co?n“}':uters which accessability is very low, what should be also

taken into consideration while improving the presented functions.
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SZEREGOWANIE KOMUNIKATOW DO TRANSFERU

Sied komputerowa Lworzy naturalne $rodowi sko dla rozproszonego
przetwarzania zadan. W Srodowisku takim niezbedne s3 funkcje
zarzadzajace kolejnodcia wykonywania sie poszczegdlnych transferdw. W
pracy przedstawiono pewne rozwiazania ktére moga by< wykorzystane przy
projektowaniu stacji poziomu aplikacji. RozwaZzania przeprowadzon® na
bazie usiugl poczty elektronicznej.
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sied komputerowa.
Piotr KOCIATKIEWICZ* teleprzetwarzanie danych

STAN OBECNY I ROZWGJ
SYSTEMOW TELEPRZETWARZANIA DANYCH
W INSTYTUCIE KOMPUTEROWYCH SYSTEMOW AUTOMATYKI I POMIAROW

W referacle scharakteryzowano architekture, sprzet i oprogramowanie
opracowanego w IKSAiP systemu teleprzetwarzania TELE JS-M. Podano
mozliwo$ci konfiguracyjne sieci komputerowych tworzonych w oparciu
o system TELE JS-M. Oméwiono gidéwne kierunki rozwoju systemu w za-
kresie sprzetu i oprogramowania.

1. WPROWADZENIE

Obecnie eksploatowane w wielu dziedzinach gospodarki systemy tele-
przetwarzania zapewniaja uéytkownikom,rozmieszczonym na pewnym obszarze
geograficznym, dostep do zasobdéw jednego, centralnego systemu komputero-
wego,

Typowymi przyktadami systemdéw teleprzetwarzania sa systemy. budowane
w oparciu o opracowany w IKSAiP podsystem TELE JS. Podsystem TELE JS
jest produkowany i rozpowszechniany przez Zaktady Elektroniczne ELWRO.

Analiza kierunkdéw rozwoju zastosowal systemdédw komputerowych wskazu-
je na potrzebe taczenia ich w systemy wielokomputerowe o rdéZnym stopniu
sprzezenia. Jedna z drdg do tego prowadzacych jest opracowanie sprzetu
i oprogramowania, ktdére umozliwia taczenie trédycyjnych systeméw tele=-
przetwarzania z jednym komputerem centralnym w systemy sieciowe z wielo-
ma komputerami centralnymi.

Przedmiotem referztu jest podsystem TELE JS-M. Podsystem TELE JS-M
jest zbiorem sprzetu i oprogramowania realizujacym elementy architektury
sieciowej. W potaczeniu z komputerami obliczeniowymi serii Riad-2 lub
Riad-3 (JS EMC), ktdére sa wyposazone w niezbedne oprogramowanie sieciowe

* Instytut Komputerowych Systemdéw Automatyki i Pomiardéw, Wrociaw
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(system operacyijny, metody dostepu)} sZu2y do tworzenia sieci komputero-
wych - wielodomenowych systemdéw teleprzetwarzania. U ’

Sieé komputerowa budowana w oparciu o podsystem TELE JS-M, dalej
nazywana systemem TELE JS-M zapewnia uzytkownikom wspéiuzytkowanie zaso-
béw wielu systeméw komputerowych rozmieszczonych na pewnym obszarze geo-
graficznym (miasto, region lub caly kraj). Gidwna funkcja tego typu sys-
teméw jest przyjmowanie, przechowywanie, przetwarzanie, przesylanie
i wydawanie rdéiznego rodzaju informacii.

Obserwowany cbecnie rozwdéj techniki mikrckomputerowej nie zagraza
pozycji duzych komputerdw i budowanym na ich bazie sieciom komputerowym.
Przeciwnie, przewiduje sig, 2e sieci komputerowe beda niezbednym wspar=
ciem dla rozpowszechnionych systemdw mikrokomputerowych, zapewniajac im
dostep do baz danych i baz wiedzy, dostep do mocy ocbliczeniowej, usitug

informacyinych, poczty elektronicznej itp. \

2. KONCEPCJA SYSTEMU TELEPRZETWARZANIA TELE JS=M

Ramy niniejszeco referatu nie pozwalaja na szczegdiowe pfzedstawien
nie architektury logicznej i komunikacyjnej systemu TELE JS-=M., Zatem
rozwazania zostana ograniczone do zarysowania koncepciji tego systemu.

Koncepcje systemu TELE JS=M moZna najiatwiej zrozumieé z punktu wi=

ludzi bezpoérednio wspdipracujgcych z systemem coraz do programéw uZytko=
wych (aplikacji) rezydujacych w komputerach obliczeniowych i inteligent=-
nych urzadzeniach terminalowych. UZytkownik korhcowy nie jest czedcia
systemu, stad w systemie muszg istnied mechanizmy stanowiace pombst po=
miedzy uzytkownikiem kolicowym a systemem., Tym pomostem'sq jednostki lo=
giczne. Jednostki logiczne s implementowane programowo lub mikroprogra=
mowo i1 sa dla uzytkownikdw korcowych punktami dostepu do systenmu.

ANawiazanie komunikacji miedzy dwoma uzytkownikami kodcowymi jest
zwiazane z przejéciem jednostek logicznych reprezentujacych tych uzytkow-
nikéw w stan wzajemnej zaleZnosci, ktdry jest nazywany sesia.

Kazda jednostka logiczna ma przyporzadkowang nazwe sieciows, w cza=
sle inlcjacji sesjl system wyznacza adres_sieclowy odpowladajacy nazwie
sieciowej., Taka organizacja wymiany informacji pozwala uZytkownikowi
koficowemu na komunikacje z innym ufytkowmikiem kedcowym bez koniszcznoécl’
wskazania, ¢dzie Zadany uzytkownik koficowy sie znajduie.

Adresy sieciowe sz zwiazane z tak zwanymi sieciowymi djedn

adresowymi, to jest zbiorem elementdw u, ktéry dostarcsz:

nikom usiug umozliwiajgcych wysylan
nostki adresowe komunikuja

(trasa) .
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Wyrdznia sie trzy rodzaje sieciowych jednostek adresowych:
- jednostke logiczng, oméwiona wyzej, reprezentujaca uzytkownika kofico-
wego,
- Jjednostke_fizyczng, to jest element zapewniajacy uslugi sterowania Ia-

czami, terminalami i1 procesorami w systemie,
- punkt_sterowania ustugami systemowymi, to jest zbidr elementdw zarza-

dzajacych catlym systemem lub jego czedcia.

Podobnie jak miedzy jednostkami logicznymi, réwniez miedzy pozosta-
tymi sieciowymi jednostkami adresowymi moze byé nawiazana komunikacja
(sesja) .

Wymienione wyZej elementy systemu TELE JS-M sa realizowane progra-
mowo lub sprzetowo w urzadzeniach, z ktérych jest zbudowany system.
Urzadzenia te moga byé zlékalizowane na pewnym obszarze geograficznym
zgodnie z zapotrzebowaniem na usiugi przetwarzania danych. Wiasnodci
konfiguracyjne systemu dkreélaja tak zwane wezly. Sa to komputery obli-
czeniowe, procesory sieciowe i urzadzenia terminalowe. Kazidy wezel po-
siada wtasng jédnostke fizyczng, reprezentujacg jego zasoby w sieci.
Istniejq nastepujace kategorie wezidw: ‘ )
- wezeX komputera obliczeniowego = wezel sterujacy komponentami systemu

we wszystkich pozostaiych wezXach,
- wezel procesora_sieciowedo = wezel pracujacy pod kontrola wezta kompu-

tera obliczeniowego, sterujacy liniami komunikacyjnymi i urzadzeniami
zewnetrznymi,
- wezel peryferyijny ~ wezel skojarzony z urzadzeniem terminaléwym lub

jednostka sterujgca grupg urzadzef terminalowych,

Fizycznie wezly sa laczone ze soba w rézny sposdéb. Moze to byé ka-
na% jednostki centralnej lub linia.telekomunikacyjng.
da sie z wezla komputera obliczeniowego lub wezta procesora sieciowego
z wezlami peryferyjnymi podlaczonymi do niego - kazdy podobszar ma wias-
ny numer siuzacy do identyfikacji komponentdw sieci.

WezeX podobszaru posiadajacy punkt sterowania usiugami systemowymi
wraz z innymi‘wezkami podobszardw sterowanymi przez ten punkt tworza do-
meng.

Podczas sesji dane sa przesylane trasami. Trase tworza wezly i linie
komunikacyjne. Miedzy dwoma uZytkownikami koficowymi moga by¢ tworzone
trasy alternatywne. ¢ '

Relacje miedzy elementami systemu TELE JS-M przedstawiono na rys.l.

- Sieciowe sterowanie droga jest odpowiedzialne za transport komuni-
katéw pomiedzy sieciowg jednostka adresowa nadajch,a sieciowg jednost-

kg adresowg odbierajaca.
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Rys. 1. Relacje miedzy elementami systemu TELE JS+M
Fig. 1. Relation between elements of TELE JS-M



167
Format komunikatdéw jest nastepujacy:
komunikat::= sja:o,sja:n,parametry,dane >

sja: o - sieciowa jednostka adresowa odbierajaca,
sja: n - sieciowa jednostka adresowa nadajaca.

Siebiowe sterowanie droga sktada sie z dwu komponentéw: sterowania
droga i sterowania_laczem. Sa one odpowiedzialne za zarzadzanie przeply-
wem komunikatéw wzdiuz calej trasy taczacej zaangazowane sieciowe jed-
nostkil adresowe.

zZbidr zdefinicwanych dla systemu TELE JS=M funkcji jest podiielony
na hie;archiczne warstwy, poczawszy od warstwy no$nika fizycznego a kof-
czac na warstwie usiug transakcyjnych. Rys. 2 ilustruje warstwy i funkcje

przez nie wykonywane,

3. KOMPONENTY SYSTEMU TELE JS-M

Na rys. 3 przedstawiono gtdwne komponenty sprzetowe 1 programowe
systemu., Funkcje poszczegélnych komponentdw sa nastepujace:
a) Komputer_obliczeniowy - steruje calofciag lub fragmentem sieci. Zapew-

nia realizacje obliczefi, wykonywanle programéw, dostep do baz danych
i1 usitugi zarzagdzania siecia. i

b) Procescor_sieciowy = zarzadza fizyczng siecia, steruje taczami i wyzna-.

cza drogi przesyXania danych.
c) Jednostki_sterujace - sterujg operacjami WE/WY urzadzedi terminalowych

podXaczonych do nich.
d) Urzadzenia Eerminaloyg - zapewniaja uzytkownikom dostep do zasobdw

systemu (wysytanie i przyjmowanie informacji).

e) Sieciowe metody _dostepu - speiniaja nastepujace funkcje:

- sterowanie przeptywem danych w systemie (na poziomie logicznym),

- 2apewnienie sprzegu miedzy podsystemami narzedziowymi a siecia,

- zabezpieczenie podsysteméw uzytkowych przed nieautoryzowanym
dostepem,

Sieciowe metody dostepu rezyduja w komputerze obliczeniowym.

f) Podsystemy narzedziowe =~ naleza do nich systemy wspomagajgce takie
gczynnoéci jak rozwéj programéw konwersacyjnych, przegladanie i aktua-
lizacja informacji, zdalne przetwarzanie wsadowe. Przyktadami takich
podsysteméw sg SKOT/VS i HADES/VS.

g) Programy_ uzytkowe - wykonuja funkcje wymagane przez uzytkownikdéw. Na=-
le%a do nich obliczenia naukowe, usitugl typu transakciji lub edycia

tekstdw, Programy uzytkowe rezyduja w komputerach obliczeniowych lub

programowych urzgdzeniach terminalowych.
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U2YTKOWNIK KONCOWY

//]

USLUGI TRANSAKCYJNE takie us*ugi jak dostep do baz danych,

wyl(\ia' na dokumentéw itp.
//
A

USELUGI PREZENTACJI formatuja dane dla rdéznych sposobdw ich
przedstawianie oraz koordynuja wspdétuzytkowanie zasobéw.

%

STEROWANIE PRZEPZYWEM DANYCH synchronizuje przepiyw danych
w czasie sesji, koreluje wymiana danych i je grupuje.

/

STEROWANIE TRANSMISJA dyktuje tempo wymiany danych w czasie
sesji oraz szyfruje dane jesli jest potrzebne ich zabezpiecze=

| nie
222.

STEROWANIE DROGA wyznacza trase przesylania danych pomiedzy icH
Zrédtem a miejscem przeznaczenia oraz steruje ruchem w sieci.

7

/]

STEROWANIE LACZEM przesyla dane pomiedzy sasiednimi wezXami.

%

STEROWANIE NOSNIKIEM laczy sasiednie wezty fizycznie i logicz-
nie

Rys. 2. Warstwowa struktura systemu TELE JS~M
Fig. 2. Layered structure of TELE JS-M system
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. KOMPUTER )
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(EC1034) (EC1034)
Program aplikacyjny ] l Program aplikacyjny I
KANAZ,
System narzedziowy l L System narzedziowy l
Metoda ' Metoda
dostepu -] dostepu
% \
PROCESOR
SIECIOWY
(EC 8371.01M) ' (EC 8371.01M)
Sieciowy
program
terujag-
JEDNOSTKA
STERUJACA
(EC7911) (EC7911)
AY
. < l EC7917 EC7917 , C7915M
URZADZENIA
TERMINALOWE

Rys. 3. Komponenty systemu TELE JS=-M
Fig. 3. Components of TELE JS~-M system



n). Program_sterowania_siecla - wyznacza trasy przesylania danych oraz

steruje transmisja. Program sterowania siecia rezyduje w procesorze

sieciowym.

4, SPRZET SYSTEMU TELE JS-M

W sklad zestawu urzadzer systemu TELE JS-M wchodza nastepujace
urzadzenia:
- komputer obliczeniowy,
~ procesor sieciowy,
- komunikacyjne urzadzenia transmisji danych,

- urzadzenia terminalowe,

Funkcje komputerdw obliczeniowych peinié moga systemy komputerowe
Jednolitego Systemu EMC serii Riad=2 lub Riad-=3. Warunkiem stosowania
tych systeméw jest akceptowanie przez jednostki centralne systemu opera=-
cyjnego 0S/JS 7.2, -

Wymagania odnoénie konfiguracji komputera obliczeniowego i parame=-
tréw jednostki centralnej zaleza od rodzaju aplikacji eksploatowanych

N

w sieci, wymaganych czasdéw reakcji, niezawodnos$ci itp., to znaczy od sfe-

ry uzytkowej instalacji.

Funkcje procesora siecioweqgo w systemie TELE JS-~M peini procesor
EC 8371.01M. Jest on specjalizowanym komputerem ukierunkowanym na obsiu-
ge transmisji danych miedzy komputerem obliczeniowym a urzgdzeniami ter-
minalowymi. Swoje funkcje wykonuje w oparciu o program sterujacy przecho-
wywany w pamieci operacyjnej.
Procesor sieciowy sktada sie z nastepujacych blokéw funkcjonalnych:
- Jednostka sterujaca - zarzadzajaca praca procesora i organizujgca wspdi-
dziatanie pozostalych blokdw. ;
- Pamieé operacyjna =~ przeznaczona do przechowywania progréméw steruja~
cych i danych. Wykonana w technice péiprzewodnikowej.
- Adapter kanalowy = obstfuguje E;ansmisjg kanatowa miedzy procesorem
a komputerem obliczeniowym. Istniejag dwa typy adapterdw kanalowych:

AK14 - pracujacy z kanalem bajtmultipleksorowym
AK 2 -~ pracujacy z kanaXem blokmultipleksorowym.

- Skaner komunikacyjny ~ obsiuguje transmisje linjiami komunikacyjnymil
taczacymi procesor sieciowy z urzadzeniami terminalowymi. Opraccwano
dwa typy skanerdw:



SK 2

pracujacy w trybie znakowym,
SK 3 pracujacy w trybie blokowym.
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= Blok liniowy =~ realizujacy nadawanie i odbidr kolejnych bitdéw znaku
oraz sterowanie obwodami styku S2 1inii komunikacyjnych.
= Adapter dyskowy AD-2 - modul sterujacy pamiecia na dyskach elastycz-

nych.'PamiQé ta jest przeznaczona do autonomicznego radowania progra-

méw testujacych lub programu sterujacego procesora sieciowego pracuja-
cego w trybie zdalnym (tadowanie przez Yacza komunikacyjne).

= Pulpit techniczny - umozliwiajacy obsiuge operatorska i szybka diag-
nostyke standw awaryjnych procesora.

~ System zasilania - zasilajacy wszystkie moduty procesora.

bpisane wyZej bloki funkcjonalne sa montowane w zespoly konstrukcyj-
ne - tak 2zwane modﬁly. W éaleénoéci od typéw i liczby moduiléw istnieija
réine warianty konfiquracji procesora. Moduty: jednostka sterujaca, pa-
mieé operacyjna, adapter dyskowy, pulpit techniczny i zespdét zasilania
wchodza w sktad kaZdej konfiguracji. Pozostate moduty sa opcjonalne. Ko-
lejne wykonania (tzw. konfiguracje) procesora sieciowego scharakteryzo=-

wano w Tabeli 1.
Tabela 1
_— -
Typ :
modutu ) !
Nr AK~14 AK=-2 SK=-3/B0 SK=2/B0 Wersja :
konfi- i
gura- :
cji . !
ngtar’ T
]
1 - - 1 - ! zdalna
2 - - - 1 zdalna
3 - - 1 1 zdalna
4 1 - 1 - lokalna
o8 1 - - 1 lokalna :
S— 1
1
6 1 - 1 1 lokalna
- 2 ——:r——
7 - 1 1 - lokalna
e om . s o e e s - o - - - - - - fen e o - ! - -




-

w

K [] h

/ Typ H i

] moduiu

I Nr AK-14 AK=2 SK-3/B0 SK=2/B0 Wersja.

;kon-

1 figu-

:racji

&

i

: 8 - 1 - 1 lokalna

i

; -f=

i 9 1 1 1 - lokalna

H — —

1

110 1 1 - 1 lokalna

1 -d
11 ‘ 1 2 1 - ] lokalna

: 12 1 1 1 1 lokalna

i

i
13 - 2 1 - lokalna

i

] 14 - 2 - 1 lokalna

é 15 - 2 1 1 - lokalna

]

Podstawowe parametry techniczne procesora sieciowego s3g nastepujace:

Pojemno$¢ pamigci operacyjnej < 512 KB
Cykl instrukcji 1,6 ps
Maksymalna liczba 1inii telekomunikacyjnych 128 _
Liczba podaczonych kanatdw 4 (jednoczesna
praca 2)
S/S,BSC,SDLC

Tryb pracy

4,3. Komunikacyjne urzadzenie transmisii danych

Podstawowy zestaw urzadzer transmisji danych systemu TELE JS-M sta-

nowig nastepujace urzadzenia:
- modemy EC 8006 i EC 8013
- konwertery: telegraficzny TGF
podstawowy KP 4800 bps
- autowzywak telefoniczny EC 8062
Moga byé réwniez stosowane inne urzadzenia speiniajace wymagania CCITT.

Podstawowy zestaw urzadzed terminalowych svsteima TELE JS-M obejmuje:

- system monitordéw zdalnych:
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. monitor ekranowy zdalny niezaleiny EC 7915M
. jednostka sterujaca zdalna EC 7911
. monitor ekranowy zdalny zaleiny EC 7917
. drukarka trwalej kopii EC 7914M
- punkt abonencki EC 8575M
- mikrokomputer ELWRO 801AT
oraz inqe urzgdzenia terminalowe, ktdére speiniaja wymagania protokoidw
komunikacyjnych przyjetych w systemie TELE JS-M.

5. OPROGRAMOWANIE SYSTEMU TELE JS~M
5.1. _Oprogramowanie_komputera_obliczeniowego

Zésadniczym elementem oprogramowania komputera obliczeniowego jest
system operacyjny. Dla potrzeb systemu TELE JS-M jest dostarczany system
operacyjny 0S/JS 7.2. ‘

System TELE JS-M moze rdéwnie% pracowaé z systemem operacyjnym 0S/VS1
7.0D. W tym celu nalezy wyposazy¢ ten system w sieciowa metode dostepu
VTAM/MR, ktdra jest przedmiotem dostaw w ramach podsystemu TELE JS-M.

Re

5,2. Oprogramowanie procesora sieciowego

a) Sieciowy program sterujacy NCP/MR/8371

Sieciowy program sterujacy NCP/MR/8371 steruje transmisja danych pomiedzy
komputerem obliczeniowym a terminalami podiaczonymi do procesora siecio-
wego. Procesory sieciowe moga byé podiaczane do komputerdéw obliczeniowych
kanatowo lub liniami telekomunikacyjnymi przez inne procesory sieciowe.
Program NCP/MR/8371 moze byé wygenerowany w trzech postaciach:

- dla pracy w trybie emulacyjnym (EP),

- dla pracy w trybie sieciowym (NCP),

- dla pracy w trybie dzielonym (PEP).

Funkcje programu mozna sklasyfikowaé w dwdch grupach: funkcje standardo-
we i funkcije opcjonalne.'

Do funkcji standardowych naleza:

- sterowanie transmisja danych,

- obstuga znakdw sterujacych,

- obstuga bufordw,

- sterowanie przeptywem danych,

- 6bs&uga taczy réwnolegiych pomiedzy sasiednimi procesorami sieciowymi,
- odnowa sesiji,

- sterowanie Yaczami danych pomiedzy wieloma procesorami w sieci,

- rejestracja bzeddw.

Do funkcji opcjonalnych naleZa:

- przetwarzanie blokdéw danych,

- odnowa po btedach i diagnostyka obejmujaca:
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. powiadomienie o sytuacjach krytycznych,
. $ledzenie adresdéw pamigeci i rejestrdw,
. testowanie urzadzen terminalowych w trybie on-line,
. testowanie Iacza SDLC w trybie on-line,
. wznowienie po przerwach w transmisii,
- weryfikacja identyfikatordéw stacji BSC i SDLC,
- sterowanie dynamiczne.

b) Programy wspomagajace

Do programéw wspomagajacych NCP/MR/8371 naleZag nastepujace programy:
- assembler procesora sieciowego,

- program adujacy, '

- program statycznej fotografii pamigci procesora sieciowego,

- program dynamicznej fotografii pamieci procesora sieciowego.

Assembler procesora sieciowego

Assembler procesora sieciowego jest wykonywany w komputerze oblicze-
niowym. SZuzy on do kompilaciji programéw napisanych w jezyku assembler

procesora sieciowego.

Program Xadujacy

Program tadujacy ,jest wykonywany czesciowo w komputerze obliczenio-
wym i czedciowo w procesorze sieciowym. Program stufy do fadowania do

pamieci procesora sieciowege programu NCP/MR/8371,

Program statycznej fotografiil pamieci procesora sieciowego

Program statycznej fotografii pamieci wprowadza do komputera obli-
czeniowego obraz pamigci procesora sieciowego. Program posiada dwie
opcije: '
~ ograniczenia obszaru fotografowanej pamieci,

- organizowania formatu wydruku pamieci.

Program dynamicznej fotografii pamieci procesora sieciowego

Program dynamicznej fotografii pamigci wprowadza do komputera obli=-
czeniowego obraz pamieci procesora, nie przerywajac wykonywania programu
sterujacego tego procescora. Program ten moZe by¢ wykonywany wyXacznie
z programem NCP/MR/8371 pracujacym w trybie EP lub PEP,:

c) Moduf wirtualnego terminala sieciowego = VT0/8371

Zadaniem moduiu wirtualnego terminala sieciowego VIT0O/8371 zapewnie-
nie obsltugi terminali starego typu w charakterze peinoprawnvch terminali
sieciowych systemu TELE JS-M., Modui ten jest opcjonalnym, funkcjonalnym
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rozszerzeniem sieciowego programu sterujgcego NCP/MR/8371 realizujacym
symulacje obsiugi urzadzes i linii start-stopowych. Modui zapewnia ob-
siuge nastepujacych urzadzed terminalowych:

- EC 8575M,

- T 100 lub T 63

6. PODSTAWOWE KONFIGURACJE SYSTEMU TELE JS-M

W zaleznos$ci od typu systemu operacyjnego zainstalowanego w kompu=-
terze cbliczeniowym wyrdznia sie dwa warianty konfiguracji systemu TELE
TS=M:

= wariant 1 z systemem operacyjnym 0S5/JS 7.2.
= wariant 2 z systemem operacyinym 0S/VS1 7.0D

Wiasnosci obu wariantdw zestawiono w tabeli 2.

Tabela 2.

) e e w0 5 @ e on w 72 em 2 @ ow ae e tam o w> ot e €53 G “e e & -y
i - -
§ Parametx Wariant 2 ﬁ Wariant 1
| SR i o - g 0
! i I
i - . t ’
i System operacy jn: & ¢ 0Os/vsi 7.0D ¢ 0S/J8 7.2
1.°Y P yiny i !
| Metoda dostepu i ! TCAM/ANF
Ry oy ; g 1 < i
! Liczba komputerdw obliczeniowych § >1 ¢ z1 H
; : ¥ : !
{ Liczba lokalnie podiaczonych 5 ! N
§ procesordw siecilowych g 21 : Z1 !
{ Liczba zdalnych procesordw sleciowych g : g
! podigczonych do procesora sieciowego ! : :
i lokalnego : >1 i 1 i
! i ¢
i Liczba procesordw zdalnych podigczo- ! i
i nych do procesora zdalnego 21 i 0 i
i ; H
[]
i Liczba potaczedl zdalnegs procesorsa | i
i sieciowego do innych procesordéw : 5 g
} sieciowych P i 1 ;
S Lacza grupowe miedzy procesorami g !
i gsieciowymi zdalnymi TAK i NIE i
§ i !
1} . 1]
1 hacza pomiedzy lokalnymi procesorami H }
} sieciowymi TAK i TAK !
i 5 _ ; W ¢ 1
| Rodzaj polaczern pomiedzy lokalnymi . . i
! procesorami sieciowymi dowolny ; sekwency jny :
! 4 lub drzewo i
i t 1
i Tryb pracy systemdw nonitordw sieciowy_ ; @ylko ;
Y lokalnych lub lokainyg lokalny §
i . ]
i i i
] H a
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7. ZAKONCZENIE

zaprojektowany w IKSAiP procesor sieciowy EC 8371.01M wraz z opra-
cowanym oprogramowaniem podsystemu TELE JS-M zostal przebadany i bedzie
wdrozony do produkcji w ZE ELWRO. Przekazanie podsystemu do dystrybucji
nastapi w 1990 r.

Podsystem TELE JS-M bedzie stale rozwijany. Rozpoczeto'prace nad
podsystemem TELE JS-2, ktdry bedzie -podstawa tworzenia instalacji siecio-
wych (systeméw TELE JS-2). Koncepcja tego systemu bedzie zgodna z opisa-
na wy2ej koncepcja systemu TELE JS-M. Nacisk zostanie po!oéony na polep-
szenie parametréw technicznych i wtasnosci eksploatacyjnych. Ztoza sie
na to: )

a. Opracowanie procesora sieciowego nowej generacji (EC 8377). Przewidy-
wane parametry procesora:

- pojemno$¢ pamieci operacyjnej 0,522 MB
- liczba podtaczonych linii

telekomunikacyjnych i £ 256
- liczba kanaitéw do podtaczenia

jednostek centralnych 8

- tryb pracy: s/s, BSC, SDLC, X.25

Nowa baza elementowa z obwodami wysokiej skali integracji przyczyni
sie do osiagniecia wyZszego w poréwnaniu z EC 8371.01M poziomu nieza-:
wodnodci. /

b. Opracowanie oproqraméwania utatwiajacego utrzymanie systemu w rﬁchu.
Beda to programy:
- operatorskiego sterowania komunikacja w sieci,

' = okreflania probleméw sieci.

c. Opracowanie programu umozliwiajacego wykorzystywanie przez system
TELE JS-2 autonomicznych sieci transmisji danych z komutacja pakietdw
z zewnetfznym stykiem zgodnym z rekomendacja X.25.

d. Opracowanie sprzetu i oprogramowania umoZliwiajacego podlgczenie do
systemu TELE JS-2 lokalnych sieci komputerowych.
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In. the paper, the TELE JS-M'teleprocessing system developed in the
Institute of Computer Systems for Automation and Measurement is descri-
,bed. Architecture, hardware, and software of this system are characteri- -
zed. Some configuration possibilities of computer network based on this
system are presented. The development trends of hardware and software

for TELE JS system are discussed.

TyTe KOMOBOTEDHHX CHCIEeM aBTOMaTHKM M_H3MepermH

B crarbpe paccMaTpKBaeTrcs cHcTeMa Texeodpadorxu ranunx TEJE EC-M.
Cco6oe BHUMaHH¥Ee YIeNgeTCHA apXHTeKType, NPOrpaMMHOMY O6eCHeYeHHK K Tex-
HHUYECKHM cpeacTBaM 3Toif cucreMmu, IlpeicTaBleHH KOHQUI'YpaIHOHHHE BO3MOX-
HOCTH CO3JaHHA BHYUCIHTENbHOH ceTn Ra Gaze cucreM TEJE EC-M BMecTe
C XapaKTepHCTHRO! HanpaBJeHHMS Da3BUTHA JTO# CHCTeMH,
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OPTYMALIZACJA DYSTRYBUCJI OPROGRAMOWANI A
¥ LOKALNYCH SIECIACH KOMPUTEROWYCH

Efektywnosé pracy systemu wspdibieZnego zalezy miedzy innymi od
funkcji przypisania wezidw obliczeniowych lokalnej sieci komputero-
wej poszczegdlnym modutom programowym. W pracy sformutowano kryte-
rium pozwalajace teoretycznie pordwnad efektywnosé poszczegdlnych
funkcji przypisania. Sformutowanc teZ zalozZenia systemu sugeruja-—
cege bardziej “efektywne' przypisanie na podstawie anallizy wybra-
nych parametrdw pracy systemu wspdibieznego.

1.Ws1EP

W ramach prac nad systemem wspomagania implementacji oprogramowzania
wspdibieZnego w  lokalnych sieciach komputerowych JCOSID [4,810
pojawit sis problem takiej alokacji moduidw programowych, aby praca

ieci byla mozliwie efektywna. Kryterium pomiaru stopnia efekiywnodci
systemu wspdibieznego moZze byd suma czasdw bezczynnoscli procesoraw
obstugujacych lokalna sied komputerowas [41. W systemach rozproszonych
nalezy uwzglednid dodatkowe opdznienie wynikajace z komunikacji pomiedzy
odlegtymi weziami obliczeniowymi i1 wtedy wazZnym kryterium analizy
efektyvnosci pracy sieci komputerowej Jjest czestotliwodd wymiany
informacji pomiedzy weziami obliczeniowymi. Dla uniknigcia strat
zwigzanych z czasem oczekiwania na realizacje tych transmisji raleZaioby
dazy¢ do lokalizacji najczesciej wspdipracujacych ze soba moduidw
programowych w tym samym wezZzle obliczeniowym. W pracy prz=cdstawiono
zatoZenia systemu DYNOPT wspomagajacege procedury alokacji E celu
uzyskania mozliwie =fektywnej pracy systemu wspdéibiezZnege., Zdefiniowano
funkcje efektywnosci systemu oprogramowania. Dla polrzeb systemu DINOPT

w czasie dziatania systemu wspdibieZznego obliczans sa wybrane parametry

¥ {atedrs Informatykxi UJ Xrekdw
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statystyczne pracy systemu wspdibieznego. Formalnym opisem alokacji
modut dw programowych w sieci komputerowej jest EDG-graf. W grafie tym
etykietowane wierzchoiki oznaczaja komponenty sieci Cweziy obliczeniowe,
moduty programowed, zas etykietowane krawedzie oznaczaja relacje
pomigdzy komponentami sieci Calokacja modutu w wezle obliczeniowym,
potaczenia pomiedzy weztami, wspdipracujace moduky‘ibd.). Z kazdym z
wierzchoikéw mozemy tez zwigzad okredlone atrybuty. Dokladny opis wraz
ze szczegdiowymi przykitadami moZna znalezd w [3,41].
Przyjeto, ze zmianie alokacji modut dw programowych odpowi ada
rekonfiguracja EDG-grafu. Rekonfiguracja ta odbywa sie pod kontrols,
zmodyfikowanej gramatyki edMIC [1] przy pomocy systemu ASNET [2].Problem
optymalnej dystrybucji oérogramowania w lokalnych sieciach komputerowych
Jjest problemem bardzo ziozZonym, dlatego autorzy traktuja zaproponowany
system DYNOPT jako prdébe znalezienia pewnych kryteridw pozwalajacych
uczynidc systemy oprogramowania wspéibieznego bardziej efektywnymi.

2. FUNKCJA EFEKTYWNOSCI SYSTEMU PROGRAMOWANIA WSPOLBIEZNEGO

Z kazdym wierzchotkiem grafu alokacji zwiazany jest atrybut coopp
Ccooperation probabilityd. Kazda krawedz Cv,c,wd Coznacza to krawedz

taczaca moduty wsp&kpracujace ze sobad atrybutowana jest liczbag

BCV & WJCV.C,WD z przedziatu [0,11].
Funkcje efektywnosci systemu S z alokzacja G w czasie At okreslamy jako
FE(S,3 = I (ready, + pxCl-activ, :AtD*WCid>
: i i
ieNodes
gdzie:
Nodes - oznacza zbidr wezidw obliczeniowych systemu S
readyi - suma czasdw bezczynnosci aktywnych modutdw w weile i

w rozpatrywanym przedziale czasu At
activ - iloraz sumy wykorzystanego czasu procesorow w weZle

i przez liczbe procesordéw dostepnych w tym weZle

=4 - opdznienie wymiany informacji w systemie rozproszonym.
WCid> = X Z cooppv*BCv.c,wD*Exter(i,w)
) veMi wel
gdzie
coopPp, - jest wartoscia atrybutu wierzchotka v
BCv,c,wd ~ wartoscia atrybutu krawedzi Cv,c,wd
Exterdi,w? - przyjmuje wartosc O jezeli modul pogredniczacy jest

zaalokowany w weZle i oraz 1 w przeciwnym przypadku

M, - zbidr procesdw i managerdw zaalokowanych w wezle i
p =
I - zbidr moduidw posgredniczacych systemu

Niech K oznacza zbidr wszystkich grafdw alckacji systemu S.

K={G,, i=1,...,n G,%Gj dla i®j, G,graf alokacji dla s>
i 3 i
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W tym przypadku jako kryterium efektywnosci systemu przyjmujemy funkcje

min {FECS,G)>
GeK
Duza zloZono$d obliczeniowa powoduje, Ze przedstawione powyzZzej kryterium

efektywnosci ma znaczenie bardziej teoretyczne.
3. PARAMETRY STATYSTYCZNE PRACY SIECI KOMPUTEROWEJ

Dla sieci S z n wezitami obliczeniowymi .1 p modutami oraz grafem
alokacji G modutdw programowych w trakcie pracy systemu ustalane sa
war togci nastepujacych zmiennych:

Li' - czas wykorzystania procesordw w i-tym wezle obliczeniowym Ci=1...kD
ki - drednia diugosdé kolejki gotowych moduidw i-tym weZle obliczeniowym

C - ilo$é wolan na krawedzi Cv,c,wd.
Cv,c,wd
g;,.] - czas oczekiwania gotowego modutu j w i-tym weZle obliczeniowym
Wtedy
act,ivi= Li:lpiCi=1. o A J.pi oznacza liczbe procesordw w wezle id

_1 n
re-amlyi -gi+. i +gi
cooppv=C = CCv,c,w))/c z CCx,c,wDDngy brak potaczenia

weV x, weVy

pomiedzy wierzchotkami v,w to CCv.;v.w)=o>

BCv,c,w)=Ccv,c'w)/ C z CCx.‘x,w)D
X, we¥

Warto$ci tych zmiennych posiuza jako parametry dla systemu DYNOPT.

4. PODSTAWOWE ZALOZENIA SYSTEMU DYNOPT

Dla systemu S po upiywie. odcinka czasu Ati Ci=0,1,...k =za kazdym
razem identycznego) uruchamiany jest system DYNOPT. 2Z kazdym odcinkiem
czasu zwliazany jest graf alokacji Gi' Jezeli po upitywie czasu At,i

F’ECS.GLDSFECS.Gi -1
FECS,G. 0> to przywracana jest konfiguracja systemu wyznaczona przez graf

(o)
Gi-l' w przeciwnym przypadku podejmowana jest akcja rekonfiguracji
systemu. Gtdwne zatozenie systemu DYNOPT jest takie, Ze moduty

> Ci>0O,w czasie Ato ustalana jest poczatkowa wartosd

komunikujace sie najczesciej ze soba powinny by¢ zlokalizowane w tym
samym weZle obliczeniowym. Niech graf Gi bedzie grafem alokacji po

czasie Ati. Znajdujemy krawedz C Cgdzie v,w naleza wezidw

Cv,c,w
obliczeniowych 1,k k#1> o maksymalnej wartogci, taka, zZze mozliwa jest
alokacja moduiu v w wezle obliczeniowym k W wezle obliczeniowym k
znajdujemy modut z dla ktdrego xék CCz.c,
alokujemy w weZle obliczeniowym j wybranym =z tych wezidw

5 jest nmnajmniejsza . Modu: =z

obliczeniowych {il' 1 .is} w ktdrych mozliwa jest alokacja meoduitu z, aby

iloczyn lpJ,*CAt,i —LJD*kJ by najmniejszy sposrdd wszystkich
- =i i ~1i < 1

lpn’;)(-CAt.jL Lm)*km dla m EPRIEER N m=k C lpt liczba procesordéw w wezle tD.
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Drugim kryterium rekonfiguracji systemu jest poprawa wykorzy;tania czasu
pracy procesordw i zmniejszenie diugosci kolejek gotowych moduidw.
Zaktadamy, 2Ze raz relokowane moduty nie podlegaja powtdrnej relokacji
podczas tego samego przebiegu systemu DYNOPT., Sposrdéd wszystkich wezidéw

obliczeniowych <(1,...m> wybieramy wezel obliczeniowy k dla ktdérego
wartosé iloczynu lpk*CAti—tk)*kJ Jest najwieksza sposrdd wszystkich
iloczyndw lpm*CAti—Lm)*km. i wezel 3 8 dla ktdérego iloczyn

lpl*CAti—tl)*kljest najmniejszy. Z wezia k wybieramy modut r mozliwy do

zaalokowania w wezle 1 dla ktdérego wartosd gzjeét najwieksza i alokujemy
w wezle 1.
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EdPeXTHBHOCTL padoTh NapaijleNnbHOA CHCTEeMbl 3aBHCHMT OT TOro KakK ™Mbl
pO3NpHAENUM TpOrpamMmsi B BbNMCHETeNbHOM ceTH. B cTat¥ Mo TOXE
oKa3any KpUTEpPMH KOTOpPOH pa3pemaeT CPaBHHTbE e$PEeKTHBHOCTb ITOro
PO 3NpHASNEHHUS. Npeanaraem TeCTHpOBaTh, HeKOTOopbHe apaMeTpbl
wapanNeNbHOro mpouecca. PaspemaeT eTO TpPeANOXMT METOA KOTOpH#A
wpeanaraeTr "nydme' PpO3NPUAENMTbL WPOrpaMMbl B BLMHCIHUTEJNbHYIO CeThb.

‘Efficiency of the concurrent system works depends on the function
describing associations among the computing nodes of a local area
network and program modules. The theoretical criterion which allows
one to compare the efficiency of these functions is presented in
this paper. A few parameters of the concurrent system work are
proposed to be choosen and tested. This allows one to suggest a
more "“efficient® software distribution
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PRZEPUSTOWOSC SIECI PAKIETOWEJS
Z DZIALAJACYM MECHANIZMEM UNIKANIA ZAKLESZCZEN

W pracy przeprowadzono analizeg jakoéci wybranych mechanizmdéw unika-
nia zakleszczen w sieciach pakietowych z punktu widzenia przepusto-
wodcl sieci, Zastosowano metody sieci kolejkowych z ograniczeniami
populacji i przyjgto jednorodny model stochastyczny sieci, pozwala-
jacy zmniejszydé nakiady obliczeniowe 1 nie zaktadaé okres$lonej to-
pologii sieci. Do obliczen wykorzystano zmodyfikowany algorytm splo
towy Reisera-Kobayashi. Przedstawionc wyniki numeryczne ilustrujece
rolg doboru mechanizmu kontroli przecigzen przy ocenie mechanizmu
unikania zakleszczen.

1. WPROWADZENIE

Zakleszczenia (store-and-forward deadlocks) sg potencjalng konsek-
wencja stosowania protokoidéw przesytania pakietdw miedzy weziami z za-
chowaniem kopii pakietu wystanego i retransmisjg pakietu odrzucdnego
przez wegzel sgsiedni i byty badane juz w latach 70-tych. Systematyczna
xonstrukcja mechanizméw unikania zakleszczerd (MUZ) rozpoczegia sie u pro-
gu lat 80-tych [1]. Wspdlna cechg MUZ Jest mozliwos$é odrzucania pakietdw
przez wgzeX mimo niecalkowicie zapeinionej pamigci buforowej, co na ogdi
prowadzi do obnizki przepustowosci sieci. Postulat minimalizacji wspom=-
nianej obnizki oznacza poszukiwanie mozliwie liberalnych MUZ (tj. z Za-
godnymi warunkami akceptacji pakietul}; liberalnosé definiowana Jest przy
tym w terminach zbiordw charakterystycznych funkcji decyzyjnych opisujag-
cych MUZ w poszczegélnych weziach [3,6,9] . Przydatnosé tego determinis-
tycznégo kryterium cceny MUZ nie zawsze znajduje potwierdzenie w anali-

zie stochastycznej (por. [8] ). W niniejsze] pracy zanalizujemy sied pa-
J 1 g J J I J J Y k
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v

kietowg z MUZ dzialajacym réwnolegle z mechanizmem Lontroli orzecigzen
(MKF) celem zademonstrowania wpiywu MKP na przepustowosé sieci z dzia-
tajgeym MUZ, a w szczegblnoSci tego, ze niewXaéciwy dobdr MKP czyni kry-

terium liberalnosci MUZ bezwartosciowym lub nawet zwodniczym.

2. WYBRANE MECHANIZMY UNIKANIA ZAKLESZCZEN

W tym punkcie omdéwimy krdétko wybrane MUZ begdace przedmiotem dalsze]
analizy. W dwéch pierwszych decyzja o akceptacji/odrzuceniu pakietu
przez wgzel oparta jest na rozpoznaniu klasy lokalne;j pakietu, okresla-
nej jako liczba kanaldéw sieci pozostajacych pakietowi do przebycia przed
osiggnigciem wgzla docelowego (ang. hop-count). MUZ oparte na krgzscych
tokenach definiujg spécjalny rodzaj pozwolend (tokendw), ktdére moges krg-
zyé migdzy wezlami bgdZ samodzielnie (jako wiadomodci kontrelno-sterujg-
ce), badZ w nagdéwkach pakietdw, nie podlegajac zniszczeniu ani powiele-
niu {dla dokZadniejszych opisdw i dowoddw poprawnosci per. [3]). Niech
E bgdzie maksymalng diugoscig trasy pakietu, zaé liczba bufordw w we-

)

P

B
2le (kaizdy bufor miedci 1 pakiet)., Ponadto przez X, oznaczmy liczbg pa-
e

kietdw klasy lokalnej h znajdujacych sie aktualnie w pamieci buforowe]
wgzta (OCh{H}, zad przez f - liczbe aktualnie wolnych bufordw w weile.

Roztgczne Fule Bufordw (RPJ[1,6]. Wybieramy liczby naturalne B; ,.n.,dH

takie, ze BC+...+BLi = B, Pakiet klasy lckalnej nn zaekceptowany zosta
)

dy xh<B,.

Badanie Zawartodci Damhg01 Buforowei (BZ)[9]. Pakiet klasy lokalnej h

zestaje zaakeeptowany, zdy dla kazdego k = O,...,h zachodzi f+xo+...+
3 1>k. tatwo pokazad, ze dla dowolnych BO""’ BH-mechanizm BZ jest
bardziej liberalny niz RP (w istocie Jjest on najbardzizj liberalnym me-
chanizmen typu hop-count).

s + 4 5 sv 1lokzl t = o S alce
Jeden Krazacy Token (KT;)[&,j'. Pakiet klasy lokzlnej h=0 zostaje zaak

ceptowany przy ©0, zag klasy lokalnej h>0 - gdy £>1, bgdz, przy i=1,
gdy xh>O lub gdy token znajduje sie¢ w wgZle badZ w nagléwku pakietu
dgcege przedmiotem dec vzji. Mozna pokazad [2], ze mechanizm KT1 jest

bardziej liberalny niz BZ; dotyczy to rdwniez mechanizmdéw KT2,KTZ nizej.

o e Y[ =]
ace Tckenv (KT2,KTZ)(2,Z],

H
N
P
,£u
Q




Gdy liczba ta wynosi 1 (dla KT2), bgdz jest ¢2 (dla KT3), uruchomiona zo
staje tzw. procedura zapytania-odpowiedzi (PZO) celem ustalenia, czy ak-
ceptacja przybytego pakietu grozi wystgpieniem zakleszczenia. Wymaga sig

tutaj, aby kiercwanie pakietdéw do wegzidw sgsiednich byto nieodwoalne,
3. PRZEPUSTOWCOSC SIECI Z DZIALAJACYM MUZ I MKP

Modelowany jest N-wgziowy fragment sieci, nie przyjmujacy ruchu z
pozostatej czedci éieci; Znormalizowane obcigzenie zewngtrzne \poissonow
sko-wykiadnicze) wynosi g i rozklada sig réwnomiernie na wszystkie NQ ko
lejek wyjéciowych, Przyjmiemy, ze PZ0O prawle zawsze koliczy sig akceptacjg
pakietu., Jako MKP zastosujemy ograniczenie liczby pakietdéw Zrdédtowych do
B¢B w kazdym wezle Zrdédtowym [5]. Oznaczajac przez 3, udziaz ruchu pa-
kietéw kierowanych na trasy i-kanarowe, ktdére przebywajg j kanaidw w na-
szym obszarze (jSi{HJ), mamy obciazenie kazdej kolejki wyJjécioweJ pakie-

tami zrédiowymi i tranzytowymi klasy lokalnej h {(1<hs§H):

Py = gAh’h+1/’{ NQ[‘]—Pt(h—'l)]}, (1)

T = gz,m_,]\(igH A, [-p @l /{ma[1-p, 0] [1-p, &=}, 2)

gdzie A, =a. Feeeta; sy zas Pz(h), Pt(h) - prawdopodobiedstwa odrzu-

ik Ti,i-k+1
cenia palietu Zrdédrowego i tranzytowego klasy lokalnej h; Jak wiadomo [4L
mozna Jje wyrazié poprzez prawdopodobiedstwa typu P(zE’Hh), gdzie z¥

=y e VYo Vg, t
xietdéw Zrédzowych i tranzytowych klasy lokalnej h w wezZle, zas ﬁih Jjest

) reprezentuje stan wezla, Yzt Ypg = liczby pa=-

pewnym zbiorem standw weza, wynikajgcym z opisu danego MUZ w p. 2 z pod-

ctavienien +yht=xh.'Do obliczenia tych ostatnich prawdopodobienstw po-

yhz
trzebne sg wspéiczynniki wielowymiargwego rozwiniecia potggowego funkcji
Viul= b ZZ P 2{ rw P19 ytsve nozna obliczyé przy po-
U= LT hz%he "L A¢hgE-1"ht "t | ? ye przy p
mocy algorytmu splotowego [7]. Dzigki jednorodnosci modelu sieci nakiady

obliczeniowe mozna tu zmniejszyé Q-krotnie, okazuje sig bowiem, ze [3]

vig) = v*iy) (Bgfgg_@)/ &1, (3)
) ¥ ¥; y
~gdzie.v(z) - wspdiczynnik rozwinigcia stojgcy przy u1lz...uH22u11t...
cos ,H-1’t, za$ v*(y) - analogiczny wspdéiczynnik otrzymany przy podsta-
Y1, t 24 :

wieniu Q:=1, r =tht' Przepustowosé sieci wymosi

hz = Fhz? Tnt'

- y T |
S = €2 1¢nen Ay, (1P, 01 t)



W tabeli ponizej przepustowos$é sieci i obcigzenie zewngtirzne znormalizo-
wano wzgledem maksymalnej przepustowosci sieci bez dziatajgcego MUZ 1 od-
powiadajgcego jej obcigzenia zewnetrznego, SO 1 &ys przyjeto N=6, H=3,
B=5, Q=3, aij=’2 (€3¢, 2¢i¢3), Wyniki pokazujg znaczenie wiadciwego do-
boru MKP (tj. wartodci B’) dla zdyskontowania wzrostu liberalnosci MUZ.

S/84[%)
g/go[%] 60 70 80 90" 100 110 12C 130 140 150 160
RP,B’=2 48 51 54 57 58 60 61 62 63 64 65
BZ,B’=4 69 76 81 84 8 87 87 &7 8 85 83
KT1,B"=4 74 82 88 90 &8 85 77 69 60 52 L6
KT3,B’=4 75 84 90 94 95 92 88 8 75 65 63
BZ,B’=2 65 71 76 8 8% 85 87 88 89 90 90
KT1,B’=2 66 72 78 8 8 8 91 92 94 G4 ' 95
KT3,B°=2 66 73 78 8% 8 89 91 93 94 95 96
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NETWORK THROUGHPUT UNDER DEADLOCK PREVENTION SCHENMES

Store-and-forward deadlock prevention based on buffer classes and on
culating tokens is considered in the context of network throughput a
sis via a Lam-type queueing model. The influence of congestion contrcel
parameters on the efficiency of deadlock prevention is pointed out.

NPONYCKHAA CIOCOBHOCTD CETW C AHTU-TYIXOBHM MEXAHA3MOM

B crTaTee NpPEACTAENEH aHaiu3 CeTH ¢ NaKeTHOX KOuLyTall i
MEHEHH HEKOTODHE SHTU-TYNMUKOBHE MEXaHMILH, OTPaHUUME:ZMUAC

TOF K NamaTi CJOKOE B y3aax ceTy, PacCuaTlLUrceTCA. BIMAHUE Napa
KOHTDOJNA [16PSTPY30K Ha NDUICAHOCTD ASTEPMUHUCTCKOTO XPUTEPHA O
JHTH~-TYNUAEKCEHY LEX8HH3MORB.
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AN APPROACH TO AUTOMATED PROTOCOL IMPLEMENTATION

SUMMARY: The paper deale with problems of . automated protocol
implementation. Among others two guestions are discussed espe-
cially: how is a protocol implementation to look like and to
what extend the implementation process can be auvtomated? Expe-
rience with the PDL and the ESTELLE implementation at the TU
Magdeburg are presented.

The large gap the protocol developer has to mveécome from the
specification to the practical realization of protocels has
brought forth the desire to automate this. process. Therefore,
automated protoccol implementation has become one of the .méin
topics in the field of protocol engineering. Besides efficiency
automated protocol implementation brings further remarkable
advantages as the reduction of implementation errors and of
incompatibilities betwsen different implementations, better
maintenance and independence of & certain implementor /Aggarwal
83/. The experience shows further that avtomatically generated

implementations are better structured than hand-coded ones.

Systems for auvtomated protocol implementation have been reported

in literature since the beginning of the eighties. They are

mostly based on state-transition specification languages. The
principal implementation approach is similar in many cases. The
specification text is transformed into a high-level language

code, often PASCAL, C or CHILL, which is connec¢ted with hand-




coded procedures. The latter usually comprise such components as
the process organization applied for the protocol implementa—
tion, . the buffer and queue management, and the time control as
well, The statements about the portion of this part differ

between I0 and 48 per cent.

Without doubt automated protocol implementation is still a topic
for further research. Among others the following guestions are

of interest:

(1) What lis the relation between specification and implementa-—
tion or in other words: how is the implementation to look

like?

(2) To what extend the implementation process can be automated?

The paper will focus on these gquestions. It presents our expe-
rience gathered by the implementation of the specification lan-
guage PDL /Koenig 86/ which is being adapted now to the imple-
mentation of ESTELLE /koenig 88/,/Krohmann 88/ (see fig. 1).

Automated protocol implementation is connected to a certain
implementation solution. That means the designer of the trans-—
formation has to wofk out a well-fitted solution which the user
must accept (or not). This solution comprises the manner how the
specification structure can be mapped into the implementation,
i.e. which process structuwre will be chosen, which components
are included into the run time kernel and others. In  our
approach (a similar solution youw can find in /Serre 86/) we
chose a straightforward transformation of the specification into
the implementation, i.e. the latter reflects the structuwre of
the FPDL description principle (see fig. 2 and I). In compliance
with this solution a PDL-specification is transformed into three
processes’ which handle the interfaces to the upper and lower
layer (upper and lower sap handler) and the protocols (protocol
handler). The process scheduling itself is part of the run time

kernel {(see below).

The advantage of this approach consists in a relatively simple

realization of the transformator from the specification into the

s the speci-

executable code. Moreover the implementation reflec

fication structure thus simplifying later maintenance.

o

w

(=]
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Discussing the question to what degree this process can be
automated we must start from the fact that the information
contents of a specification text is confined. The representation
is very formal abétracting from many details necessary for the
implementation such as event management, process structure and
buffer organization. Furthermore, the specification usually
considers only one (virtuel) connection but a working entity
handles simultaneously several ones. All these components can
scarcely be derived from the specification. They must be pro-
vided by hand. This is the reason why the relations between
automatically generated and hand-made code mentioned above will

not change principally.

One way to increase the automation degree consists in designing
the hand-coded portion in such a manner that it can be applied
to many implementations. In our realization we use the implemen-
tation environement developed in /Zschiesche 88/. It contains

procedures for process scheduling, buffer and queue organiza-

“tion, and time control. The environement, which is available on

16— and 32-bit computers, summarizes experience from  different

hand-coded protocol implementations.

For automated implementation the environement has been extended
by an envelope including the connection and the event manage-
ment /Koenig 87/. The interface of the extended environement was
designe& relatively common. It contains such functions as (guar-—
ded) waiting with selective and parallel executing of events,
including of events into waiting queues of other proceéses,
opening and closing of connections as well as several functions

of the internal kernel which can be used directly.

This approach is now applied to the implementation of ESTELLE
/Krohmann 88/. For this we also want to use the realized envi-
ronement (may be with a Fédefinition of the interface). Then
bath compilers will be applied to practical protocol implementa-

tions to optimize the implementation structure.

Summarizing our experience we want to underline that there is as

strong need for a broader discussion of protoccol implementation
problems. The questions discussed above are only two ones of
interest here. There is still a too 1little knowledge about how
to implement e?Ficiently protocols. It seems to be necessary to

work out a methodology of implementing protocols.
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Service primitives
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x zarzadzanie,
.Piotr KREMIENOWSKI okreélanie problemdw

FUNKCJE ZARZADZANIA W SIECIACH
KOMPUTEROWYCH TYPU SNA

W referacie omdéwiono funkcje wykorzystywane do celdéw zarzadzania

w sieciach komputerowych typu SNA. Podano krdétka charakterystyke
programéw stuzacych do realizacji tych funkcji, ze szczegélnym
uwzglednieniem problematyki okreélania probleméw. Krétko scharakte-—
ryzowano nowy produkt NetView zastepujacy wcze$niejsze programy
stuzace do zarzadzania w sieciach typu SNA.

Podjecie tego tematu jest celowym z nastepujgcego powodu., W ramach
Jednolitego Systemu EMC prowadzone sj prace nad opracowaniem sieci kom-—
puterowych zgodnych z SNA (Systems Network Architecture) firmy IBM
[2,3]. Przyktadem takiej sieci moze byé system TELE JS-M opracowywany
w IKSAiP we Wroclawiu, ktéry to system jest przedmiotem odrebnego refe—
ratu na tej konferencji.

Kategorie_funkcji_zarzgdzania_w_sieci SNA

Sieci komputerowe typu SNA s3 sieciami rozleglymi, obejmujacymi
lokalny sprzet komputeréw obliczeniowych, procesory sieciowe, linie ko-
munikacyjne, zdalne procesory sieciowe, sterowniki lokalne i zdalne
oraz réznorodne terminale. Ponadto w sklad sieci SNA moga wchodzié sie-
ci lokalne. Zarzadzanie taka siecia obejmuje wiele rdéznorodnych funkcji.
Mozna je pogrupowaé w cztery giéwne kategorie:

. Zarzgdzanie problemami

Zarzadzanie problemami jest procesem majacym na celu zapewnienie
wysokiej dostepnosci systemu,-Obejmuje ono okreg$lanie probleméw, diag-
nozowanie problemdéw, obejs$cie i odzyskiwanie, rozwiazanie problemu oraz
éledzenie i nadzdr.

\

x Instytut Komputerowych Systemdw Automatyki i Pomiaréw, Wrociaw.
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Okreélanie problemu jest to wykrywanie utraty (lub zagrozenia utra-
ta) dostepnogci zasobdw systemowych dla uzytkownikdéw koficowych. Jest to
postepowanie zmierzajace do ustalenia jaki zaséb, element sieci kompu-
terowej przestat dziaaé poprawnie, stat sie przyczyna degradacji pracy
sieci. Okresélanie probleméw jest procesem intelektualnym, ktdry moze
byé wspomagany $rodkami technicznymi i programowymi. Przyczyna powsta—
nia problemu moga byé zasoby sprzetowe jak i programowe sieci. Najistot-
niejszymi programami wspomagajacymi zarzadzanie problemami, zwlaszcza
z naszego krajowego punktu widzenia, sa programy okreslania problemdw.

Diagnozowanie problemu jest ustalaniem specyficznych przyczyn po-
wstania problemu i sposobdéw jego rozwigzania. Do tego celu wykorzystuje
sie dane sygnalizujace powstanie problemu. Niekiedy potrzebne sa dodat-
kowe informacje dla peinego diagnozowania problemu.

Obej$cie i odzyskiwanie jest to zapewnienié_érbdkéw zastepczych
(np. linii) do czasu rozwigzania problemu lub przywrécenie do uzytkowa—
nia utraconych zasobdw programowych. ' ;

Rozwiazanie problemu jest akcia korygowania problemu. Po skorygowa—
niu przyczyny problemu podejmowana jest akc:a przywrdcenia zasobu do
uzytkowania. !

Nadzents ¥ nadide jest to dogladanie’problemu od'jego. wykrycia a2
do koficowego rozwiazania., Rozwiazywany problem moze" powodowaé wiele
réznych symptoméw i probleméw pochodnych. ‘

. Zarzadzanie zmianami

W duzych ztoZonych sieciach zmiany nastepuja stale. Powodowane sg
zmianami konfiguracji komputera obliczeniowego,-sprzetu komunikacyjne—
go, oprogramowania systemowego a takze zmianami aplikacji. Proces ten
obejmuje planowanie, dystrybucje, instalowanie oraz $ledzenie zmian.

.« Zarzadzanie konfiéuracja

Ta kategoria zarzadzania jest zwigzana z utworzeniem i utrzymaniem
bazy danych o konfiguracji, ktdéra zawiera wszystkie informacje o fi-
zycznych i logicznych zasobach‘sieci i ich powiazaniacﬁ. Funkcje tej ka-
tegorii pokrywaja sie czedciowo z funkcjami zarzadzania zmianami, lecz
informacje w bazie danych dotycza lokalizacji komponentdw sieciowych,

ich atrybutdéw identyfikujacych, statusu i procesu zbierania danych o
konfiguracji.

» Ocena dziatania i rozliczanie

Funkcja ta obejmuje procesy pomocne w kwantyfikowaniu, raportowaniu
dostepnosci, monitorowaniu poziomu usZug a takze rozliczamia za wyko—
rzystanie zasobdw,
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Pierwsze, sieci typu SNA nie posiadaty Zzadnych $rodkéw stuzacych do
zarzadzania. Po uruchomieniu sieci, ich eksploatacja nastreczata wiele
trudnos$ci, pojawily sie problemy utrudniajace lub uniemozliwiajace eks-—
ploatacje. Azeby wiedzieé co sie dzieje w sieci, zaczgto zbieraé dane od
uzytkownikdéw koricéwek a takZe opracowano szereg produktdw programowych
wspomagajacych funkcje zarzadzania. Oméwienie wszystkich wymagaloby
zbyt wiele miejsca, zatem ogranicze sie do oméwienia najwazniejszych
programéw.

. Program operatorskiego sterowania siecia

Umozliwia on:
— sterowanie i nadzorowanie pracy sieci z jednego miejsca,
— automatyzacje czynnos$ci operatorskich, z mozliwog$cia tworzenia tzw.
list komend,

- podzial sieci na obszary nadzorowane przez wyznaczonych operatordéw.

. Program okres$lania problemdw sprzetowych

Przeznaczony jest do zbierania danych o tym co sie dzieje w zasobach
sieci komunikacyjnej danej domeny oraz w zasobach lokalnych komputera
obliczeniowego, porzadkowania tych danych i udostepniania ich w taki
sposdb, by wspomagadé proces identyfikacji i ustalenia zasobu, ktdry jest
przyczyna aktualnego problemu. Uzytkownik tego programu musi - mieé dostep
do wszystkich zebranych danych by méc powigzad je logicznie ze soba i
mieé peiny obraz tego co sie dzieje w sieci.

Program okre$lania problemdéw otrzymuje dane w sposéb automatyczny, bez
zwracania sie o nie. Jest to niezwykle istotne. Zatem dane mcga byé nad-
sylane tylko przez zasoby "inteligentne”, ktdre sa w stanie inﬁerpreto-
waé swoje stany i kwalifikowaé je jako Zrédia danych dla programu okresé—
lania problemdw.

Na rysunku 1 pokazane s3a zasoby; ktére moga byé Zrdédiem danych dla pro-
gramu okreglania problemdéw sprzetowych.

. Program okre$lania probleméw logicznych

Speinia on nastepujace funkcje:

. 'Dostarcza informacji niezbednych do rozwigzywania problemdéw nie—sprze-
towych.

« Zbiera i kojarzy informacje o przebiegu sesji.
Zbiera i wy$wietla informacje o aktualnych czasach odpowiedzi dla po—

szczegdlnych korcdédwek.



Utatwia identyfikowanie i izolowanie probleméw, ktdére nie generuja
komunikatéw o btedach. .
Istnieja inne programy stuzace do wspomagania funkcji zarzadzania, jed—
nakze ich znaczenie jest mniejsze, zatem nie beda tu omawiane.

Procesor Sterownik
Komputer sieciowy zdaﬁ§¥l
oblicze-
niowy

o T - ]

Sterownik Terminale
lokalny
TTT F \\\\\\\ .

K/

Baza danych

Rys. 1. Zasoby stanowiace Zrdédta danych
FPig. 1. Resources that are sources of data

zinteqrowane_podejgcie_do_funkcji_zarzadzania

W wyniku naciskdéw na IBM w 1986 roku pojawia sie program NetView,
taczacy w sobie funkcje pieciu wczedniejszych programéw. Wediug dostep—
nych informacji [1,4,5] jest to realizacja nowej strategii w dziedzinie
zarzadzania sieciami typu SNA. Jest to produkt majacy usprawnidé central-
ne zarzadzanie, diagnozowanie i sterowanie sieciami SNA w tym sieciami
lokalnymi poprzez wersje NetView/PC. Program ten realizuje wiele funkcji
zarzadzania. Na rysunku 2 przedstawiono najwazniejsze komponenty tworza-

ce ten program.

Bazy
danych
Wspomaganie
Efffffir——— NetView instalowania
Monitor|Monitor |Monitor

CLIST |HELP |sprzetu|sesji statusu

Effzzfi}_—— Komendy sterowania

VTAM
Komputer obliczeniowy

Rys. 2. Komponenty tworzace NetView
Fig. 2. NetView's components
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Istotna informacja jest to, ze NetView wspéipracuje tylko z metodag
dostepu VTAM. Ponizej krétko oméwione zostang funkcje poszczegblnych
komponentdw.

. Komendy sterowania - stuza do séentralizowanego zarzadzania siecia.
Istnieje bogaty wybdr komend i makrokomend sluzgcych do przegladania
baz danych, obstugi plansz, przesytania komunikatéw.

. Monitor sesji - zbiera dane logiczne o przebiegu sesji, kojarzy je
i udostepnia do ogladania. ‘

. Monitor sprzetu - zbiera zdarzenia i statystyki oraz generuje alerty.

« Monitor statusu — zbiera i udostepnia na planszy aktualny status
wszystkich urzadzeri w domenie. Jest to nowa i cenna funkcja umozliwia—
jaca sszkie kontrolowanie statusu zasobdw.

W kazdej z wymienionych kategorii zarzadzania NetView rozszerza speinia-

ne funkcje'w stosunku do programéw, ktdére on zastepuje.

Zakoriczenie

Celem referatu bylo zaprezentowanie punktu widzenia firmy IBM na
zagadnienia zarzadzania sieciami typu SNA. Firma ta poprzez produkty
NetView i NetView/PC nakredlita strategie swojego iozwoju w tym zakre—
sie. Nalezy dodaé, ze w ramach ISO/0SI prowadzone sa prace nad standa—
ryzacja zarzadzania.

[1] capps J., Martin R.: Partners — NetView and NetView/PC Linchpins in
IBM's network management scheme, Data Communications, March 1987
»[2J'Cypser R.J.: Communication Architecture for Distributed Systems,1978

[3] Guruge A.: SNA Theory and Practice, 1984
[4] Kaynuth D.: An integrated network management product, IBM Systems
Journal, 1/1988

[5] Rose D.B., Munn J.E.: SNA network management directions, IBM Systems
Journal, 1/1988

MANAGEMENT FUNCTIONS IN THE SNA TYPE COMPUTER NETWORKS

In the paper, the SNA network management functions and some programs
that imple ment that functions are presented. More attention is paid
to the problem determination. Next, the NetView program — new product
that combines and enhances the functions of previous network manage—
ment programs is described. '

OYHKIMM YIIPABJEHUSA B BHYMCJIUTENBHHX CETHX THIIA SNA

B craThe onEcary GYEKIRE HCICHBIOBAKHHE JJA YOP2BJEHEEA B BHUYKCIHTENb-
EHY CeTHX THIa SNA ¥ NDCIDaMMi K HEM OpHMeHdAeMHe., Ofpamaercsa BEHMA-
HAe Ha IpcerpaMMy agalrsa nrobien B ceTd. Kparko onMcana HOBAA Iporpam-
Ma NetView , xoTopas BHNCJIHSEeT CYHKOME yNTCE&BJIEHHA B CeTH.
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sied¢ komputerowa

Andrzej KUSIUK

TRANSMISJA SYGNALOW KOMPUTEROWYCH ¥ CYFROWYCH KANALACH
TELEFONICZNYCH SYSTEMU PCM

¥ artykule przedstawiono rozwiazanie pozwalajace na wykorzystywanie
telefonicznych kanaiéw cyfrowych systemu PCM do réwnoczesne j
transmis ji sygnaléw telefonicznych i komputerowych. Przedstawione
rozwiazanie polega na zastosowaniu hybrydowej komutacji. Dla
transmisji sygnatéw telefonicznych zachowano powszechnie stosowana
komutac je kanaléw, natomiast dla transmisji sygnaidéw komputerowych
zaproponowano zastosowanie komutac ji wiadomosci.

1. VWstep

Powszechnie stosowanym sposobem wykorzystywania kanaldéw cyfrowych
do transmisji sygnatow teléfonicznych i nietelefonicznych, np
komputerowych, jest sposéb, w ktérym stosowana Jest reguia, wediug
ktérej kanal przesylowy pfzydzielany Jest " na czas trwania transmisji
badz u2y§kovnikowi telefonicznemu} badZz uzytkownikowl innego tybu. Taki
spos6éb wykorzystywania .kanaiéw nie pozwala na uzyskanie duzego
wspéiczynnika ich wykorzystania do transmisji informacji. Uwzglednienie
bowiem faktu wystepowanlia przerw pomiedzy segmeﬁtami mowy (a wiec braku
transmisji informacjid> [8] w czasie trwania rozmowy telefonicznej, w
czasie ktérych kanal jest niedostepny d;a innych uzytkownikéw, wplywa na
znaczne zmnie jszenie stopnia jego wykorzystania.

Jednym z rozwiazan °~ umozliwiajacych _zwiekszenie stopnia
wykorzystania kanalu Jjest zastosowania komutacji pakietdw zardéwno do
transmisji sygnaléw telefonicznych (pakietyzacja mowy> [71 Jjak i
nietelefonicznych. Rozwiazanie to wigze-  sie Jednak, =ze Znaczng
komplikacja uktadowa. W powszechnie uzytkowanych kanatach cyfrowych
stosowana jest komutacja kanaitdw. 2 omawianym rozwiazaniem wiaze sie
natomiast. wprowadzenie komutacji pakietéw do transmisji sygnaldw zarédwno

¥ Instytut Telekomunikacii, Politechnika Gdanska. Gdansk
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telefonicznych jak i Kkomputerowych a takze Kkoniecznosé stosowania
detektoréw mowy [6]1. Wywiera to wpiyw na koszt (indywidualne wyposazenie
do kazdego kanalu telefonicznego) a takze na jakosé transmisji sygnaléw
telefon}cznych (straty prébek mowy na poczatku segmentu mowyd.

Innym sposobem wykorzystywania cyfrowych kanaléw do réwnoczesne j
transmisji sygnaiéw telefonicznych i nietelefonicznych jest tak =zwana
komutac ja hybrydowa [1]. Sygnaly telefoniczne przesyla sie wykorzystu jac
komutacje kanaldéw, natomiast sygnaly nietelefoniczne C(komputerowe>
przesyla sie w oparciu o komutacje pakietéw. Pewna odmiana komutacji
hybrydowej bedzie tez stosowanie w tej samej sieci komutacji kanatow do
transmisji sygnaléw telefonicznych i komutacji wiadomosci do transmisji
sygnatdw komputerowych. Przedstawione w pracach [21, [31, [41
rozwigazanie, zwane warunkowa komutacja wiadomosci (CMSS>, pozwala na
znaczne zwigkszenie stopnia wykorzystania kanaléw (do okoto 0.8> przy
stosunkowo niewielkiej komplikacji uktadowej. Sposéb ten sprowadza sie
do wykorzystywania przerw wystepujgcych pomiedzy segmentami mowy, a
takze pomiedzy rozmowami do transmisji sygnaléw nietelefonicznych
(transmisja sygnatéw nietelefonicznych realizowana jest z nizszym
priorytetem, a wiec do traﬁsmisji sygnatéw komputerowych wykorzystuje
sie Jjedynie nie zajete kanaty telefoniczned.

2. Transmisja sygnalow komputerowych w przerwach pomigdzy

segmentami mowy.

¥ omdéwionym w pracach [21, [31 i+ [4]1 sposobie wykorzystywania
kanaltéw cyfrowych wykorzystuje sie wlasnosci statystyczne sygnaidw
telefonicznych przekazywénych kanalem cyfrowym. W szczegdlnosci w prosty
sposob mozna wykorzystywaé wystepujacg powtarzalnosé kolejnych prébek
telefonicznych w kanale. ¥ tym przypadku transmituje sie plerwszg prdébke
ciagu identycznych probek a nastepnie jedynie informacje o braku zmiany
probki. ¥ pracy [3]1 sposéb ten nazwano warunkowa Komutacja wiadomosci ze
statyczng alokacja kanaldw (CMSS>. Z uwagi na fakt, 2e powtarzalnosc
kole jnych prébek podczas transmisji sygnalédw telefonicznych jest bardzo
duza [81, opiacalny jest taki sposéb transmisji. Uzyskzne bowiem wolne
szczeliny czasowe mozna wykorzystaé do transmisji innych sygnalow
(sygnakéw komputerowychd. A\ takim rozwiazaniu kanaZk cyfrowy
wykorzystywany jest dc transmisji sygnailéw telefonicznych w oparciu o
komutac je kanatdw, natcmiast do transmisji sygnaldéw komputerowych w
oparciu o komutacje wiadomosci. Rozwiazanie to Jest wiec sposobem
integracji obsiugi ruchu telefonicznego 1 Komputerowego ¥ kanalach
cyfrowych. Odrebne natomiast pozostaja same'wezly. Tak wiec wuzytkownicy
telefoniczni obsftugiwani s3 w wezle telefonicznym, natomiast

uzytkownikéw komputerowych obsluguje wezel sieci z komutac ja wiadomosci.
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Na rys. 1 przedstawiona zostala struktura przepiywu informacji w
podstawowym ogniwie takiej sieci, a wiec ¥ kanale 1 w wezle. Elementem
wprowadzajacym sygnaly obu typéw do kanatu jest krotnica zmodyfikowana w
stosunku do powszechnie stosowanej. Rozwigzanie ukladowe takiej krotnicy
PCM przedstawione zostalo w pracy [41.

wezel
telefoniczny

zmodyfik.

zmodyf i k.
N krotn. PCM

kana krotn. PCM

FaRaf PCH

VAN
N\

wezed z komut.
wiadomosci

Rys. 1. Przepiyw informacji telefonicznej i komputerowej w podata-—

wowym ogniwie sieci.

Z przedstawionego rozwigzania wynika w szczegdlnoscl, 2e wezel
telefoniczny wykorzystuje do transmisji rozméw wszystkie mozliwe do
wykorzystania kanaly telefoniczne PCM, a . wiec liczba ' kanaldw
telefonicznych w systemie pomniejszona jest o liczbe kanaldw wzietych na
stale do sterowania przeplywem informacji w kahale. Dla systemu PCM
3032 z 30 kanaidéw telefonicznych do transmisji sygnaiow télefonicznych
réwnoczesnie moze by¢ wykorzystywanych 26. Zmnie jszenle o cztery 1liczby
kanaléw dostepnych do transmisji vrozméw telefonicznych wynika 4
koniecznosci przesylania w kazdej ramce informacji czy ulegia zmianie
probka mowy (jeden bit na kanail). To zmniejszenie o 13% liczby kanaiodw
teleronicznych daje mozliwos$¢ transmisji sygnatéw komputerowych 1 to =z
duza szybkoscia. Uzyskana przepustowos$é kanatu do transmisji sygnalodw
komput.erowych jest co prawda zmienia sie w czasie, w zaleznosci od.
liczby prowadzonych jednoczesnie rozméw telefonicznych, jednakze wartosé
tej przepustowosci jest bardzo duza C(okoto 1.2 Mbitssd. ¥ rozwigzniu tym
konieczny jest przed przesianiem odbidér calej wiadomosci komputerowej  w
wezle. Wplywa to na wzrost sumarycznego opdiZnienia transmisji wiadomosci
komputerowe j.

3. Zakoficzenie

Przedstawione rozwigzanie moze by¢ bardzo atrakcyjne do zastosowaﬁ
Z uwagi na fakt, Ze moze ono zostaé zrealizowane w kanatach cyfrowych
systemu PCHM, ktoérego rozwdj jest zapdwiadény. Ponadto rozwigzanie to
Jest -proste w realizacji. Sprowadza sie ono do pewnej modyfikacji
stosowanej krotnicy telefonicznej systemu PCH. Oddzielenie wezia
telefonicznego od wezta sieci =z komutacja wiadomosci powoduje, ze
niezaleznie od st.osowanych Lypow central telefonicznych

(elektromechaniczne, elektroniczned sygnaly komputerowe nie przechodza
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przez centrale telefoniczne {nie wystepu je zakXbcanie sygnaiu
komputerowego przez elementy wezla telefonicznego). VWezel sieci =z
"komutacja wiadomosci jest natomiast wezlem w peilni elektronicznym.

Wada tego rozwlazania jest oczywiscie fakt, ze liczba- Jednoczesnie
obstugiwanych uzytkownikéw telefonicznych Jest mnie jsza niz w
powszechnie stosowanym systemie PCH (30)>. Varto tu jednak podkreslié, ze
zmnie jszenie liczby kanaiéw telefonicznych z 30 na 26 ma miejsce jedynie
w przypadku potrzeby wykorzystywania wszytkich kanaléw t.elefonicznych do
transmisji sygnaléw komputerowych (uzyékany wowczas kanal do transmisji
sygnaltédw komputerowych ma przepustowosé ok. 1200 kbitss). Prezentowany

‘ spos6b umozliwia wykorzystywanie czesci kanaldéw telefonicznych do
transmisji sygnatéw komputerowych. ¥ szczegélnosci wykorzystujac jedynie
8 kanaléw do transmisji sygnalédw kompﬁterowych,- liczba kanatéw
telefonicznych jest pomniejszona jedynie o Jeden. Oczywiscie réwniez
$rednia przepustowosé kanalu do transmisji sygnatow komputerowych jest
odpowiednio mnie jsza.
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TRANSMISSION COMPUTER SIGNALS IN THE DIGITAL TELEPHONE CHANNELS

In the paper is presented the method utilization of the digital channels
PCM to transmission voice and data signals. In this solution the hybrid
switching system is used. To voice transmission 1is proposed circuit
switching system but to data signals - message switching system.
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USEUGI LOKALNEJ SIECI KOMPUTEROWEJ HADES

W referacie przedstawiono ustugi lckalnej sieci HADES laczacej
komputery ODRA 1305, R-32 i ICL 1904S8. Usiugi obejmuja transfer
zbioroéw i dostep do systemu MOP komputerdw ODRA~ICL.
Architektura sieci wykorzystuje model ISO-0SI. Realizacja usiug
odbywa sige przy wykorzystaniu specjalnego jezyka makr01nstrukCJ1
dostepu do usiug warstwy transportowej.

1. UWAGI WSTEPNE

Lokalna sied komputerowa HADES situzy do szybkiej wymiany danych
miedzy wybranymi komputerami znajdujacymi sie w centrum obliczeniowym
cole. ,_ '

Sie¢ posiada konfiguracje pierdcieniowa. Dla sterowania transmisja
danych wykorzystano metode znacznika zwanego tokenem Cang. token ringd
tai.

Aktualna konfiguracja sieci HADES zostata przedstawiona na rysunku
1. Do sieci bezpodrednic podiaczone sa komputery ODRA 1308 1 R-32
natomiast podrednio komputer ICL 1804s. ‘

Architektura logiczna sieci wykorzystuje ,z pewnymi modyfikacjami,
model systemdw otwartych OSI Cang. Open Systems Interconnection [11) w
zakresie dolnych czterech warstw przewidzianych dla lokalnych sieci
komputerowych. Rozwiazania implementacyjne poszczegdlnych warstw zZostaty
przedstawione w [2,6].

W sieci HADES nie jest implementowana warstwa sieci. Funkcje warstw
B5-7 modelu OSI sa obecnie realizowane w programach uzytkowych przy

wykorzystaniu niestandardowych protokoidw opracowanych w COIG.

*Centralny OUsroder Informatyki Gormictwa, .iatowice
.
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ODREA 130% ODEA 1305

MOFP MOP
[CF]

8D cad

Ry bufor
podsiad - ;\\ ICL 7210
lokalna wezel . [
It sieci ICL 19048
standardowy
inrterfejs C1o C=2
l MOPSIEC
4>
|LANCZY1
MOP

SIEC- oprogramowanie warstw 4 i 2

PU - wlasny program uzytkownika
Rys. 1. Aktualna koenfiguracja T rozmieszczenie standardowego
oprogramowania komunikacyjnegoe w o Sieci HADES. Numery w nawiasach

odpowiadaja przykiadowym parom koemunikujacych sie programdéw uzZytkowych.
Fig.1. HADEZE network topology and communication software components.
Numbers in parentheses correspond to application programms pairs.

Z. DOZTEF DO UZLUG TRANSFORTOWYCH

Dostep do usiug warstwy transportowej . realizowany jest Za
podrednictiwem punktdw dostepu do ustug transportowych TSAP Caﬁg.
Transport Service Access Pointsd. Kazdy taki punkt jest jednoznacznie
adresowalny w calej sieci lokalnej.

Zakres usiug transportowych sieci HADES stanowi podzbidér usiug
opisanych w ddkumehcxe ISC DIS 8072 [4). Obejmuja cone:

- 4rodki dla ustanawiania i kasowania polaczenia transportowegoe miedzy
para opunktow TEAP siect,

-~ drodki dla transparentnej wymniany danych w obu kierunkach miedzy para

przy  ufveiu  kidrych odbiorca moze wptywad na  s3zybkosd

Lranzportewyn,

BEE

peiaczeonia transportowegoe
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Warstwa transportowa nie zapewnia mozliwosci negoéJowania Jakogei
4wiadczonych usiug oraz ustanawiania wiecej niz jednego potaczenia
transportowege miedzy para punktdéw TSAP.

Dostep do usiug transportowych odbywa sie w programach uzytkowych
przez wywotanie standardowych makroinstrukcji Cnapisanych w jezykach
assemblera komputerdw ODRAZICL i R-32) wraz 2z odpowiednimi parametrami
Cnp. nazwa lokalnego punktu TSAP, diugosdé komunikatu do wystaniad.
Makreinstrukcje te przekazuja sterowanie do procedur komunikacyjnych
dotaczanych do programu uzytkowege na etapie jego kompilacji. Procedury
te wymieniaja informacje kontrolne i dane 2z programem komunikatji z
siecia Coznaczonym jako SIEC na rys.1.3. Wymiana ta odbywa sie za pomoéa
mechanizméw tacznodci miedzyprogramowej Ckanatdw WMC i IMC w komputerach
ODRA 1 ICL oraz makroinstrukcji POST w wersji miedzystrefowej w
komputerze R-32D.

Do najwazniejszych makroinstrukcji naleza :

STINP- Zadanie utworzenia lokalnego TSAP i ustanowienia potaczenia z
&SAP w odlegtym komputerze, ’

STONP- Zadanie utworzenia lokalnego TSAP 1 okreslenie wstepnej gotowosci
nawiazania potaczenia -4 dowol nym innym TSAP w sieci,
STACK~- akceptacja , wydanego przez TSAP w odlegiym komputérze, Zadania
nawiazania potaczenia z lokalnym TSAP,

STNAK- odrzucenie, wydanege przez TSAP w odlegiym komputerze, zadania
nawiazania potraczenia z lokalnym TSAP,

STPDB- zadanie pobrania komumikatu danych od lckalnego TSAP,

T STWYB- Zadanie wystania komunikatu danych do TSAP w odlegiym komputerze,
STEXB- zadanie przyspieszonego wystania krétkiego komunikatu d§ TSAP w
odlegtym komputerze.

Program uzytkowy posiada mozliwosd korzyst;nia jednoczednie z kilku
punktdw TSAP.

_Wykorzystujac zestaw opisanych makroinstrukcji przygotowanc dla
uzytkownikdéw sieci HADES specjalizowane programy uzZzytkowe realizujace
typowe usitugi. Obejmuja one [31:
~ prace z terminali dialogowych jednego komputera w systemie MOF
pozostatych komputerdw sieci,

- transmisje zbiordw miedzy pamieciami zbiorowymi (PZS) komputerdw

CDRA 1 ICL. :

Uzytkownicy sieci moga tworzyd wiasne programy uzytkowe realizujace

przet warzanie rozproszone.



3. PRACA Z TERMINALI DIALOGOWYCH W WYBRANYM SYSTEMIE MOP

Warunkiem umozZliwiajacym uZytkownikom terminali. Jednego komputera
prace w systemie MOP innegc komputera sieci jest uruchomienie w nim -
specjalizowanego programu uzytkowego oznaczonego jako MOPSIEC na T ¥iSiulb
Program' ten zapewnia rdwnoczesnie wielu uzytkownikem sieci dynamiczne
otwieranie, realizacje 1 zamykanie sesji MOP. Dla realizacji tych
funkcji wykorzystano pseudourzadzenia typu €I Cang. Command Issuer -~
wydawca komend).

Uzytkownik terminala dialogowego chcac pracowad w systemie MOP w
odlegiym komputerze powinien uruchomid w systemie MOP lokalnego
komputera program uzytkowy LMOP przez wywotanie makroinstrukcji:

LMOP xx .
‘gdzie xx-adres komputera adresata.
Od tege momentu zadanie uiytkownika znajduje sie pod. kontrola systemu
MOP odlegiego komputera (dotyezy to wysyranych komend i-przerwan D.
Checac zakoficzyd sesje MOF w odlegiym komputerze nalezy doprowadzid
do . kontekstu NO USER co powoduje powrdt do =zadania w lokalnym

kemputerze.

4. TRANSMISJA ZBIOROW

Oprogramowanie komunikacyjne sieci umozliwia przesyt ani«
nastepujacych Lyvpdw zbiordw miedzy FPZS-ami komputerdw sieci:
- zbicry podstawowe (typu GRAPHIC, ALLCHAR, NORMALD,
~ zbiory amorficzne,

- programy binarne formatu dyskowego.

Przebieg fLransmisji.jest nadzcorowany przez pare programdw uiZythowysoh
uruchami anyeh makroinstrukejami LANPISZ i LANCZYT Cpatrz rys.1.3. Ogdlna

postad wyworania makroinstrukeji jest nastepujaca:

LANCZYT &xx, ¥nnnn, ANazwa, ... ,#nazwa

LANPISZ #nnnn, #nazwa, ..., #nazwa'
gdzie: )
X - adres komputera, do ktdrego maja byd wysiane zbiory,
nnnn - czteroznakowa nazwa polaczenla wybrana przéz uzytkownika,
nazwa - nazwa zbioru; dia LANCZYT oznacza zbidr czytany z FIZS-u,

dla LANPISZ zbidr zapisvwany do PZS-u
Makreinstrukeje LANCZYT i LANPISZ umozliwiaja. Za pomocid  Jeonélos

wywolania transmis)se do €4 zbiordw rdznege typu. Dla dane) transmds o

nazwas poilaczenia podana® w obu makroeinstrukcjach omus: oyt tazhe T
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Odezyt 1  =zapis zbiordw z/do  PZS-u odbywa sie przy wykorzystaniu
pseudourzadzenia typu File Handler. ’

5. UWAGI KONCOVWE

Przewiduje sie, ze przedstawicne -—w niniejszym referacie

specjalizowane programy uzytkowe zostana zaimplementowane w komputerzé
R-32. Umozliwia one:

— transmisje zbiordéw znakowych Cwraz z przekodowaniemd mi

4D
o}
N
<

komputerami R-32 i ODRA-ICL,
- prace z terminali RIAD-32Z w wybranym systemie MOP.

Planuje sie rdéwniez podiaczenie do sieci HADES komputerdw ICL 2857
1 IBM-PC oraz budowe kilku sieci lokalnych tego typu i poltaczenie ich za
podrednictwem zdalnej sieci "transmisji danyech (8]. Przedstawione w
niniejszym referacie usitugi uzZzytkowe beds obejmowad wszystkie komputery

poditaczone do tych sieci.
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USER SERVICES OF HADES LOCAL AREA NETWORK

The paper presents user services of token ring local network which
uses ISO/0SI model. Software implementations for file transfer and

1

terminal access to MOP service facilities are briefly described.

VCIYTA JOKAJBHOH CETH 3BM- HADIS

B crarhe OPeNCTABIEHO YCIYTH KOJbIEBOIl JOKANBHOL cerH, OpUMEHALIEH MO~
Zedb OTKDHTHX CHCTEM, OIMCHBaETCA IporpamiHoe olfecmeusgiue NepeHoca
¢aliioB B ceTH M pealH32uUg CETEeBOro JocTymna K CEepBICY MOP B MamHHAX

Obxa u ICL.
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Dr Nigel LINGE ¥
THE INTERCONNECTION OF LOCAL AREA NETWORKS

With the increasing use of local area networks (LANs) there has developed a need
for LAN interconnection to ‘overcome various limitations with current technologies.
This paper describes four basic classifications of equipment for network inter-
connection namely, repeaters, bridges; routers and gateways. Particular attention
is paid to bridges due to their enormous commercial potential however, a need for
high speed routers is also identified.

" INTRODUCTION )

With the increasing use of local area networks (LANs)[18] there has developed the
requirement for LAN interconnection to overcome limitations in topology, traffic
loading capacities and the number of unique end-stations which can be supported.

As an example CSMA#CD[I}] (IEEE 802.3) is currently leading the field for office
networking whilst, Token Bus[14] (IEEE 802.4), under the MAP (Manufacturing Automation
Protocol) initiative, is favoured for industrial shop floor netwdrking. Clearly, a
means of connecting between these two technologies is required. Additionally,
connection to wide area network services is equally important. Companies with offices
throughout the world employ wide area networks with LANs providing the networking
requirements of individual sites.

When considering network intercomnection [4,21,19] there are a number of possible
solutions which essentially provide four distinct levels of service. Using IEEE 802
terminology these correspond to repeaters, bridges, routers, and gateways.

A repeater provides the simplest method of interconnection. Operating at the
physical layer a repeater is traffic and protocol transparent and merely provides
signal amplification and conditioning. As an example the CSMA/CD (IEEE 802.3) LAN
permits a maximum of four repeaters between any two communicating end-stations which
re;ults in a total end-to-end cable length of 2500 metres.

Bridges operate at the MAC sub—layef of the Data link layer. Although still unable
to process protocol information bridges do provide a level of traffic partitioning
or filtering in that they are able to analyse individual frame addresses and perform
a simple yes/no relaying decision. In principle the IEEE 802 LAN models should allow

bridges to connect dissimilar LANs however, in reality incompatibilities between LAN

% University of Salford. Salford. Uk
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technologies over complicate the situation. Both bridges and repeaters rely on
unique MAC layer addressing and also require communicating end-stations to operate
identical higher layer protocols.

A router operates at the network layer and represents a more realist method for
connecting dissimilar LANs or for providing links to wide area networks. Routers
must be addressed by end-stations and are able to provide selective information
routeing over mesh connect networks although end-stations must still maintain
identical transport and higher layer protocols. _

Finally gateways operate at the application layer and prove useful in situations
where networks contain end-stations which employ totally dissimilar protocol
structures.

This paper describes the operation of gateways, routers and bridges and datails

their advantages, disadvantages and methods of implementation.

GATEWAYS

Gateways [6.10] represent the most complex method of achieving internetworking in
that they act as protocol translators in order to achieve connection between networks
which support toally incompatible protocol structures, e.g. interconnection of ISO
standard protocols with the IBM proprietary SNA pfotocol architecture. Such an
internetworking task can only be performed by ensuring that the gateway supports the
full suite of protocols resident on both networks. In other words all received data
must firstly be processed through the entire protocol architecture corresponding to
the first network, restructured into a new format and then reprocessed through the
other networks' protocol structure before being finally retransmitted. In this way
a gateway can be considered as providing internetworking at a level corresponding to
the Application layer of the ISO seven layer model and can also contribute a .

considerable delay towards end to end propagation times.

ROUTERS

In situations where the network protocols contain an element of commonélity the
design of a gateway can be simplified. To exploit this condition common internet
protocols, intended for use by all end-stations within the concatenated networks, have
been developed. A gateway, in these circumstances need only implement the common
internet protocol to achieve interconnection. The reduced gateway or router [20]
therefore provides a protocol specific _nterconnection operating at the Network layer.
Routers must be directly addressed by the network end-stations and are able to provide
selective routeing based on various performance criteria such as shortest path or
least congestion.

An example of a network layer router which is currently experiencing significant
industrial and commercial support and already a recognised de-facto standard is
TCP/IP[23]. Originally developed as part of the ARPAnet project it has been sub-

sequently supported by the.USA Department of Defense.



The TCP/IP structure which is illustrated in figure 1, comprises three layers
namely, the data link layer of the interconnected LANs, an internet protocol (IP) and
a transmission control protocol (TCP). The latter two layers correspond to the
Network and Transport layers of the OSI model respectively. User application
utilities such as file transfer (FIP) and terminal access (Telnet) are provided for
above TCP. X

The internet protocol provides a connectionless unreliable datagram service in
which frames are transmitted without acknowledgement and error control procedures.
Addressing is achieved by means of a unique host address and network number. Routers
which implement the internet protocol are subsequently responsible for interpreting
frame addressing information and with the aid of internal routeing tables directing
traffic along the most appropriate route.

Additionally, the internet ‘protocol serves to fragment and reassemble a data
stream of octets presented from the transmission control protocol above. The TCP
protocol is responsible for establishing a connection orientated end to end reliable
service. This inéludes positive acknowledgement and retransmission, sequencing,
multiplexing and flow control using window based regulation.

The equivalent connectionless internet protocol is being developed by the ISO[12].

BRIDGES ,

When the communication protocols used on the interconnected networks are totally
compatible internetworking can be achieved by the use of bridges[2,3]. A bridgé
therefore does not have to provide large quantities of protocol processing and this
results in an inherent high speed operational capability. Hence, a bridge represents
a form of network connection at the Data-Link layer as shown in figure 2. Operating
at such a low level within fhe ISO seven layered model imposes the restriction that
bridge functionality is restricted to an investigation of frame addressing information
only. Bridges therefore monitor all LAN traffic and only physically re-transmit that
percentage which contains addressing information relating to end-stations known to be
on the other side of the bridge. Problems can arise however, if the extended LAN
environment contains multiple routes between any given pair of communicating end-
stations. Under such conditions bridges are unable to distinguish between different
frames travelling between the same pair of end-stations or duplicates of the same
frame.

Unless controlled bridges will successively retransmit a single frame along every
poésible route between the source and destination end-station which causes the
destination to receive mis-sequenced and duplicate frames, both of which can cause
protocol failure. Additionally such frames circulate forever in the extended LAN
environment ultimately leading to network congestion.

Bridges must therefore provide two main functions namely, selective frame relayin;
and multiple route elimination. Two schemes are currently destined to dominate th:

commercial market. These are the IEEE 802 Spanning Tree scheme and IBMs Source
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Routeing.

IEE 802 SPANNING TREE SCHEME

Currently the IEEE 802 LAN Bridge standard[11] which was developed from an original
DEC proposal[9,1] is in an advanced stage of developmenc. The scheme proposed is
intended to provide an interconnection mechanism between any combination of IEEE 802 -
LANs.

With each of these LAN technologies frames contain a 48 bit destination address,
which identifies the intended recipient, and a 48 bit source address, which indicates
the originator of the frame. Hence, the destination address is used to effect a
selective frame relaying decision whilst the source address provides a means of
locating the whereabouts of particular end-stations.

The IEEE 802 bridge implements a single internal address list, called the filtering
database, within the bridge which contains a list of received source addresses and
information regarding the LAN from which each entry was received. The decision to re-
transmit a frame is determined by comparing a received frames destination address
with the contents of this address list. Additionally, a further process is performed
to determine whether the frame being tested was ireceived on the same side of the
bridge as the entry in the filtering database. If a matching address entry is found,
the frame will be discarded if both thg entry and the frame were received on the same
side of the bridge otherwise, the frame will be retransmitted on the side of the
bridge indicated within the address list. A false comparison results in the frame
being retransmitted onto every LAN to which the bridge is connected except for the LAN
on which the frame was received. The filtering database is constantly updated by
adding each received frame's source address and corresponding information regarding
the LAN from which they were received irrespective of the retransmission decision.
Care is however taken to ensure that the duplicate entries do not occur within the
filtering database.

End-station movement is detected by one of two mechanisms either, through the
ageing out of entries in the filtering database by timer action or receipt of a frame
in which the source end-station appears on a different LAN to that indicated within
the filtering database. In the latter case the new information regarding the location
of the source end-station is used to overwrite the current entry within the filtering
database.

Multiple routes are eliminated by configuring any arbitrary extended LAN into a
topology which supports a single active route. This final topology has a pyramid
structure with a single bridge, nominated the root and determined purely by its
physical address, at the apex. Such a topology, which is termed a spanning tree, is
configured through the use of a dedicated bridge protocol which operates transparently
to the network end-stationms. '

Each LAN within the topology also has associated with it a single bridge termed the

designated bridge. With respect to protocol operation the designated bridge controls
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all other bridges attached to the same LAN. Multiple routes are eliminated by forc-
ing strategically selected bridges to enter a blocking state where they cease frame
filtering operations. This feature of the protocol may be used to provide fault
tolerance in that blocking bridges may switch back on-line should the topology be
forced to undergo a reconfiguration as a direct result of either bridge failure or
the addition of extra bridges. '
Operation of the protocol is controlled by the exchange of special inter-bridge
) frames called configuration bridge protbcol data unit (BPDU) messages. Each configur-
ation BPDU conveys the transmitting bridge address, the address of the bridge assumed
to be root, the distance to the root, the age of the configuration BPDU and a constant
which_defines the maximum value of an internal bridge timer. Conceptually bridges
are considered to comprise a number of interconnected ports. Each port is the
physical connection between the bridge and the attached LAN.

Whern a bridge first comes on line it issues a configuration BPDU onto each LAN to
which it is connected in an attempt to become root.

Bridges which receive configuration BPDUs compare the address of the root, indicated
wifhin the message, to the currently best known root stored in the bridge. Either the
newly received configuration BPDU contains a new root (smaller address in configuration
BPDU) or the existing root should be maintained (larger address in configuration
BPDU). Possibilities of a tie are disregarded as this would imply a violation of the
basic LAN requireménts of unique addressing. Where the existing root is maintained
the bridge contendiﬁg to becéme root is informed of the current topology. It sub-
sequently ceases it's attempt to become root. This protocol ensures that topology
changes due to the insertion of new bridges are restricted to an area within the
control of the nearest designated bridge.

When a ne@ root is detected or a bridge is forced to abandon its contention for
root status, currently stored information regarding the root is overwritten with the
contents of the newly received configuration BPDU. This new configuration BPDU is
then retransmitted with the distance from the root updated by adding one to its value.
In so doing a bridge attempts to become the designated bridge on as many LANs as
possible. The root is designated on every LAN to which it is connected whilst the
designated bridge on all other LANs is the single bridge that is nearest to the root.
In circumstances where two bridges interface to the same LAN and are equal distances
from the root, the bridge with the smallest physical address always becomes designated.
Periodically the root issues configuration BPDUs to confirm its continued existence.
These messages are retransmitted by each designated bridge until they have propagated
over the entire topology.

Multiple routes are detected by bridges in one of two ways. Either received con-
figuration BPDUs from different LANs proclaim the same root and distance information
or a configuration BPDU is received on a port from which a configuration BPDU
containing equal root and distance information had been transmitted. Such bridges

switch into a backup state and stop relaying normal LAN traffic.
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In an attempt to minimise network reconfigurations due to lose configuration BPDUs
each designated bridge originates a configuration BPDU if the expected configuration
BPDU fails to arrive from the root. This ensures that those bridges 'beneath' the
designated bridge, within the spanmning tree, do not detect the lost message. If,
however, configuration BPDus from the root are not restored the designated bridge
concerned will cease configuration BPDU generation and a full topology reconfiguration
will be invoked.

During topology reconfiguration resulting from bridge failure it is possible for
end-stations apparently to move from one side of a bridge to the other. If this
occurs the contents of the filtering database could be such that an end-station
becomes isolated. To overcome this difficulty an additional message transaction is
defined to inform the root of a topology change. Reconfiguration BPDUs permeate
upwards through the spanning tree with each message being acknowledged by the local
designated bridge. The root in turn instructs all other bridges to reduce their
filtering database timers for a fixed period before returning them to their original
value. This period of reduced timer value is intended to age entries out of the
filtering database quickly enough to minimise both the duration and probability of
any communication blockages.

In summary, final topology configurations are a function of bridge addresses and
the relative location of the bridges and are independent of LAN traffic loading
characteristics. In this way the spanning tree scheme exhibits a deterministic
behaviour however, the final topology does force all LAN traffic over the same

route.

IBM SOURCE ROUTEING .

Source routeing is a scheme in which bridge complexity can be reduced in favour of
forcing the majority of the multiple route elimination functions to be the sole
responsibility of communicating end-stations.

Originally described by Sunshine[22], Farber[8] and Kleinroch[16], source routeing
has now been adopted by IBM[5] as the basis for their token ring[7] local area network
bridging scheme. The scheme relies on two factors. Firstly, each interconnected LAN
must be assigned a unique identifier, called the segment number, and secondly, it is
the responsibility of the source end-station tb determine a suitable route to the
destination hence, source routeing. Each frame transferred between two communicat-
ing end-stations contains in addition to the existing 48 bit source and destination
addresses, a special routeing information (RI) field comprising a sequence of segment
numbers which explicitly define the route to be taken through the topology. Bridges
achieve the required frame relaying functions by an interpretation of the contents of
the frames routeing information field only.

Within toplogies comprising bridges, communicating end-stations can either reside on
the same segment (LAN) or different segments. Clearly, in the former case the route-

ing information is trivial since, existing frame destination and source address
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information proves sufficient to establish a communication, i.e. frames travelling
between two end-stations in these situations would not be relayed by bridges.
However, in the latter case each frame must contain the additional routeing inform- -
ation field in order to force intermediate bridges to route frames through the
topology_along the chosen path. To distinguish between these two types of frame, use
has been made of the source group address bit. Current IEEE 802 LAN standards
prohibit the use of this bit however, it has been defined in order to maintain
compatibility with the destination address format. Existence of the routeing
information (RI) field is indicated by setting the source group address bit to one
whilst, the absence of the RI field is indicated by the bit being cleared.

The RI field, which is inserted into the frame immediately following the source
address, has variable length and comprises two portions, the routeing control (RC)
and a list of segment numbers which identify the LANs on which tﬁe frame has or is
about to traverse. Interpretation of the routeing information is gained via an
investigation of the RC field which totals 16 bits of which only seven have signific-
ance, i.e. the broadcast (B), length (LTH), and direction (D) bits. The broadcast
bit indicates that the frame is an 'all routes broadcast', i.e. bridges should re-
transmit the frame ontd all LANs to which they are connected. The length bits
correspond to the size of the RI field, including the RC, whilst, the direction bit
shows the direction in which the frame is travelling, i.e. from source to destination
or vice versa.

Operation of the source routeing scheme can be explained with reference to the
functions performed by the communicating end-stations and those performed by the
bridges. Assuming that a source end-statiom is about to initiate & communication, it
can either issue a frame without an RI field, i.e. relying on the destination end-
station Eeing on the same segment, or it can issue a frame containing a RI field,
known as a resolve frame. For the purposes of describing the details of the scheme,
only the latter case will be considered further. Within the RI field the broadcast
bit is set, the length field is set to two to account for the RC (the length field is
manipulated by bridges only since end-stations are unaware of segment number
allocations) and the direction bit adjusted to indicate that the frame is travelling
from the source to destination end-station. As the frame propagates through the
topology bridges append new segment numbers to the RI field. Hence, eventually the
destination end-station receives a copy of the original resolve corresponding to each
pqssible route between the end-stations. To each received resolve, the destination
end-station issues a resolve response with a modified RC where the broadcast bit is
reset, thus forcing intermediate bridges to relay the frame along the route described
by the RI field segment numbers only, and the direction bit adjusted to show that the
frame is travelling from destination to source. Alteration of the direction bit
permits the segment number list to remain intact but forces bridges to interpret it in
the reverse direction, i.e. the last segment on which the resolve was present now

corresponds to the first segment onto which the resolve response should appear.
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Following these transactions the source end-station will receive multiple resolve
response frames (assuming that more than one possible route exists between the source
and destination end-stations) from which it must choose one route for use in future
communications. This decision is not explicity defined in that the first response
could be chosen to reflect the shortest path in terms of time, or the response with
the smallest number of segment numbers could be chosen for the shortest path length:
Any remaining resolve response frames however, are stored>for future use to overcome
failure of the chosen route, i.e. in cases of failure the stored response frames may
contain information regarding a route which is still intact and available for use.
All frames transmitted by the source and destination end-stations, following the
decision on which route to adopt, are non-broadcast, i.e. the broadcast bit is always
reset, forcing all such frames to be confined to the single route defined within the
RI field. The destination end-station learns of the selected route from the first
non-broadcast frame received from the source.

Within the bridge received frames are analysed by firstly establishing whether a
RI field is included. _Frames which do not contain a RI field are always discarded
whilst those which contain a RI field are further proceséed by examining the RC
information to ascertain whether the frame is designated 'all routes broadcast',

i.e. the broadcast bit set. In situations where the broadcasﬁ bit is set, the bridge
scans the RI field. If the RI field currently does not contain any segment numbers,
it appends two numbers, oné corresponding to the LAn from which the frame was
received and the other identifying the LAN onto which the frame is about to be re-
transmitted. The-length field contained in the RC is also incremented. 1If on the
other hand, the RY field already contains segment number information, the bridge scans
the list for the number of the segment onto which the frame will be retransmitted.

‘1f found the frame is discarded since, it has already traversed that segment,. i.e.
this action prevents looping. Otherwise, the segment number is added to the list and
the length field suitably incremented. As one final test each bridge maintains a
value known as the 'Hop count' which determines the maximum number of segment numbers
allowed in the RI field. Any frame which exceeds this number is also discarded.

For received frames designated non-broadcast the analysis differs. Firstly, the
direction bit is examined to determine how to interpret the segment number list
contained in the RI field, i.e. from last entry to first or vice versa. If the bridge
is located within the route specified by the RI field, the frame will be retransmitted
unaltered otherwise, it will be discarded. If the segment number list contains an
ordered pair of segment numbers to which the bridge is attached, corresponding to the
direction in which the frame is travelling, the bridge is located within the route.
All other possibilities from this test result in the frame being discarded.

Hence in contrast to the IEEE 802 solution source routeing configures a single
route for each pair of communicating end-stations thereby, allowiég traffic load
sharing throughout the extended LAN. The major criticism of the scheme within the

standards bodies was the requirement to define new LAN frames which violate current
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structures defined within the appropriate world standards, i.e. the use of the source

address group bit and the inclusion of the routeing information field.

THE INTERCONNECTION OF DIS-SIMILAR LAN TECHNOLOGIES

The decision made by the IEEE 802 LAN standards committee to divide the ISO Data-
Link laéer into technology dependent (MAC) and technology independent (LLC) sub-
layers provides the unique situation of enabling bridges to achieve the inter-
connection of dissimilar LANs. Under these circumstances a bridge operates at the
MAC to LLC interface within the IEEE 802 LAN architectural model. Bridges are
however, a new innovation and hence, for historical reasons a number of inconsist-—
encies have emerged from the various IEEE LAN technologieé which introduce serious
difficulties into the réalisation of such bridges.

Each of the three LAN standards produced from the IEEE work define a different
maximum limit on ;he amount of data whiqh‘can be transmitted in an individual frame,
i.e. CSMA/CD allows 1500 bytes, Token Bus permits 8192 bytes, whilst Token Ring can
support 2500 bytes. In circumstances where a bridge is used te interconnect say, a
Token Bus LAN to a CSMA/CD LAN, the inability éo provide frame fragmentation and
reassembly at the Data-Link layer prevents a bridge from resolving the situation
where a maximum size frame received from the Token Bus has to be retransmitted.onto
the CSMA/CD LAN. ;

Further problems arise from the fact that each LAN technology supports its own
frame format which forces bridges to provide appropriate 'frame mapping' functions in
order to convert between the formats[5]. Additionally, each byte comprising the
Token Ring frame is physically reversed in relation to the CSMA/CD and Token Bus
frames.. Difficulties can still arise when bridging between similar technologies due
to the fact that the standardé permit a range of possible data rates. Hence, a
bridge may be required to connect two LANs operating the same access protocol, say
CSMA/CD, but providing significantly different cable data rates, typically .10 Mbit/sec
-~ and 1 MBit/sec. A bridge does not possess sufficient protocol intelligence to provide
flow control facilities to tramsmitting end-statioms, i.e. all flow control must have
end-to-end significance, leading to potential bridge overload when transferring a
large number of frames from the high to low speed LAN. As such routers provide a

more realistic solution to these .internetworking problems.

SUMMARY )

The development of LANs is such that interworking is now essential. This paper has
outlined four basic levels at which networks may be interconnected namely, repeaters,
bridges, routers and gateways. Currently bridges represent a major commercial area
with a number of products in the market place. However, the development of high speed
repeaters will almost certainly gain in importance over the next few years.

One of the main reasons for this is the difficulties bridges face when operating

in an extended LAN environment in which multiple routes exist between end-stations.



The IEEE 802 bridge provides a solution which forces all traffic over a single route
whilst, the IBM source routeing scheme provides traffic load sharing at the expense of
creating non-standard LAN frames. Currently the University of Salford, UK, and SERC
Daresﬁury Laboratory, UK, are active on a reseafch programme to develop a totally new
type of bridge known as the protocol-less bridge[7]. Funded by the SERC this bridge
is designed to provide a level of interconnection service which essentially combines

the qualities of the two bridge schemes described in this paper.
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distributed data processing,

computer network

Y.LYAMIN, V.YALOVETSKY ¥

A TOOLS FOR DISTRIBUTED DATA PROCESSING FOR COMPUTER NETS

Management of the economical life and everyday functions of a
large city with its complex economical relations first of all is based
on different city resources: labour power, tramsport, buildings, com-
nunication facilities, etc. Thus, city managering needs precise and
off-hand information on the state of city resources to make well gro-
unded decisiomns,

The task to provide all the municipal bodies with such an informa-
tion can be easier solved with the help of a Distributed Data Proces-
sing System (DDPS), which gives the informational basis for the city
computer-aided management systems. This principle is realized in a
city management complex "Moscow",

Any DDPS comprises the following subsystems:

- Data Communication System based, firstly, on the net of bus di-
gital channels with the rate of data transmissions up to 64 Kbit/sec,
connecting the largest Multiaccess Computer Centers (MCC) of the
"Moscow", and, secondly, on the direct line net, providing the remote
access to the Net resources with the rate up to 4800 bit/sec. To be
exact, the Data Communication System connects 6 large centers and
over 2400 user nodes;

" =~ The .chain of computer-aided Data Banks (DB) located on the Net
nodes with the Multiaccess Computer Centers, which store the informa-
tion on city resources;

- Instrumental System for DDPS support.

The general principle of our DDPS functioning is based on the prin-
ciple of practical satisfaction of the first-order demands of final

* 113054, Bahrushina st., 18, NPO ASU "MOSKVA", Moscow, USSR
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users in the first turn and provides them with the following means:

- access from any terminal to any DB in the Net; files communica-
tion between MCCs; )

- programs communication with DBs in a homogeneous net;

- informational services for the end users and application prog-

rammers ;
An operational environment for DDPS is the system of virtual ma-
chines for IBM/370 plug compatable computers o In the given ope-

rational system we have developped and used the Distributed Database
Management System (DDBMS) called "TRIADA-R", which provides means to
connect up to 127 local DBs, located at the abovementioned computers,
organised in a net. A user or a program makes & query to DB, calling
only the external name of a DB. A query comes to the TRIADA-R's ker-
nel at his/her own computer, that is the computer, connected to the
terminal or program, which has made a query. The kernel identifies the
query, distinguishes an address of a net node, where the necessary DB
ig located and, through the means of file communication, sends a query
and receives an answer, If it's necessary ito transport a DB from one
node to another, it can be done without any change in the software.
The scheme we have suggested proved to be very useful while working
with not so large a number of DBs and users (4-6 DBs at 4 computers),
but as the number of users and DBs grows larger, we have to choose
more efficient management of the Distributed DBs in the Net and deve-
lop a new technology for their design and operation.

That's why in the frame of "Moscow” - complex we are working at
the subcomplex of instrumental dialogue systems aimed to support users!
communication with the Distributed Information Retrieval Systems /1,2/.
The complex of Dialogue Systems maintains all the techneclogical stages
of the design and implementation of means for information processing
in the nodes of the net. Taking into consideration functional require-
ments of technological stages, the architecture of the complex must
be a set of informationally compatible program systems, The basic le-
vel of subcomplex is presented by the DDBMS TRIADA-R. According to a
particular informational technology the instrumental tools can be in-
8talled in any node in the net. The scheme of tocols distribution over
nodes follows the logical structure of the informaiional technology.
The independence of all instrumental systems in a set allowes to com-
bine arbitrary technological schemes., Moreover, they can be used o
construct virtual Personal Informestion Processing Systems, which can
enter the system environment of the DDPS (Disﬁributed Data Processilng

System) under the control of the Net Onerational System.
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Design and implementation of application program systems can't do
without their main $o0ol - specification language for the information
resources control in the Distributed Information Processing System.
Specifications denote functional structure of informetional techmology,
data structure, interfaces between data structures and nodes of the
net, form of the dialogue. The independent character of language speci-
fications along with the interpretation routines make it possible to
have a single correspondence of the project decisions at all the stages
of the design and implementation.

' The clue concept in our approach is the "independent representa-
tion". It means the independence of the application systems model from
their realization, DBs development from their running, distribution
of program systems over the net nodes from interfaces and access tech-
niques,

Taking into consideration that the model of the application systems
is at the same time the model of the problem area, and that the aim of
such systems is management of informationsl resources of the object
under control, a DB can be viewed as the object of the problem aresa.
That?8 the reason to have means of meta-management of dats, the role
of those means can be played by the dictionary/directories /4/., The
dictionary/directory take the function of generalization and management
on the metalevel in the DDBMS., Metabase of the dictiomnaries/directory
has the structure, following the logical structure of the DDPS. The
elements of such a structure are the nodes of the dictionary/directory.

Integration is the very important characteristic of instrumental
systems. It suggests an interface between programs, which provides the
unified informational enviromment, This concept is basic for the design
of the complex of instrumental problem-oriented systems (that. is shell
systems), tuneble to particular functions and data structures.

The complex includes the following modules:

1. Technologicel system of data processing, which has both batch
and dialogue techniques for input, controle and correction of documen=-
tal information of arbitrary structure; besides it has means of deve-
lopping and text-generation of any output documents.

2. DB quick screen system (DBGSS), which is represented by the dia-
15gue interface with arbitrary DBs without en internal representation.
A menu with a password provides entering any node of the LDB.

2, DB EDITOR (DBEDIT). It supports functions of retrieval and edi-~
ting of arbitrary DBs in a distributed envirorment. Interface langusge
of the EDITOR is based on the lexics of the XEDIT VM=-270 text edivor.
The DREDIT permite the controled bvackiracking to the initial zvate
the DB,
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4. Dialogue system of the DB developing and running supporis the
following design functions: DB logical structure design, DB location
parameters design, DB loading design, DB modification design.

The abovementioned systems are the instrumental environment of the
DDBMS TRIADA-R. The complex of the instrumental dialogue systems is
open for the extention by new functional components.

The main architectural concept of the unified net of data communi-
cation is represented by the Integrated Service Digital Network (ISDN)
/3 ./« From the point of view of ISDN utilization in the "Moscow" comp-
lex one can distinguish the following perspectives of work:

1., Implementation of local office nets, providing the communica-
tion of an office with the integrated service, combining the telephone
communication with the computer mail and data processing systems. It
can be inforced by the possibilities of internet communications (not
necessarily digital net).

2., Implementation of the regional computer net using the TV cable.

3. Implementation of the Unified City Net of data communication
with the integrated services.

The perspectives of our work embrace the following aspects: sup-
plying of the ISDN by new technologies, such as bdbroadband batch data
communication and opto-electronic communication; reelizaticn of the
unified mechanism of control over calls for speach communication, data
and image communication, based on the channel and batch communication
services.,

ISDN based informational technology comprises the electronic mail,
Teletext and Videotext, Multi-Functional Workstation. The major aim
of the discussed complex project is the design of the informational
infrastructure of a large city.

REFERENCES

L 4

i, V,I,Yalovetsky, Yu.,M.Cherkasov. Instrumental Systems for Compu-
ter-aided Managerial System Design. Proceedings of the Conference on
Govermmental and Municipal Information System, Budapest, IFIF TIC8,
1987, pp.80-84. Reprinted in Elsevier Science Publishers, Amsterdem,
Sorth-Holland, 1988, pp.167-171.

2. Yu 24 he“nazov, V»AQGrinshte*nq Yu.B.Radashevich, V.I.Yalovet~

t the Design of the Automated Control Systems
Moscow: IZnergoizdat, 1987, 328 p. (in Russian).
Network Architecturs Iuntegral. R

2
1. -~ Riga, 1988,

‘lc,a“vwﬁﬂ“oovo“ Systems
y 1 Statisti

. licscow: Fina




Prace Naukowe Centrum Obliczeniowego

Ni-9 Politechniki Wroctawskiej Nr 9
Konferencje Nr 4 1989

publiczna si1ed teleinformatvozna,

SYNCOM. FOLF&H

Krzysztof Udalak;
Andrzej Pekalski
KIERUNKI ROZWOJU TECHNICZNEGO PUBLICZNEJ SIECI
TELEINFORMATYCZNEJ W POLSCE DO ROKU 1995

Dotychczas wykorzystywane Srodki (komutowana sied telefoniczna i 1ag-
cza dzierzawione) nie dajg perspektyw rozwoiu usiug teledacyinych w
ciggu naibliZzszych lat. Jdedynym rozwigzaniem otwieraigcym mozliwosci
rozwoju  Jjest utworzenie, sieci publiczneld wyspecializowanei do
dwiadczenia usliug telsintformatycznych. W tym celu opracowywane s3
urzadzenia sieci SYNKOM. Planulie sig import urzadzen do utworzenia
sieci POLFARK oraz opracowanie urzadzeh do jel rozbudowy.

1. STAN OBECNY.

Stan uslug teleinformatycznych w r. 1988 nie oddaje rzeczywistego
zainteresowania usiugami teledacyinymi ze wzgledu na istniejgce ograni-
czenia w ich rozwoiud.

Stan ilogciowy i jakosd komutowanei sieci telefoniczne] sprawia, 22
jej wykorzystanie nie jest efektywnym kierunkiem rozwoiju tych usiug. Ko-
mutowana sied telefoniczna umozliwia transmisjs danych z elementowa sto-
pa hisddw <10—3 dla szybkodéci transmisii do 1200 bitdw/s. Czas zestawia-
nia polgczenia wynosi do kilkunastu sekund a ze wzgledu na niskg dostgp-
nodé¢ sieci i bledy w zestawianiu polsczed w wielu relaciach znacznie sig
wydtuza. Dla wielu zastosowan (np. transakcyinych, konwersacyijnych) sg
to parametry nie do przyiecia.

Telefoniczne lacza trwale umozliwiajs tramsmisie danych z elementowa

i dia szyvbkoéci do 2600 bitow/s. Osiagnigcie  wyz-—

stopa bieddw rzedu 10~
szych szybkodci transmisii wymaga dzierzawienia grup pierwotnych. PPTLIT
dzierzawi lacza tylko w szczegdlnis uzasadnionych przypadkach ze wzgledu

na powazny niedostatek tych $rodkdw dla innych rodzajow usiug {(zwlaszcza
dla telefoniil. Mimo, ze parametry techniczne Isgczy dzierzawiorn ch odpo-
wiadaja potrzebom toleinformatyki ich wykorzystanie jest ograniczone
wzgledami administrecyinymi (brak rezerw) i ekonomicznymi {wvspkie opla-

ty). Mie jest wigc to kierunsk swobocdnego rozwoiu teleinformatyki.
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Dostepne dzisiaj srodki teledacyine (komutowana sied telefoniczna i
1acza dzierzawione) siuzg do tworzenia tylko 1gczy podkladowych i nie
zapewniajg zadnych udogodnien typowych dla teledacji.

‘"W Polsce nie dziala wyspecijalizowana sieé¢ telekomunikacyina oferuija-
ca usiugi teledacyine dla teleinformatyki i telematyki a takie nie
sposdb okredli¢ kiedy z cala pewnoscia taka siec powstanie.

Rozwijane s3 sieci komputerowe i systemy o ograniczonym zasiegu te-
rytorialnym i zamknietymikregu uzytkownkdw (w tym dynamicznie rozwijaig-
ce sie sieci lokalne - LAN) ale tworzenie rozleglych systemédw informa—
tycznych i automatyzacii Jjest niemozliwe bez korzystania z publicznych
sieci telekomunikacyinych. Obecny stan usiug teledacyinych hamuie nowo-

czesne zastosowania wymagajace transmisii danych.

2. PERSPEKTYWA ROZWOJU DO 2010 R.

W prognozie COPiOZ PPTiT oceniono, ze mozliwosci realizacii usiug
teledacyinych bed3 nizsze od zapotrzebowania i wyniosg:

- 42,3 tys. stacji transmisji danych gredniej i duiejiszybkuéci,

- 16 tys. telematycznych urzadzen koficowych, f

tacznie bedzie obsiugiwanych 58,3 tys. stacji, ktére w znacznelj
czedci korzystad beds z publicznej sieci teleinformatycznei. Pewna czeéc
tego zapotrzebowania bedzie w dalszym ciagu pokrywana przez komutowang
sie¢ telefoniczng (co w duzym stopniu zaleizy od jej Jjakosci) oraz w pos-—
taci dzierzawy 13czy (co zalezy od dostepnosci tej usiugi i taryfy).

Publiczna sie¢ teleinformatyczna bedzie siecia dwiadczacy peilny a-
sortyment usiug i udogodnien teledacyinych. Dzialad beds systemy uslugo-
we oferujgce rozwiniete usiugi komunikacyine na bazie sieci teledacyi-
nej. Obok systemdw publicznych, tworzonych i eksploatowanych przez
PPTiT, rozwdi systemédw aplikacyinych uzytkownikdw oraz sieci wydzielo-
nych (abonenckich) moze znaczgco wpiywad na rozwdj sieci teleinforma-
tycznej.

Sieci teledacyine oraz systemy uzytkowe beds twarzone w oparciu o
standardy miedzynarodowe (w szczegdlnosci zalecenia CCITT w zakresie te-
lekomunikacji oraz standardy 1S5S0 w zakresie systemédw informacyinych).
Umozliwi to bezkolizying wspdiprace sieci i systemow krajowych migdzy
sobg a takze z sieciami i systemami tworzacymi swiatowy system telekomu-—
nikacyjny. ‘

Czed¢ usiug teleinformatycznych bedzie realizowana w sieci z inte-
gracjg usiug (ISDN). Istnied¢ beds pierwsze fragmenty tej sieci oraz od-
powiednia infrastruktura do Jjej intensywnej rozbudowy - tj. przede
wszystkim cyfrowa sie¢ transmisyina oraz duze nasycenie usiugami teleko-

munikacyjnymi. Sie¢ ISDN przejmowac bedzie obsiuge abonentdw innych sie-
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ci wtérnych a w tym sieci teleinformatycznej.

3. KIERUNKI ROZWOJU PUBLICZNEJ SIECI TELEINFORMATYCZNEJ.

Dotychczas wykorzystywane drodki nie dajg perspektyw rozwoiju usiug
teledacyinych ﬁ ciagu najbliészych kilkunastu lat. Jedynym rozwigzaniem
umozliwiajgcym pokonanie tych probleméw i otwierajacym mozliwoéci pelne-
go rozwoju jest utworzenie, na bazie 4rodkéw krajowej sieci telekomuni-
kacyinej nowej sieci, wyspecjalizowanej do szerokiego dwiadczenia usiug
teledacyinych - krajowej sieci teleinformatycznej.

Docelowo w publicznej sieci teleinformatycznej powinny byé wykonywa-—
ne dwie grupy usiug:

~ oparte na komutacii kanaldw teledacy.inych,

- oparte na komutacji‘pakietdw.

Obie te techniki wzajemnie sie uzupeiniajg a moga by¢ realizowane w
ramach jednej sieci (jak to jest planowane w sieci SYNKOM) lub tez przez
dwie odrebne sieci.

Prace badawczo-rozwoijowe w obszarze sieci teleinformatycznych obec-
nie koncentruja sie na opracowaniu urzgdzeh dla sieci SYNKOM.

Sie¢ SYNKOM jest pomyslana jako pierwszy etap rozwoiowy perspekty-
wiczneli, wielofunkcyinej sieci cyfrowej IDN. W polu komutacyijnym central
beda komutowane standardowe kanaly synchroniczne &4 kbit/s, a podstawo-—
wym portem centrali bedzie wejscie/wyjscie traktu liniowego PCM 30/32
(2.048 Mbit/s). Lacza abonenckie beds dolaczane do koncentratordw, w
ktdrych beda niwelowane zrdznicowane szybkosci transmisji (600, 1200,
2400, 4800, 9600 bit/s).

W 1aczach abonenckich zostanie zrealizowana transmisja dupleksowa w
pasmie podstawowym oparta na zasadzie cyfrowej eliminacji echa. Podsta-
wowym stykiem abonenckim bedzie styk wediug zalecenia CCITT X.21. Termi-
nale pakietowe beda korzystac¢ z sieci SYNKOM jako sieci transportowei na
zasadach okredglonych w zaleceniu CCITT X.32.

Do r. 1995 nie nalezy sie spodziewacd w wiekszej skali efektdw prowa-
dzonych obecnie prac badawczo-rozwojowych. Jedli usiugi teledacyjine maia
by¢ w tym okresie udostepnione szerzej niz dotychczas, to Jjedynym wyjs-—
ciem jest zakup za granicg kompletu urzadzen umozliwiajgcych stworzenie
sieci zalatwiaigcej najpilniejsze potrzeby uzytkownikow. Ze wzgledu na
mniejsze zaawansowanie w kraju prac nad technika komutaciji pakietdw oraz
spodziewane nizsze ceny urzadzen sieci pakietoweij, ewentualne zakupy po-
winny dotyczyé tei klasy sprzetu. Sie¢ pakietowa (nazwana POLPAK) rozbu-
dowywana bylaby w oparciu o urzadzenia opracowane i wyprodukowane w kra-
Jju.

Urzadzenia sieci POLPAK powinny speiniad¢ wymagania zawarte w zalece-



niach CCITT, szczegdélnie serii X,V i F. Usiugi sieci POLPAK begdg reali-
zowane w trybie komutacji pakietdw.

Do sieci beda mied¢ dostep urzagdzenia koAcowe: )

- pakietowe przez igcza bezpodrednie, zgodnie z zaleceniem CCITT
X.25 albo przez komutowana sie¢ telefoniczng lub sied teledacying z ko-
mutacis kanaldw, zgodnie z zaleceniem CCITT X.32;

- asynchroniczne przez igcza bezpodrednie lub komutowana siec tele-
foniczna, zgodnie z zaleceniem CCITT X.28.

Sie¢ bedzie oferowadé polaczenia wirtualne i stale polgczenia wirtu-
alne.

Docelowo obydwie sieci (SYNKOM i POLPAK) beda sie przeksztalcac w
jedna sied¢ swiadczaca dwe rodzaije usiug - opairtych na komutacii  kanaldw

oraz komutacji pakietdw.

4, UWARUNKOWANIA ROZWCJIU FUBLICZNEJ SIECT TELEINFORMATYCZINEJ.

Kierunki rozwoju teleinformatyki zalezg od nastepuligcych czynnikdw:

- datychezas nie podieto strategicznych decyzii stwierdzalacych pot-
rzebe rozwijania teleinformatyki jako jednej ze siuzb telekomunikacii
oraz okreslajacych warunki tego rozwojus

- potrzeba dwiadczyé¢ zupeinizs nowe usiugi a wigc trzeba ustalid zak-
res i formy ich gwiadczenia, zasady organizacii i ekonomiki oraz sposoby
wspoipracy z istniejgcymi stuzbami w kraiu i za granicgs

- brak Jjest rzetelnego rozeznania co do obecnege i przysziego zapot-
rzebowania na te usiugi a informacje takie stana sig dostepne dopiero
gdy zostang otwarte mozliwosci normalnego rozwojug

- w raju oraz w krajach RWPG nie produkuie sig stosownych urzagdzen
i brak wigzacych informacii o planach uruchomienia takied produkciijs

- urzagdzenia produkowane w krajach bardziej zaawansowanych technicz-—
nie oblozone s3§ ograniczeniami wywozowymisj v

~ zakup tych urzadzen za granica wymaga znacznych drodkdw dewizowych
(rzedu 2000 $ za Jjedno zakonhczenie Igczaldj

- na swiecie usiugi teleinformatyczne i telematyczne sa intensywnie
rozwijaene i w literaturze podawane sg rdzne wnioski dotyczace szozegdio-
wych roz;igzah, przy czym rozbieznosci wynikaja zardwno z lokalnych wa-
runkéw iak i bardzo szybkiego rozwoiu technikiy

- standaryzacja usiug 1 rozwisgzah technicznych iie zostala zakohczo-
na  a tendencje do integracji technik i uslug zmieniais relacliz miedzy

réznymi sprawdzonymi praktycznis

[}

. PRIEWIDYWANE SCENARIUSZE ROZWOJU Si
g

Szanse naliszybeszego i najmnis’i ryzvkown




matycznych daje wariant, wediug ktédrege w latach 1989-90 zostanie zrea-
lizowany I etap budowy sieci POLPAK. Pozwoli on na wej%cie w lata 1991-
75 z zaczatkiem publicznej sieci teleinformatycznej. Jego realizacja wy-—
maga Jednak szybkich decyzii i sprawnego dzialania w latach 1989-90. W
latach 1991-95 sied¢ POLPAK bedzie rozbudowywana w oparciu o urzadzenia
apracowane i wyprodukowane w kraju a takze powstanie sied¢ pilotowa SYN-
KOM.

Prawdopodobny Jjest wariant, wedliug ktérego decyzja o zakupie urza-
dzed z importu begdzie odkiadana, gdyz warunki zakupu mogs byé niesprzy-—
jajgce a jednoczedgnie tempo opracowan krajowych nie pozwoli na zaspoko-
Jenie rosnagcych potrzeb w latach 1991-95. Jednak opdinianie decyziji w
sprawie zakupu urzadzen i przecigganie procesu wdrazania do eksploatacji
pierwszeij fazy sieci POLPAK moze w ogdle podwazyd sens budowy tej sieci.

Wariant ostatni, wedlug ktdédrego zrezygnuje sie z zakupu urzadzen =z
importu i pozostanie przy programie tworzenia sieci SYNKOM stanowi mini-
mum tego co moizna obecnie planowad. Taka koncepcia jest faktycznie obec-
nie realizowana gdyz koncepcija sieci POLPAK pojawiia sige w obecnej pos-—
taci dopiero w polowie 1988 r. Grozi to ryzykiem odsuniecia rozwiazania
problemu usiug teleinformatycznych oraz telematycznych praktycznie na
lata 1995-2000.

TECHNOLOGY TRENDS IN PUBLIC DATA NETWORK AREA IN POLAND UP TO 1995.

Today’s media (switched telephone network and leased lines) have not
perspective in expansion of data services. One way to start progress
in tgis area is erection of the public network specialized for "data
services provision. Equipment of SYNKOM network is developed for
this urpose. There 1is a plan_to purchase equipment for FOLPAK
networﬁ introduction and to develop equipment for its extension.

-
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EMPIRIC PREDICTION MODELS OF THE REG-SYSTEM

Certain empiric models were developed to assess and predict the
performance of the REG-system, a terminal system for the bank
branches of Berlin. The growth of rush hour workloads was forecasted
by use of special models reflecting system extensions and the
development of the counter traffic. Linear and nonlinear regressions
were used tLo model the dependence of the CPU loads on workloads and
numbers of terminals in service. By use of analyses of variances,
factors influencing the response time behaviour C(e.g.. message
lengths, type of order, number of terminals at the line, line speed,
CPU loadd were investigated.

1. INTRODUCTION

The REG-System' is being built up for the bank branches of Berlin
and is still under development. Up to now about 350 PC-like terminals
Cteller machines and automated teller machines> are connected via local
cencentrators, nonswitched lines and front-end processors to one or two
RI AD1 OS6. The teller machine (K8924) is a special version of a PC
CBC51200. The hardware of the local concentrator is a KON2O. The
following different types of lines are used:

- half duplex - 2.4 kbps,

- duplex - 2.4 kbps and

- duplex - 4.8 kbps.

Up to 4 front-end processors of the type TSRL are connected to ons
RI AD1 0S6.

The RIADIOSB uses OS-3VS 7.1 as The application

program is based on DAKS. B=C is SmIrssion procadure
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The local concentrator works without block buffering. Therefore, it

works nearly without additional time delay. '

Response time behaviour Cterminal -> CPU -> terminald was adopted as a

criterion for the performance of the REG-system. Previous investigations

(1] induced ' that the CPU of RIADIOSS is a bottleneck of the system

Hence, it is essential

- to determine the effects of the CPU load and of other influencing
factors to the response times (see 4.2 and v

- to predict the development of the CPU load.

Two steps were performed to predict CPU loads:

— modelling of the -dependence between CPU loads  and workloads Csee
3.2 and 2

— forecasting of workloads (see 2.D.

The following measurement means have been used: )

- For every transaction induced by customer orders or management
activities a record was written into the so called time measurement
file CTMF2 by a software monitor installed on the RIADIOSS. This
record includes
- the time of registration of the transaction at the CPU,

- type of order (disbursement, print of abstract of account CPAAD,..D,
- terminal identifier,
- message lengths Cof request and answer),
- identifier of the data file of account and
- response time for the previous transaction at the same terminal
(precision: whole seconds; not for every transactiond.
- Moreover, a hardware monitor measures the CPU time consumption for

every minute Caccuracy of 0.01%.

2. WORKLOAD PREDICTION

2.1. A detailed model

Models were created for rush hours only. A rough model description
hag the following form:
PL__=CMR__+EEDG V__+CMM__+EMDGM_V (ak: (8] with
RH RH E RT RH E M
PL H= vector; components are the numbers of orders of certain tLypes for
R .
the rush hour in the prediction period,
MRRH: quantily of measured real-time orders in the rush hour,
EE = eslimated guantity of real-time orders C(RTO). which are

processed additionally because of system extensions,
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GE = ?stlmated growth rate for the prediction period C(concerning
real -time orders),

VRT = vector; components are the measured relative proportions of
different real-time order types (sum of components = 1D,

MMRH= quantity of measured management orders (transactions> in the rush
hour,

EM = estimated number of management orders, which are to be processed

additionally because of system extensions,

GME = estimated growth rate for the prediction period Cconcerning
management ordersd,

Vu = vector; components are the measured relative proportions of
different management orders (sum of components = 1D.

The unknown coefficients of (1) are to be estimated by use of

- statistical data collected in the last years and

- TMF data of a certain observation day.

Due tc the aim of prediction and to the date of observation, the

components of PLRH and VM, the length of the prediction period and the

way of estimation of the unknown ceoefficients in (12 have to be
specified.

E.g., predictions were computed to forecast

- what happens when PAA’s are available in all branches Cat measurement
time PAA’s were not available in all branches),

- the effect of integration of savings book orders,

- the development of the worklocad at all,

- the development of workloads distinguished for several types of
instructions.

A single prediction vector PLRH strongly depends on the data of one
observation day. Using the data of]several observation days, several
predictions PLRH were computed for the same{magnitude(s) of interest. To
assess the variability of these predictions, the standard deviations,
resp. the c.efficients of variation, were computed by use of the several
predicted values for the same magﬁitude of interest. For special
examples coefficients of variation ranged about 10..15X%.

Furthermore, predicted values were compared with observed values for

special cases. This i1nduced two essential conclusions:

— There are unconsidered influencing factors. Presumable, there are
seascnal influences with essent:ial effects. Unforiunately, the amount
of data was too small for investigating such factors.

- Nevertheless, it has been shown that the prediciion model :1s usable

for long-term forecasting with accephtable resultis.
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2.2. A regression model

The model discussed up to now lacks a quick response to short-term
measurements Cas necessary in discussions with partners) because of
laborious calculation. Therefore, a simple regression model was

developed. It has the following form:

RTOi =a + bi + u cad with
RTO,L = number of measured real-time orders in the rush hour of week i,
i = number of weeks after January 6th 1987,

u, = error terms and
a, b = regression coefficients.

On one hand, the factor "time"™ turned out as particularly qualified for
such a model, because the system extensions depend on the time, too. On
the other hand, " it is probable that in consequence of changing the
extension strategy the regression model is worthless for forecasting.
Bestides sirictly speaking, tt i1s not permitled to wuse such models
oulside the observation time. Nevertheless, we developed such a model
with the aim to use it for short-term predictions.

Results were gquite satisfactory. Sgquared multiple correlation

coefficients were very high (greater than 0.953.

3. ANALYSIS OF THE CPU LOAD

3.1. Linear models

Linear regression models reflect the CPU load behavi our in a
satisfactory manner for low and medium CPU locads Ccf. [212. Because of
rising CPU loads and certain system changes during 1887 il became
necessary to prove the applicability of linear models and to revise
coefficient estimates by using data from Oct.-Dec. 18987 and from 1988.
Additicnally, improved models were developed considering the number of
terminals in service as a magnitude of influence.

Finally, there was used the following linear model

5 .
YJ =a_ + EL:,_a_L X,Lj te, s j=1,..K, _ 3

where K. is the number of 3-minutes-intervals, Y) - the CPU load Cin

seconds), Xi" i=1,..4, - the number of transactions of kind i, J’.Ls-— e

Capproxi matel) number of terminals in service for Lhe J.. L

3-minutes-interval, a - coefficients, ej - randcm error terms.
i
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There are four kinds of events:

1 special system operations,

2 real ~time di sbursements,

3 real -time payments,

4 other direct access operations.

By use of ordinary least squares estimation COLSED coefficient estimates
were computed based on data from Oct. 6th, Dec. 8th and 22nd in 1887 and
May 24th in 1988. Comparisons of the results from May 24th with the
other results reflected improvements of the REG-system in the beginning

of 1988. In the following table estimates are given for the data from

1987: 6.10. 8.12. az2.12.
K 171 171 2 141
mean CPU load 67.4% 75.2% 80.2%
squ.multiple 2
corr. coeff. 0. 987 0. 8960 0. 961
SE 2.56 32.288 1.77
i a. SEa a. SEa, a. SEa,

T T T L T T
o 21.46 1.20 42.80 2.05 50.30 1.898
1 0. 207 0.028 0.151 0.038 0.143 0.023
2 0.120 0.011 0.103 0.016 0.072 0.0074
3 0.338 0.055 0.270 0.74 0.080 0. 041
4 0. 208 0. 00381 0.177 0.0091 0.157 0.0058
g 0.136 0. 0046 0.108 O. 0074 0.081 0.0072
(SE-standard error). i ’
Cross validations gave = acceptable results. Nevertheless, detailed

examinations of the results from linear regressions gave rise to use a

certain nonlinear model.

3.2. A nonlinear model

There are certain reasons to assume that the data communications
system works more et‘fectively for CPU loads between 80 and 90% than for
lower CPU loads C(between 60 and 70%0, i.e., the ratio between the number
of transactions in a time interval and the corresponding CPU load is
greater for the higher CPU loads. It is given the following nonlinear

model :

Y.i = exp(koLj) a, + explk L ) Z-.—z ] X'Lj + e, A= o s Ky c4>
where Lj is the sum of all ‘events in the j.th time-interval and kL,
i=0,1, are growth coefficients.
F‘ir‘st t,here were computed common estimations for k and k for the three
days from 1987 by minimization of the residual sum of Squares using a
gradient method. There were found

ko = 0.000808 kx = 0.000471.

Using these values, linear coefficients were estimated by OLSE
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separately for the different days. There were found

5.10.1987 8.12.1987 ez2.12.1987
a, 2z. 608 21. 479 22. 243
a .138 . 415 . 308
a, .189 .167 .108
a, . 239 . 287 .183
a, . 258 ) . 263 . 280
a, .127 .134 .1859
SE c.81c 2.916 1.887.

Let us consider the following workloads for a 3-minutes-interval:

kind 1. 2 3 4 B
wor kload S7 284 38 426 270
Cprognosis for Nov. 15th 19882.

Using these values, the following predictions for the CPU load were

computed Csee (4)):

linear model nonlinear model
5.10. 114.86 101.7
8.12. 108. 4 105.6
a22.1a. 100.8 102.2

Thus, the nonlinear model gives approximately the same results for the
different days, whereas predictions by using the linear model are rather

different. (Use of data from May 24th 1988 gave lower predictions.>)

4. RESPONSE TIME BEHAVIOUR OF REAL-TIME TRANSACTIONS

4.1. Empirical statistics

Investigations were carried out using data from December 1987, April
and May 1988. Mean CPU loads for the rush hours ranged between 80 and
85%. There were computed empirical statistics and analyses of variances
CANOVAD. Besides the determination of the magnitudes of main influence
and quantitative assessments of these influences, it is of interest to
investigate when mean response time values exceed the 3-seconds-limit
and when Cempiricall 95%-percentiles exceed the 5S-seconds-limit.
Empirical statistics C(and corresponding ' 85%-confidence bounds) were
computed for a large number of subgroups of thé data. Especially for the
foliowing situations critical response time behaviour, i.e., mean values
significantly exceed the 3-seconds-bound, was observed:

PAA’ s
- for PAA’s. at all (partially, the 4-seconds-limit was exceeded; only
for 4.8-kbps-lines the 3-seconds-limit was kept approximately also for

higher TADLY-vaiues Cnumbers of active terminals at the line; max.
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TADLV-value was 732, .

disbursements

- for 2.4-kbps-lines and high TADLV-values C(TADLV=6, 7).

Differences between mean response times when distinguishing between CPU

loads between 70 and 75% and CPU loads between 85 and 90% in most cases

did not exceed 0.5 seconds. For CPU loads greater than S0% numbers of

observations were too small‘for getting reliable conclusions.

Observed standard deviations in most cases ranged between 0.8 and 1.4

seconds. Altogether, higher mean values of respcnse times were connected

with higher standard deviations.

S5%-percentiles were estimated by means of linear interpolation.

Estimated 95%-percentiles did not exceed the S-seconds-limit when the

corresponding mean values were less than 3 seconds.

4.2. Analyses of variances

By the following reasons the wuse of ordinary least squares
.estimators COLSED is problematic:
- distributiong of the error terms are non-normal,
—- error variances are not homogeneous Chigher standard deviations for
higher mean values). i
Nevertheless, in most cases OLSE was used. Several trials with weighted
least squares estimation in order to compensate the effects of
heterogeneocus error variances gave hints Lhét the reliability of
coefficient estimators is quite satisfactory,. whereas F-statistics,
standard error estimators and confidence bounds should be .regarded
cautiously. R
Standard error estimators were relatively high. The main reason for this
can be seen in the relatively low accuracy of the obser ved response time
values Caccuracy of seconds).
¥When selgcting appropriate models, the aim was to find several ones
reflecting in each case special points of view rather than to find one
unique "all-including"” model.
Main results were the following:
- about 2.5..3.5 ms delay per byte message CPU -> terminal and about
3.:7 ms delay per byte message terminal -> CPU;
- 750..900 ms delay for PAA’s compared with other resal-time transactions
us{ng access to a data file of accounts;
- 400. .600 ms delay due to access to a.data file cof accounts;
- 150..200 ms delay per additionral termnal at the same line;

- about 4%50..800 ms delay by wuse of a &.4-kbps- instead of a



4. 8-kbps-line;
- about 100 up to several hundreds ms delay per transaction processed at
the same line during the preceeding 2.5 s;
- several up to several dozens of ms delay per real-time transaction
processed at the CPU during the preceeding 2.5 s;
= 170..300C ms higher response times for CPU lcads between 85 and 90% in
comparison with CPU loads between 70 and 75%;
— about 4C..250 ms delay due to the difference between half duplex and
duplex lines.
The smallness of the observed deterioration of the response time
behaviour which corresponds to CPU loads rising from 70% up to 90% was
an unexpected result.
Special interest was Idedicated to several interaction effects.
Altogether, certain main effects and covariates turned out as being the
most meortanﬂ components of appropriate ANOVA models, whereas all
regarded interaction effects were assessed as being 'less important.
Nevertheless, there were found out and interpreted certain influences

due to interaction effects.
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Witeld STANISZKIS*
AN OVERVIEW OF THE MULTIDATABASE MANAGEMENT TECHNOLOGY

ABSTRACT

The highlights of the multidatabase management technology are presented in terms of principal user requirements and sys-
tem characteristics. The most significant systems, both research prototypes and commercial products, are preseated. Future
trends and outstanding problems in the area of the heterogeneous database integration are briefly discussed.

1. INTRODUCTION

The growing maturity of database management system and techniques has led to a substantial growth in investment
in corporate data resources. The current potential of information processing systems and the sophistication of user require-
ments have created a strong need for integration of data resources at the corporate as well as government administration
levels. The growing backlog of data processing applications precludes the possibility of reimplementing existing systems,
in order to create new centralized databases supporting the required integration of data.

Typically, a large organization has a number of different centralized database management systems and many geo-
graphically distributed databases. In some cases, computer networks based on heterogeneous hardware are used within the
same organization. Hence, integration of data resources requires distributed data management capabilities that are
sufficiently powerful to cope with the above situation.

Intensive research and development work in the area of multidatabase systems, including those 10 be implemented in
the heterogeneous hardware environment, has been stimvlated by the growing user demand.

2. MULTIDATABASE MANAGEMENT SYSTEM ARCHITECTURE

As the result of the above user requirements the multidatabase systems have become increasingly popular. The main
interest has been direcied towards integrating heterogeneous databases, but systems integrating homogeneous data models
were also developed. One of the most serious outstanding problems is transaction processing. This is due to the lack of
compatibility of the concurrency control mechanisms. of the different database management systems as well as-the use of
data manipulation or query languages (user interface levels) as access mechanisms by the multidatabase management sys-
tems.

A multidatabase management system may be defined in terms of the following characteristics:

Integration of heterogeneous databases - this implies that the underlying databases, accessibie through the system,
are managed by different DBMSes and may represent diverse logical data models.

Distribution - the fact that data are not resident at the same site (processor) and that all sites are linked via a geo-
graphical or local network.

Logical correlation - the fact that data have some properties that tie them together, so that they may be represented
by a meaningful, common data model.

Distribution may not always be a necessary condition to justify an application of a muitidatabase management sys-
tem. Clearly, there exist cases, where different centralized database management systems are present at a single site, and a
multidatabase system may be used to provide for the required integration of data. However, the lack of distribution capa-
bilities would be a serious limitation with respect to most applications.

Logical correlation implies existence of a common logical data model with its corresponding data language. Since
many different data models already exist, corresponding to the various centralized databases accessible in the realm of a
multidatabase system, the necessary mappings between those data models und the common data model of & mult
management system must be provided. This is the major distinguishing factor between the multidatabase and the dis
buted database management sysiems. In the case of the laiter class, a comimon logical daia model is applied and the data
are physically distributed.

area of the mui

However, the i

Presently, there exists little user experience in the
may be considered, at best, o be experimental proiotypes.
user requirements.

nd the existing applications
er of principal

*CRAI Rende(CS), Ttaly



The following requirements have already been reported as desirable in [STA83,DAY82,DAY83]):

The data model that supports a non-procedural, end-user friendly data language.

2. The complete distribution transparency providing for the manipulation of data, as if the user were accessing a unique
centralized database.

3. The local data model transparency relieving the user of the complexity of dealing at the same time with many,
diverse logical data models.

4. The explicit support for definition of data abstractions providing means for correct representation of the multidata-
base system semantics.

5. Minimal interference with the local processing of the centralized databases included in a multidatabase system.

Current objectives of multidatabase systems, exemplified by the above user requirements, show that interrogation
functions take precedence over the distributed update capabilities. In many cases, allowing the multidatabase system users
to update the underlying centralized databases would be considered too much of an interference in the local applications.
However, transaction processing based update capabilities may be useful, and they are comprised in some of the current
multidatabase management system prototypes. This creates serious technical problems, particularly in the area of con-
currency control. We shall later discuss problems associated with multidatabase transaction processing in more detail.

Most of the currently implemented systems have adopted the relational data model as the global data model. In some
cases, mappings from network and hierarchical data models are supported. Extensions of the relational data structure
definition facilities have also been proposed to provide explicit support for data abstraction.

Since multidatabase systems utilize already existing databases, the possible interference of the global and local func-
tions may be considered from two perspectives; the need to modify existing database design to support the multidatabase
system needs, and degradation of the local application performance resulting from additional workload generated by a mul-
tidatabase system.

Modification of existing database systems to meet the specific requirements of the multidatabase systems users would
scldom be permitted. This fact has determining influence on the multidatabase system design methodology.

The need to minimize the multidatabase system workload causes the processing cost, rather than response time, to be
the principal goal of query optimization. Apart from the query optimization strategy, this fact has an important influence
on implementation of the multidatabase management system user interfaces.

Typically, a multidatabase management system would support the following data abstraction architecture:

The Globalv Schema

The Global Schema constitutes the principal integration level. It comprises all logical data structure objects resulting
from data abstraction and integration processes performed on the data objects defined in the local database sche.nata. This
level provides an integrated view of the underlying databases, supporting, in most cases, distribution and data mcdel tran-
sparency.

The User Schema

The User Schemata correspond to the concept of the External Schema of the ANSISPARC DBMS architecture.
They comprise all of the user view and snapshot definitions.

The Local Schema

The Local Schemata, defined in the host DBMS data description language, represent the logical data structure of the
underlying, local databases to be integrated into a multidatabase system.

The, Auxiliary Schema

The Auxiliary Schema is stored, in some cases fragmented, in all sites of a computer network. It comprises data
model mapping and other information relfated to the local resources, as well as information used to resolve incompatibili-
ties of the local databases and the respective host DBMSes.

In the majority of multidatabase systems the Global Schema is replicated in all sites of the computer network. This
fact and the need to actess data residing in distinct, geographically distributed databases creates new problems in the ared
of database administration and design.



274
3. SELECTED MULTIDATABASE MANAGEMENT SYSTEMS

The state-of-the-art survey of the distributed database management technology has been given in
[CER84,MOH84,STAS5]. Both types of systems, namely the distributed database and the multidatabase systems, have been
presented. We shall briefly summarize information regarding the most important developments in the area of multidatabase
management systems. A representative sample of the current research and development work includes such systems as
ADDS [BRES84,BRE86], MERMAID [BRI84,TEM83,TEM86a], MULTIBASE [SMI81,LAN82], NDMS [STA84a],
SIRIUS-DELTA [LIT82], DQS [DQS88], and AIDA [TEM86b].

ADDS (A Distributed Database System)

ADDS has been developed at the Amoco Production Company, USA with the prime objective to link oil exploration
databases installed in the computer network of IBM mainframes. The global schema is relational and the system integrates
INQUIRE, IMS/VS, and SQL/DS databases. The global query facility provides for distribution and local data model tran-
sparency. Global queries are mapped into a collection of local queries, expressed in the host DBMS query language, and
the local query functional incompatibilities are resolved by query postprocessing. Query optimizaticn criteria are the com-
munication cost and the local database processing cost. Distributed transaction processing is not supported in the system

MERMAID

MERMAID is a testbed system developed at the System Development Carporation, USA: to integrate relational data-
bases in a local network of VAX and SUN Workstation computers. The relational databases currently accessible through
the system are INGRES, ORACLE, and the Britien-Litton IDM database machine. The global schema is relational and it
also contains the auxiliary information. A single query processor accepts a number of relational data languages, namely
SQL, QUEL and ARIEL. Query processing is based on an intermediate language DIL (Distributed Intermediate Language)
designed to.support distributed query processing. Query optimization is based on the communication cost and the query
optimization algorithm is sensitive to data fragmentation and replication. Distributed transaction processing is not sup-
ported.

MULTIBASE

MULTIBASE has been developed at the Computer Corporation of America to support retrieval of data from hetero-
geneous, distributed databases. The global schema is based on the functional data model and DAPLEX is supported as the
data language. A global query is decomposed into a set of local queries that are executed by the host DBMSes. Query
postprocessing is used to resolve the incompatibilities of the local query languages. Fragmentation is not managed directly,
however it is possible to use derivation mechanisms to generate global data from local data objects. Thus, when several
local databases autonomously store local data objects, which can be regarded as portions of the same global data object,
the global schema includes that global data abject and does not make any reference to its components. In this sense the
fragmentation transparency is supported. Query optimization is divided into two distinct steps, namely the global and local
optimization phases. The global optimization algorithm minimizes the communication cost and attempts to utilize the
potential of parallel processing. The local optimization algorithm minimizes the response time of the host DBMS data
retrieval operations. Distributed transaction processing is not supported.

NDMS (Network Data Management System)

NDMS has been developed at CRAI, Italy to provide a facility for retrieval and distributed processing of data resid-
ing in distinct, preexisting databases and data files installed in a heterogeneous computer network. The current version of
the system operates on a network of IBM and VAX computers integrating local databases supported by ADABAS,
IMS/VS, IDMS DB/DC, RODAN and INGRES database management systems. The global schema, replicated in all sites
of the computer network, is relational with SEQUEL supported as the data language. User schemata are supported by the
view definition mechanism of SEQUEL and, both permancnt as well as temporary, snapshots may be defined. The auxili-
ary schema comprises mapping definitions controlling materialization of global schema relations. Query processing is
based on an intermediate data manipulation language designed 1o cxploit the inherent parallel execution capabilities. A
centralized query planner generates a query plan, defined as a sequence of the intermediate language operations, resulting
from the query optimization algorithm. The goal function of the query optimization algorithm is minimization of the
overall query processing cost, including the communication cost as well as the CPU and I/O operation costs. Query post-
processing is not necessary, since ali local database accesses are performed via the host DBMS data access modules
developed in the respective data manipulation languages. Distributed iransaction processing is supported and the con-
currency control approach is based on the two-phase commit protocol and the corresponding host DBMS facilities.

SIRIUS-DELTA

A part of the SIRIUS project, initiated in 1977 at INRIA, France, has been devoted to-development and experimen-
tation with multidatabase system architeciures. Approach o the multidatabase system architecture, developed within the
project, is characterized by a different treatment of the database integration problem. Tt is believed that the distribution
transparency is not necessary in the multidatabase system and that the locatizauon of data embodies important semantic




235
databases. Dependencies include semantic dependencies, integrity constraints and privacy dependencies. A collection of
relational databases is considered to be a relational multidatabase. The multidatabase update operations are also supported
by MALPHA. '

DQS (Distributed Query System)

DQS has been developed at CRAL Italy as a commercial sysiem based on the research and development experierice
stemming from NDMS deveiopment work. It provides facilitics for distributed query processing on an integrated collection
of heterogeneous databases residing in a SNA network of IBM mainframes. The system is integrated with the CICS TP
environment and currently supports integration of databases controlled by IMS/VS, IDMS DB/DC and ADABAS database
management systems. Integration of operating system access method files (ie. VSAM) is also supported. The global
schema is relational and SEQUEL has been implemented as the distributed query language. Distributed transaction pro-
cessing is not supported.

AIDA (Architecture for Integraied Data Access)

AIDA has been developed at the System Development Corporation, USA. It allows the user of one or more existing
databases stored under one or more relational DBMSes to access data using 2 common language, either ARIEL or SQL.
AIDA includes two components that have been developed within the MERMAID project, the MERMAID testbed and the
ARIEL language and translator. Similar approach has also been adopted with respect to query optimization. The important
feature of the system is an atiempt to integrate the distributed data, text, image, voice, and knowledge processing.

The above presentation indicates clearly that most of the systems do not match the principai user requirements for-
mulated in scction 1 of this paper. This is the result of the evolving multidatabase system technology and the varying
objcctives of the various organizations sponsoring the research and development work. Although the relational data model
prevails as the global schema representation, many systems do not support heterogeneous data models of the underlying
databases. They are still considered multidatabase management systems, because integraied access to databases managed
by diverse DBMSes is supported.

In most cases, distributed transaction processing is not supported. This is due to unresolved problems of concurrency
control in the muiti-DBMS environment. The difficulty results from the fact that multidatabase management systems utilize
the host DBMSes on the level of user interfaces, that is on the query language or the data manipulation language ievel.
Hence, it is impossible to apply most of the concurrency control algorithms developed for the distributed database manage-
ment systems.

The lack of cocperation between local and global locking mechanisms may, for example, lead to undetectable global

deadlocks. A detailed presentation of concurrency control problems in multi-DBMS environment may be found in
[GLI84a,GLI84b].

4. FUTURE DEVELOPMENT TRENDS

Although little production level application experience cxists at this moment, the present commercial software pro-
duct development projects in the area of MDBMS, supported by the various user requirement and marketing studies, are
indicative of the emerging new data management software technology.

It seems that the commercial systems, presently under deveiopment, will reflect the present state-of-the-art of proto-
type sysiems presenied in this paper. The major issue in thic arca is the increase of portability of the MDBMS software,
both in the sense of new underlying DBMSes and the new computer system hardware/software environments.

Tncreased portability will be achieved through standardization of the MDBMS node software architecture, comprising
hoth the interfaces and functionalities. It seems that about 80% of the MDBMS control software is independent of the
specific compuier system hardware/software environment and may be directly poried to other environments. The remaining
internal system functions must be designed and implemenied according 10 the techrical characteristics of the specific com-
puter system hardware/software environment.

Problems that are still ouistanding, both in ierms of research results and the development work, fall inio the follow-
ing areas; high-level man-machine interfaces, multidaiabase system design and impicmentation methodologies and tools,
and system control function algorithms, mainly in the area of query and transaction processing.

' The high-level man-machine irnierface must provide facilities appropriate to the differcnt levels of skill and experi-
ence of the variety of end-users working in the multidaiabase system environment. It should also provide development
staff with comprehensive set of applicaiion development tools, thus simplifying the task of producing new applications.

The growing number of multidatabase sysiems and the inherent complexity of data and function mappings will
stimulate efforts in the area of design methodologics and tols. This will cover both the semantic and functional design
areas and the performance oplimization and tuning area.

Query processing requires further improvements in the area of distributed query optimiz
ture of the MDBMS node software, in particular the intensive use of intermediale storage, 0pens new i
area of query processing. One of examples may be dynamic construction of index structurcs supporting the relationa
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algebra operations.

Transaction processing may only be applied in production level systems, if satisfactory solutions in the areas of mul-
tidatabase updates and distributed concurrency control will be found and implemented. The principal problem of imple-
menting multidatabase updates is that of providing means to enforce the global and local integrity constraints. The con-
currency control algorithms must consider the functional incompatibility of concurrency control mechanisms of the under-
lying DBMSes.
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v DES, model 0SI,
Janusz STOKLOSA standardy ISO

O STANDARDACH KRYPTOGRAFICZNYCH ISO
DLA SIECI KOMPUTEROWYCH

W artykule scharakteryzowano wta8ciwodci algorytmu DES i zarysowa-
no tok prac prowadzonych w ISO nad normg dla tego algorytmu. Zwrbé-
cono uwagg na aktywnost ISO w zakresie ochrony kryptograficznej w
midelu 08I, a takze w sferze zarzadzania kluczami i uwierzytelnia-
nia.

1. UWAGI WSTEPNE

0d potowy lat siedemdziesigtych problematyka kryptografii kompute-
rowej zajmuje informatykdw ze wzgledu na mozliwodci jej zastosowah do
ochrony informacji przesytanych pomigdzy organizacjami handlowymi, ban-
kowymi, uzytkownikami indywidualnymi itp. Jest znanym fakt, ze banki i
inne organizacje finansowe korzystaja z metod kryptograficznych, a dzien-
ne transakcje bankowe dokonywane za pomocg tgaczy telekomunikacyjnych
szacuje sie na ok. 1012 2 [3]. W tej sytuacji korzystanie ze skutecz-
nych algorytmdw stato si¢ sprawg o istotnym znaczeniu.

2. DES

W 1977 r. Narodowe Biuro Standarddw USA opublikowa}o norme DES
(Data Encryption Standard) szyfrowania danych [6]. Algorytm ten wybrano
spo8rdd wielu bedacych w uzyciu. Zostat on opracowany w IBM. Takze inna
organizacja normalizacyjna w Stanach Zjednoczonych, ANSI, przyjeta DES
jako standard w 1981 r. [11].

DES jest symetrycznym produktowym szyfrem blokowym [ 7]. Dzis*a na
64 bitach tekstu jawnego jednoczebnie. Jest szyfrem produktowym ponie-
waz sktada sie z szebdciu nieregularnych transpozycji bitdw wykorzystu-
jacych 16 wariantdw klucza. Pomimo duzej ztozonoSci algorytm DES jest
tylko prostym szyfrem podstawieniowym. Podstawienia sg wykonywane przez
32 bloki podstawieh, z ktdrych kazdy zawiera permutacje cyfr szesnastkc-

wych O+F. Kompozycja tlokéw podstawien powoduje, ze DES jest odporny na

® 0%rodek Informetyki Politechniki Poznehskiej, Poznan.
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z¥amanie. Badajac w 1978 r. algorytm DES Agencja Bezpieczefstwa Narodo-

wego USA (NSA) stwierdzita, ze jest on pozbawiony s¥abych punktdw  za-

rbéwno z matematycznego, jak i statystycznego punktu widzenis [8]. 0d

tamtego czasu poéwigcono dugzo uwagi analizie wita8ciwobci algorytmu DES

[3,4,5,10,11]. Wykryto przy tym trzy nastepujace regularnodci:

- wtasnoft dopetnienim; dla kazdego klucza k i wiadomo&ci m zachodzi
DESE(E)=5E§;GFT, przy czym X oznacza negacjg stowa binarnego x,

- istnienie kluczy stabych; istnieja co najmniej 4 klucze k takie, 3ze
DESk2= I, przy czym I jest przeksztalceniem tozsamoSciowym,

- istnienie kluczy pbdistabych; istnieje co najmniej 6 rdznych par klu-
czy (k,k'), k#k', takich ze DESkDESk,=I.

0d 1980 r. w Miedzynarodowej Organizacji Standaryzacyjnej (ISO)
trwaty prace nad tekstem normy obejmujgcej algorytm DES (w ISO przyjeto
dla niego akronim DEA1). W roku 1983 opublikowanoc jego wstepng wersje
[91, ktbrg poddanc pod dyskusje. Po 6 latach od rozpoczgcia prac zdecy-
dowano jednak nie prowadszit ich dalej. Gtdwnym powcdem bykro przedwiad-
czenie, ze przyjmujgc DES jeke standard uzalezniono by sie zbytnio od
jednego algorytmu. Przerywajgc ukoﬁczone‘juz prawie prace nad - standar-
dem kierowano sie w IS0 obawg, ze istnienie jednej normy. szyfrowanis
danych narazitoby wielu uzytkownikbdw na ataki intruzdw, ktdrzy w takiej
sytuacji mieliby uatwione zadanie, W kwietniu 1987 r. przyjeto inne
rozwigzanie polegajace na utworzeniu rejestru (wykazu) algorytmdw szyf-
rujacych [12], ktbry zawieratby algorytmy opublikowane i nieopublikowa-
ne. Taki rejestr daweXby potencjalnym uzytkownikom mozliwo8¢ wyboru.
Umieszczenie algorytmu niepublikowanego w rejestrze zalezatoby wylacuz-
nie od decyzji jego odkrywcy.

Nalezy w tym miejscu nadmienié, ze zastosowanie superkomputerdw
umozliwia ztamenie algorytmu DES - jak sie szacuje [3] -« w ciggu kilku-
dziesieciu dni. W te]j sytuacji NSA ogtosita, gze po roku 1988 nie bedzie
udzielas atestdw na ukrady i programy wykorzystujgce ten algorytm. Moz~
na jednask przewidywst, ze w wielu zastosowaniach, przy uwzglednieniu
odpowiednich okresdw stosowania kluczy, DES bedzie jeszcze diugo Uzy~
wany w kryptografii komputerowe], m.in. ze wzgledu na realizujgce go
'szybkie uk¥ady scalone dostepne w handlu [13]. Jednocszeénie sa prowadzo-
ne prace zmierzajace do zaprojektowania nowej, bezpiecznisjszej odmiany
ukZadu realizujacego algoxrytm DES,

3. STANDARDY KRYPTOGRAFICZNE DLA MODELU OSI

Jednym z efektdw zaprzsstania przez IS0 prec nad norma szyfrowanis

.

danych jest opdinienie momentu opublikowan
ktbére tekze byty w zaaw i

o sposobach 64-bifowego sz

oraz
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cy warstwe fizyczng modelu OSI w mozliwoBci szyfrowania. Dokument o spo-
sobach szyfrowania Wymaga niewielkiej pracy wynikajacej z nieopubliko-
wania tekstu standardu DES. Zostal on zredagowany ogbdlnie, uwzglednia-
Jjac szyfrowanie blokowe 64-bitowe (niekoniecznie DES). Stad jego publi-
kacja jest oczekiwana wkrbdtce. Takse przekezanie pod dyskusje wstepnej
wersji tekstu dotyczacego szyfrowania w warstwie fizycznej ma nastapié
niebawem., Ponadto w ISO trwajg prace nad przygotoweniem normy szyfrowa-
nia blokowego nie ograniczajacej sie do blokdw 64-bitowych.

Wszystkie prace na temat zwiekszania bezpieczehstwa w warstwie 2
(potgczeh) modelu OSI zostaly zawieszone, poniewaz zgodzono sie, ze w
powstatej sytuacji standard nie mdgiby byt przyjety. Potrzeba wprowadze-
niae ochrony w warstwie 3 (sieciowej), 4 (transportowej) i 6 (prezenta-
¢ji) jest uznana, a prace dotyczgce - jak to ujeto w roboczym opracowa-
niu IS0 [127 - "warunkdw wykonywsnia stosownych operacji zwiazanych =z
ochrong kryptograficzna" postepujg naprzdd. Problematyke bezpieczehstwa
w modelu OSI omdwiono w [2].

4., ZARZADZANIE XLUCZAMI I UWIERZYTELNIANIE

Co do zarzadzania kluczami, to program prac prowadzonych w ISO jest
bardziej precyzyjny. Doiycza one zarzadzania kluczami dla algorytmdow sy-
metrycznych z zastosowaniem technik kluczy tajnych, zarzgdzania kluczami
dla algorytmdw symetrycznych z zastosowaniem technik kluczy publicznych,
zarzadzania kluczami dla algorytmdw niesymetrycznych z zastosowaniem te-
chnik kluczy publicznych. » '

W tych pracych jest takze reprezentowana problematyka uwierzytel-
niania. S przygotowywane opracowania dotyczgce podpisdw cyfrowych "uk-
rytych" (shadow) i "wdrukowanych" (imprint). Rzecz dotyczy algorytmbw,
odpowiednio, bezpoérednio realizujacych podpis i metod podpisywania 2z
wykorzystaniem funkcji haszujacej (do tych prac sg tez wtgczone sposoby
generowania funkcji haszujgcych).

Szczegblna uwage w pracach ISO poSwieca sie procedurom bankowym.
Opracowano serie norm ukierunkowanych na autentyczno&é i zarzadzanie
kluczami. Trwaja prace nad standardem uwierzytelniania wiadomo&ci doty-
czacych handiu hurtowego i nad standardem specyfikujacym algorytmy, kto-
re mogg byt stosowane do uwierzytelniania wisdomofci. Jest tekze w przy-

gotowaniu norma dotyczace zarzadzania kluczami w procesach finansowych

zwigzanych z handlem; punktem wyjicia jest w tym przypadku norma ANST
%9.17 122,

wagzysikie one doty-~
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5. ZAKONCZENIE

Prace w zakresie przetwarzania informacji sg prowadzone w ISO w Ko-
mitecie Technicznym 97 (TC 97). Podkomitet 20 (8C20) opracowuje zagad-
nienia dotyczace technik kryptograficznych. TC 97/SC 6 prowadzi prace
dotyczace warstw 144 modelu OSI, natomiast TC 97/SC21 zajmuje sie war-
stwami 5+7. Normy ochrony danych w bankowo8ci sa przedmiotem prac komi-

tetu TC 68.
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X.400 Developments in the United Kingdom

UK industry and commerce are adopting X.400 electronic mail, initially through the use of gateways and later full products

based on the 1984 version of the standard. Much of the interest is in the use of X.400 as a vehicle for Electronic Data

Interchange (EDI). Academic users are taking advantage of their well-established position to go direct to the 1988 version.

Suppliers are writing their own software or are acquiring X.400 shells which they can modify to fit their requirements.
. Overall there is much interest in X.400 with many real developments in use and the prospect of many more.

Introduction

Developments in the UK are well underway in the adoption and use of both the 1984 {1] and 1988 [2] versions of X.400,
although the latter is only very recently available. It is slightly disturbing to consider that 1990 and 1992 may bring new
versions; though the effect of these will depend on the significance of the changes they contain. The UK has been an active
participant in the standardisation process for many years. :

One indication of the growth in the facsimile market, the main rival to X.400, is that over 200,000 units were sold in the
UK in 1988. A machine is now treated as a conventional desk top item for many managers. Recent growth in the facsimile
market and, in particular, the rise in management awareness has clearly detracted from the potential growth of electronic mail.

From business and commerce there is growing interest in X.400 to link the very many private systems in firms and in its
application to electronic data interchange (EDI) [3]. A useful measure of this has been the large number of conferences, reports
and seminars on X.400 in 1988 and 1989 [4]

Profiles

The vast array of possible implementations of X.400 has given rise to a number of profiles of which the most important are
the European Norms [5] of the Joint European Standards Institute (CEN, CENELEC and CEPT). British Telecom has its own
0SI profile, known as Open Network Architecture (ONA) [6], which includes a profile for message handling systems based on
the European Norm. The Central Computer and Telecommunication Agency (CCTA) acts as an internal consultancy for the UK
Government. It has issued an X.400 profile as part of its general Government OSI Profile (GOSIP) [7]. These profiles are now
widely supported by suppliers and are being used in procurement by the public sector. The CCTA publishes a review of OSI
conformance of products by leading British and foreign firms [8]. )

British Telecom v

British Telecommunications plc (BT) the main, and formerly only, UK supplier of telecommunication services has multiple
interests in electronic mail as telecommunications provider, service provider and as a vendor of software.

Initially BT licensed electronic mail software from Dialcom Inc, a software company in the USA. It bought the company in
1986. The service provided with the Dialcom software is marketed in the UK as Telecom Gold and has grown from 200 users in
1982 to over 105,000 mailboxes. However, it is thought that as many as 40,000 of these may belong to BT staff and that only
30,000 others are regular users. Dialcom software is licensed in 21 countries having grown from 14 countries amounting to

_ another 175,000 users.

Telecom Gold provides access to a user directory, a gateway to telex and many online databases (e.g., Petroleum Monitor
and the Official Airlines Guide). It will also arrange for a BT Radiopager to "bieep” when new mail arrives so that a user can be
informed of this almost anywhere in the UK. Mail can be sent to subscribers of the international licensees of Dizlcom. The
software is being converted to conform with X.400 (1984), a process which is expected to be completed during the course of
1989. :

t The University, Stirling, FK9 4LA, Scotland.
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The initial growth of Telecom Gold has been substantially based on the gateway to telex which provided the users of
clectronic mail with a large existing community to communicate with. An optional direct dial-in (DDI) service for telex was
recently introduced, while a one-way gateway operates to group 3 facsimile.

BT has operated as an X.400 administrative management domain (ADMD) since June 1988 providing a service known as
Gold 400. A number of X.400 private management domains (PRMD's) are connected to this, e.g., Digital Equipment
Corporation, IBM, ICL, ITL, IDEM and JANET. So far the only connection to another ADMD is to France Telecom's Atlas
400. BT is a member of the International Administration Domain Operators' Group (IAOG). A one-way gateway has recently
been opened to Group 3 facsimile as has a two-way gateway to telex.

BT has abandoned its teletex [9] service because of the lack of demand. In France and West Germany the PTT's persist,
though in the face of very low demand. There are probably less than 100,000 users worldwide.

BT operates an analogue voice mail messaging service known as VoiceBank. This uses touch tone keypads and can be linked
to a radiopager.

BT markets a range of X.400 software. for personal computers, fileservers, the DEC VAX range and Unix. Development '
work is being carried out on Office Document Architecture (ODA). [10]

Commercial Mail Services

In addition to British Telecom, there are a numbegof other providers of electronic mail services in the UK; Mercury (part of
Cable and Wireless plc) [11], Telemail (part of Telenet Inc of the USA) [12], ISTEL [13] and One-to-One [14]. These
companies offer electronic mail services plus gateways to telex, physical delivery of mail and some additional services such as
access to databases.

Telemail Inc of the USA offers an X.400 service which at present links the UK with Japan, Australia and the USA, mainly
to Telemail users. Mercury has indicated rather reluctant interest in the area, while ISTEL is participating in the ITUSA pilot
(see below).

The British Standards Institute (BSI) is currently working on a standard for ADMD's to cover the interconnection of
ADMD's and the uniqueness of PRMD and Organisation names within and between ADMD's.

Commerce and Industry

The business community has a considerable potential for improved communications as demonstrated by the demand for
telex, facsimile, mobile telephones, etc. Many firms have large internal electronic mail systems, often extending
imcmationall'y, but are constrained to operate within the firm. Interconnection has only possible by use of telex and facsimile
with the inefficiencies they imply.

The Information Technology Users Standards Association (ITUSA) [15] conducted a study into X.400 in 1986 which
concluded that the absence of a gateway to IBM systems was an insuperable barrier [16]. It is currently conducting a Pilot Study
into the use of X.400 in conjunction with Sydney Ltd. Initially, it runs X.400 over a proprietary asynchronous protocol to
provide access on dial-up telephone lines, but it is being extended to X.25. The absence of an asynchronous protocol has been
identified as a major omission from X.400. The participants in the study are mainly large UK commercial firms. Sydney
markets X.400 products for VMS, Unix, Xenix and MS-DOS operating system [17].

Most of the better known X.400 products are available in the UK, e.g., DEC's Mailbus with its X.400 gateway. Lucas
Industries are currently undertaking a B-test on the gateway from IBM's DISOSS to X.400 with connections to Gold 400 and to
British Aerospace [18].

The Department of Trade and Industry sponsors an implementors' group on message handling systems, comprising firms
implementing or intending to implement X.400 software. It is an opportunity for firms to discuss non-commercial issues such
as difficulties and ambiguities in standards and profiles and to feed comments to the British Standards Institute (BSI), ISO,
CCITT, etc. It works closely with CCTA on the GOSIP profile. There are also implementors' groups dealing with the
Directory Service and Office Document Architecture.

A number of UK firms sell X.400 products. Logica plc, a leading software house, is selling an X.400 (1984) shell. Scicon-
SD sells a number of products, including one based on P3 [19]. Case Ltd (part of the Dowty Group) has products to
compliment its well established range of message and telex switches [20]. ICL is now offering X.400 conformance as part of its"
OfficePower office information system running on Unix and intends to provide X.400 on its VME machines [21]. Net-Tel Ltd
have a PC product called Route400 [22]. ITL plc markets a product on fault tolerant computers which includes secure mailboxes
[23). Xionics provides X.400 conformance in its office system [24].

Clearly this level of product development is not based on original implementations of X.400. Many firms are buying X.400
shells, e.g., from Logica or Retix, and modifying them for their own use. This process is simplified by the provision of
abstract syntax notation (ASN.1) compilers. The failure of P3-based products has resulted in a vacuum in the market, it is not
clear whether Pc products will be based on the new P7 protocol with message store or whether they will use co- -resident user
agent and message transfer agent.

Electronic Data Interchange

The market for electronic data interchange (EDI) is growing rapidly in the UK, in most economic sectors. In part it is rclalcd
to the push for reduced costs and to the enthusiasm for Just-In-Time manufacturing. [25]



There are significant technical differences between Electronic Data Interchange (EDI) and X.400. The store and forward nature
of X.400 restricts its applicability in EDI applications. The different encoding techniques, EDI does not use ASN.1, also present
problems, in particular the absence of an EDI body part or content type for EDI. Therefore, there will require to be mutual
changes and refincments to the standards.

X.400 offers, though does not yet provide, universal connectivity for computers, networks and value added data services
(VADS). It is in the shared used of an infrastructure of networks and message transfer agents that the benefits lie, though
probably with different user agents. The market success of one will support the growth of the other.

X.400 is good platform for other applications. At present work is being funded by the CEC on the use of X.400 and/or EDI
for inter-library lending.

Government

The Directives of the Commission of the European Communities (CEC) require all public authorities, including most of
the education scctor, to put computer and networking purchases out to open tender and require that networking conform to OS],
except where a more adventurous approach is being taken [26).

CCTA runs Inter-Departmental Electronic Mail (IDEM), a service for central Government providing an electronic mailboxes
and also connects together Government departmental mail systems using X.400 (1984) [27]. To date, there has been a very slow
take-up rate of X.400 in municipal government.

Academic Community

The UK Academic Community (UK.AC) comprising the universities, polytechnics and research establishments is a well
established user of electronic mail with the Grey Book protocol [28] running over the Blue Book file transfer protocol [29] and
X.25 (1980) on its Joint Academic Network JANET) [30]. Despite the benefits obtained from the use of Grey Book its days are
clearly numbered. Current implementation efforts are being direcied into work on X.400 sofiware rather than further versions of
Grey Book. Grey Book software has becn written in the universities though it has been "adopted” by some hardware suppliers.

_ The Joint Network Team (JNT) and the Cornputer Board for the Universitics have a well-established migration policy for the
network intending to achieve X.400 (1988) conformance as part of a general move to OSI [31]. The aim is 1o move 1o OSI ag
rapidly as practicable given available software, standards and funding.

X.400 (1984) was rejected because of the limited benefits it offered over Grey Book and the recognition of the likely length
of the transition period. It avoids the double transition from Grey Book to 1984 then from 1984 1o 1988 and makes it possible
1o go directly to use of Reliable Tr.msfer Service (RTS) Normal Mode.

The aim is to have a basic IAS (plain ASCII) text service in the first instance, with transparent transfer of other body parts.
it will take some years before significant numbers of systems are available to receive or convert more complex body parts.

Having made the decision in favour of X.400 (1988) it will be important for the community 1o watch future developments
in the standard. More importantly, it will be necessary to make clear to suppliers the type of software required, with high levels
of functionality and a high quality user interface. The latter is especially important given the growing population of non-
technical users. The major benefit of the adoption of X.400 should be the availability of commercial software of high quality
and high functionality together with full support.

Given the large number and diversity of machines currently using Grey Book software migration will be slow. For older
machines it would be purposcless to create new software, it wili be simpler to wait for them to go out of service. For
communications within an institution protocol conversions between Grey Book and X.400 arc expected to be performed locally.
Alternatively the organisation is expected to have a singie protoco} switch-over daie. Where two sites are running different
orotocols they will make use of protocol convertors on JANET, these are expected to be necessary until the mid-1990's.

That the choice between X.400 (1984) and X.400 (1988) should have been made for individual institutions is regrettable.
The benefits of X.400 (1984) over Grey Book are modest if any. Unlike the commercial world, the academic community aiready
has a functioning interconnection standard which operates weli at national level and is complemented by international gateways.
However, the software and the user interfaces are seidom excelient.

Efforts are being made 10 produce a Unix version of X.400 (1984) software by second quarter 1957 and X.400 (1988) by the
third quarter, both from University College London (UCL) {32]. Now that P7 is fully defined, work is being commissioned on
mail systems for Unix machines, IBM PC's and Apple Macintoshes.

An experimental gateway based on the EAN software from the University of British Columbia [33] is operated for X.400
{1984), this will shortly be replaced with the UCL software. It reaches a few UK organisations, c.g., Hewlett Packard's Research
Laboratory at Bristol and the Government's IDEM together with the French and German rescarch networks. Direct traffic with
UK PRMD's will be initiated where sufficient volume warrants it. Similariy. direct traffic between MTA's would be established
when judged worthwhile. These decisions will largely be a matier of traffic volume and tariffs. A link has been established to
BT's Gold 400 service but is not generally availabic. A 64Kbps link to the National Science Foundation Network (NSFNET) in
the USA 15 being established over the new trans-Atlantic optical fibre cable TAT-8 which will carry X.400 mail amongst other
traffic.

Using software from an ESPRIT project based on an early version of X.500 {34], a trial Directory Service has been
established running on Unix machines at University Cellege (London), Rutherford Laboratory, Brunel University, ete {351
Queen Mary College are conducting Office Document Interchange Format (ODIF) tests {36].
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Conclusion

Progress in the commercial and industrial world is }apid and substantial at all levels, from ADMD down to individual users.

For the future the key issues which will affect developments are

« interconnection of the large user groups of proprietary office information systems

« availability of X.500 software integrated into electronic mail software

« availability of software supporting ODA, ODIF and Hypertext

« lower tariffs and competition

The academic community seems to be well ahead of commerce and industry, though this has always been the case in

electronic mail. Once fully conformant X.400 software is on the market this is likely to cease.-With the greater resources
available to commercial enterprises they will soon overtake academic users.

Facsimile is on, possibly, its last burst of growth, driven by the recent postal strike (late summer 1988). There are few, if

any, signs of demand for Group 4 facsimile,. However, this will depend on ISDN tariffs and, if these prove favourable, will
require the growth of a mass market to allow the decline in unit costs.
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distributed data base.
data replication.,

relational algebra

" Petr Suroky*

TRANSFORMATION OF UPDATES IN DISTRIBUTED DATA BASES WITH REPLICATED
DATA

]

Update on a2 copy in distributed database systems with replicated
data requires sending appropriate updates to other copies of the
same data. This paper deals with the problem of finding such
updates in an environment with complex replication strategy. A
simple model of data replication is introduced. General
operators for the description of both data replication and
update operations are presented. A solution to the problem based
on relational algebra is briefly described. Results are
presented in SQL-notation.

1. INTRODUCTION

There are two basic approaches to data distribution and
allocation in distributed data bases: partitioning and replication.
In partitioning, the whole data base is spli£ into parts, each of
which ig located at exactly one node in the network. Replication
méans that there are several copies of data distributed over the
nodes.

Motives for data replication are: faster access to local data,
lower communication costs, improved system performance because of
increased parallelism, availability of data in case of network or
node failures.

The main problem in replicated data bases 1is keeping various

b General Computing Center. Czechoslovak Academv of Sciences. Fraha
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copies of data mutually consistent - every update must be realized
at all nodes that store a copy of updated data. Transformation of
the original update intoc subtransactions sent to other nodes and
global and local synchronisation of update subtransactions at
various nodes Cbringing about a large concurrency control overheadd
are the two most important difficulties.

This paper deals with the first aspect of the problenm. It
describes a strategy for creating transformed subtransactions for
various update operations and complex replication strategies.
Replication conditions, update operations and resulting
subtransactions are handled in terms of relational algebra.

The paper is organized as follows: the second section
introduces a2 medel describing data replication in a distributed data
base. The third section describes transformation of variocus update
operations into subtransactions and is based on the model from the

second section.

2. A MODEL OF DATA REPLICATION

We can view a replicated data base as a system of nodes with
their local data bases, parts of which are copied to other nodes in
the network.

Let A,B,C,... be the local data bases and FIJ y I,J = A,B.C"..
a part Ca fragment) common for local data bases I and J Ca copy ' of

this fragment is located in both data bases) (Fig.id.

Fig.1



We will see data in a fragment as 2 logical unit rather than as

physically stored data, which means that we can write FIJ = FJI' It
is to be stressed that this paper is not concerned with conceptual
aspects of replication, i.e. whether the fragment FIJ is really a

part of the same entity at both nodes or whether the information

from the node I is used at J in other context.

¥e may introduce an operator WIJ mapping a local data base I

IR WIJCI) = FIJ; WJICJ) = FIJ' The operator W

may be interpreted as a definition of a fragment F

int t F.
nto a fragmen 3

T3 in. the local
data base I. Let us examine this operator in terms of the relational
model of data commonly used in distributed database systems, both in
theory and in practice.

We can view a local data base as a system of relations and the
operator wIJ can be implemented as a sequence of relational algebra
operators. But not all of the relational algebra operators are
appropriate for the definition of fragments. E.g. it is obvious that
creating a fragment using join could mean vast physical storage
overhead. We would like to restrict considerations in this paper to
two basic relational operators: select and project [3].

We can formulate an algebraic expression defining a fragment.
In SQL-notation it would be written as follows:

SELECT set of attributes for project
FROM relation
WHERE select condition

Note that the fragmént F need not necessarily be an isolated

1J
relation at node J. It may be just a part of a bigger relation =:

FIJ = WJICSD.

Fig.2& An example of fragment definition (2]

relation r: ENAME SAL  AGE  DEPT
Gauss S0 25 Math
Lapl ace 45 30 Math
Newton 50 35 Physiecs
Einstein 78 350 Physics
Russell j=ie] 80 Phil osophy
Galileo 40 75 Astronomy

Alken 85 20 cs



w_ _: SELECT ENAME, AGE, DEPT
FROM r
WHERE C AGE< 40D /X (DEPT=Math) LDEPT=Physics))

fragment Fy:  ENAME AGE  DEPT
Gauss 25 Math
Laplace 30 Math
Newton 35 Physics

3. TRANSFORMATION OF UPDATE OPERATIONS

Let. us intreduce an operator Z representing an update operation
on the relation r: r* = 2ZC(rd.

For a relation in the fragment:

r: = W¥W_ C2Crd> C1d
FIJ 1J

rr = Zhew erdd = Zherg e -
IJ IJ
The expression (1) describes a replication of an updated relatien,

whereas (2D describes update of a replicated relation. The two

expressions above yield the equation:

WI CZCrd> = Z}CWIJCr)D <3

where is the transformed update operation on the fragment FIJ' )

The update operator Z can be expressed C(with some difficulties
in the operation ‘change') as a sequence of relational operators
similarly to Wij: “"add" as union with a2 constant relation, “"delete"
as difference of tuples satisfying a2 certain condition and “change"
as difference of tuples satisfying a certain condition and union
with a2 relation representing new values.

Our goal 1is to find a sequence of relational operators
representing 2’1 if Z and wIJ are known. Using the equation (3 we
can derive general expressions for every update operation Cadd,
delete, changed. Neither the derivations nor the resulting
expressions can be displayed here, because the introduction of
relational algebra formalism would mean exceeding the size of this
paper.

Fig.3 shows some examples of updates to the original relation

(2> and corresponding update subtransactions C21) using relaticns



from Fig.2 and simple SQL-notation.

Fig.3
1> 2: DELETE r
| WHERE CDEPT=Math),(DEPT=Astronomyd
z! . DELETE r°
WHERE ¢ DEPT=Math)/ AGE<40)

2> 2 UPDATE r
SET AGE=AGE+6
WHERE CDEPT=Physicsd ,, CDEPT=Philosophyd

z!: DELETE r° ’

WHERE € AGE> =345 ¢ AGE< 405 /X DEPT=Phys1 cs)
UPDATE r*
SET AGE=AGE+6
WHERE ¢ DEPT=Phys1ics)/C AGE<40)

4. CONCLUSIONS

Data replication and update operations have been described
using general operators. A possible solution to the problem of
finding appropriate transformed update subtransactions on fragments

has been proposed using relational algebra.
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fault-tolerance.
Omega network

PERFORMANCE AND FAULT-TOLERANCE
ANALYSIS FOR MODIFIED OMEGA NETWORK

Performance and fault-tolerance of multipath modified Omega net-
work are investigated under a random distribution of request des-
tinations over network outputs. Investigations are carried out by
methods of analytical modelling and simulation. It is shown that
performance of such a network is rather high and occurence of R-1
arbitrary faults, where R is & number of paths for every input-
output pair, only slightly affects it. Analysis and simulation
were realized for the case of a two-stage 4-path 256 x 256 modi-
fied Omega network using 32 x 32 switches.

At present the problem of multistage interconnection networks uti-
lization in computef networks and parallel computer systems is of ut-
most significance. To the rank of prospective topologlies one can refer
the highly fault-tolerant modified Omega network. Due to excessive in-

terconnecting abilities of swi-
tching elements in this network
availability of more than one
disjoint paths is provided for
each input-output pair [17] .
Fig. 1 shows & 4-path 16 x 16
modified Omega network. In [1]
the features of the modified
Omega network are considered
with respect to its applica-
tion in synchronous perallel
systems of the SIMD-iype, i.e.
for the case with a connection,
set known beforehand. In other
words, input-output permuta-
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Fig. 1. A 4-path 16 x 16 modified

Omega network,
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tion femilies realized by the ordinary 1-path Omega network. However,
fault-tolersnce is echieved st the cost of & n- multiple performence
reduction i.e. in the presence of faults in the network an assigned
permutation is realized in several passes through the network. A pass
is a set of input-output connections in the network which do not con-
flict with one enother. .

4s opposed to [1] in this paper the modified Omega network is be-
ing investigated under a random distribution of request destinations
over network outputs, which is characteristic for computer networks
end multiprocessor systems of the MIMD type. The following indices
can be used to ecstimate the network performance: U - the number of
active (accepted) requests from the total number of recieved requests;
tw - average wait time of & request till the beginning of transmis-
sion; G ~ a bandwidth i.e. an everage number of requests, accepted per
one unit of time. It is not difficult to prove that the above charac-
teristics may be expressed through one enother., Investigaetions were
carried out by methods of eneslytical modelling and simulation. In both
cases it has been assumed that the addresses of reguests destinetion
are independent end uﬁiformly distributed over network outputs. Net-
work functioning at each input was considered as repetition of a sequ-
ence, consisting of three steps: wait time (tw), time of transmission

(ttr) and the time of e next request generation (% ). Anelysis wes

gen
realized in & discrete time with ttr asgumed to be constant end equel

to to i.e. to the cycle of network operation while + had geometri-

cal distribution with the parameters to, Pin’ where f;ﬁ is & probabi~
1lity of request generation at en input at the beginning of a c¢jcle. In
thig case U:PA s, where PA is a probability of request acceptence with-
in $the network cycle, bandwidth is G=U end a wait time is tw =

(1/B, = Dt o

Simulation was performed in continucus time with ttr end tgen Gin=
tributed according to the truncaeted normal distribution.

Methods of determing PA for multistage networks with a single path
for each input-output pair and for the modes with blocked requests 17-
nored are presented in [2] .

It has been previously mentioned %thet this paper deels with & mul

tipath network and in eddition, it contains en anelysis of the netwoirk
operation involving the rejected requests resubmitting during the nex

cycle. Therefore, determination of F, could not heve been reclized
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based on reduction to the ignoring of blocked requests. This approach
is applicable to a network with an arbitrary structure.

We denote: PX (p) - probability of a request acceptance at the net-
‘work input, in a ‘given cycle of the network cperating in the mode with
resubmlttlng of blocked requests and with a probability of a new re-
quest p; PL (p) - probability of request acceptence in the mode of
blocked requests ignoring; PE (p) - probabllity of request aveilabili-
ty at the input in the beginning of the network cycle for the mode with
resubmitting of blocked requests,

Then, considering the events, containing the requesis at various
inputs, independent we have

PE (p)=Fh (p)PR(PR(D))p + PR(P) (1 = RY(R(p))) + (1 - rgcp))p‘ .
whence )
P} (PR(D))

PW(P) »
2 g(p)“—PA(P () E

P=

i.e. p=r(Pg(p)), where the function f , which, as it can be easily seen
is monotonic and determined by analysing the mode with ignoring the
blocked requests. Denoting the inverse function't'1 we obtain '

PX(p)=P§_‘(f"1(p))
i.e. probability of request acceptance in the mode of blocked request

resubmitting is expressed by the characteristics of the mode of block-
ed requests ignoring.

Computational method for multipath Omega network in the mode of
blocked requests ignoring depends on the fact whether the numbexr of
stages 1s equal to two or more than two. For the two-stage network
alternate paths (the total number of them BQ/N) can be united in one
"pipe", so that movement of requests along different "pipes™ goes on
independently. It allows us to obtain the following computational for-
mulae for probability of a request acceptance:

B2/N
Pi(R)=1-(=- p(1) (1-1/B) 1 Bysp

where

14

(B2/¥)-1
9(32/1«)=1-£ P(L

i=0

B - .
P(i)=jz &) (1-p)B-Ipd/mytr-a/m It | o<ienim-1, €]
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For a network with the number of stages greater than two we propo-
se the following approximete procedure. Consider an arbitrary group of
R alternative outputs of a first stage switch. The probebility p(i)
0<i<R , of finding 1 requests at these R outputs is given in:(1)
with BZ/N replaced by R. Our approximetion consists in regerding these
oﬁtputs as independent with a probability Py of a request availabili-
ty. This probability is chosen so as to preserve the mean number of
requests at the group of R outputs: :

’

L T
p1=—R——§] :Lp(i)-

So we are given the probability of request appearance at an input
of a second stage switch.under the assumption that these events are
independent for different inputs, Now the probability of request ap-
pearance at an output of the network is celculeted in the same manner
as for a single-path network considering the second stage as an ini-
tial one.

Computations, involving the application of the developed analyti-
cal model and simulation were realized for the case of a two-stage
256 x 256 modified Omege network, using 32 x 32 switches. Such a cho-
ice was caused by a sufficiently great dimension of the network and a
modular 32 x 32 switch is, at present technologically realizable with
its acceptable cost and sizes. Aveilebility of 4 paths for each input-
output pair allows us to estimate entirely the particularities of the
nultipath network in the considered operation mode. For comparison im-
plemented under the

' u .
same conditions, a N-ZSB
crossbar and 1-path
Omega network of the
seme dimension were a9
investigated. Pig. 2

10

shows performance U %
versus input mean a7
request rate P for
interconnection o8 |
networks mentioned 05 +

above., First of all 4£94010m80d
we should note that avr
the difference be- ; . " L \ \ L i ) :

tween the results o/ 02 03 a4 g5 @6 g7 a8 @9 W0 P
of analysis (solid

lines) and the

Pig. 2. Performence versus input mean
request rete.
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results of simulation (daeshed lines) is very smell. From the graphs in
Fig. 2 it becomes clear, thet performence of the 4-path network is no-
ticeably higher then the one of the 1-path network and it approaches a
crossbar performance; it is closely linked with the decreasing of num-
ber of conflicts in interconnections due to redundant paths. Computa-
tions also proved that consideration of rejected requests resubmitting
during the next cycle affects the obtained results within the limits
not exceeding seven percent.

Influence of various numbers of failed paths on the modified Omega
network performance has been as well investigated by means of simula-
tion (in such a network the paths failures cen be caused by partial
faults of large modular switches and by faulty links).

It has been found that occurence of up to three arbitrary faults
in the two-stege 4-path 256 x 256 modified Omega network does not
prectically affect its performance (see Table i). This effect is avail-
able particularly due to the fact that because of the conflicts con-
‘nected with destination addregsses, some paths in the network turm to
be vacant and probability is high, that these vacant paths are alter-
native with respect to those where faults occur.

TABLE 1

Dependence of performence U of the 4-path 256 x 256
modified Omega network on the number of faults r

T 0 1 2 3

U |0,576 |0,572| 0,568 0,562

Thus, in this particular case we deal with fault-tolerance in the
real sense of this word, i.e., with no significant reduction of perfor-

mance.
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radiowe sieci teleinformatyczne
transmisja wieloetapowa

PROTOKOLY DOSTEFU DO KANAKU W RADIOWYCH SIECIACH
TELEINFORMATYCZINYCH Z TRANSMISJIA WIELOETAFOWA

W pracy Qrzedstawiona kierunki prac badawczych dotyczagcych
protoko¥eow dostepu do kanafu w rozlegliych radiowych sieciach
teleinformatyczrnych. Zaprezentowanno przyklady protokoldw
znajdujgcych zastosowanie w sieciach naziemnych z transmisja
wieloetapowsg oraz sieciach satelitarnych. Wskazano na duze
zainteresowanie protokolami rywalizacji w implementacjach
sieciowych o roznym przeznaczeniu.

1. WSTEP

Sieci radiowe wykazujs specyficzne cechy wynikaigce gldwnie =z
wlasnosci stosowansego kanalu. Stanowia one alternatywe dla istnieijg-
cych juz sieci przewcdowych typu punkt-punkt. W wielu zastosowaniach
nie jest bowiem mozliwe lub ekonohicznie uzasadnione tworzenie sieci z
wykorzystaniem tradycyinych mediow transmisyjnych.Rozeiewczy charakter
transmisji w kanale tradiowym sorawia, e radiowe csieci
teleinformatyczne wykazujg szetreg pazytywnych wtasnosci jak: Zatwosd
rozbudowy, duza niezawodnoéé, stosunkowo niski koszt tworzenia sieci,
czy tez mozliwogei  komunikacii z uéytkcwnikami ruchomymi. Wérad ich
rasadniczych wad nalezy wymienid: stosunkowo‘duée.rozpraszanie energii,
wyscki poziom zakidcen zewnetrznych, Yatwosc dostepu nieautoryzowanego
araz mozliwosc celowego zaklocania transmisji. W sytuacji gdy pewne
zasoby ss ufytkowane przez duis liczbe niezaleznych uzytkownikow
pcjawia sig kazdorazowo potrzeba zwielokrotmiania dostegpu.Historycznie

najstarszym sposchem wykorzystania pasma kanalu jest oczywiscie jeqo

X rslitechnika Gdanska, Instytut Telekomunikaciji, Gdansk
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podzial na podkznaly czestotliwosciowe/ FDMA/. Mankamenty tej metody
uwidaczniajg sie Jjednakze szczegolnie jaskrawo, gdy konieczne staje
sie zapewnienie wzajemnej lscznosci pomiedzy duza liczbsg uzytkownikow.

Dualnosc i wymiennoéé crasu i czestotliwosci sprawia, e zamiast
podzialu dostepnego pasma, ekwiwalentnym staje =ig pod:zial czasu
dostepu do calego pasma /TDMA/. Oferowana przez TDMA elastycznoéé i
ra*narodnosé metod dostepu do kanalu sprawia, ze w dalsznym ciagu
obeserwvuje sig duéé koncentracje prac badawczych waokol algorytmow ﬁracy
systemow bazujgcych na podziale dostepu.

2. KIERUNKI ROZWOJU SIECT RADIOWYCH Z TRAMSMISJIA WIELDCETAPOUWA

Mowigc o kierunkach rozwoju radiowych sieci teleinformatycznych
mamy na uwadze zardwno tendencje ujawniajgce sie w pracach badawczych
jak tez konkretnych ich implementacjach. Zagadnieniom klasyfikacji i
analizy efektywnosci regul dostepu do kanaiu, stosawanych w sieciach
radiowych poswigconych zostalo szereg prac przegladowych/ np.[11,021,
[31,041/. Rozwazajac w dalszej czesci artykulu tendencje w rozwoju
dieci radiowych bedziemy prezentowali wybrane pruéokoly dostgpu do
banaltu przydatne w sieciach rozleglych.Dokonamy przy tym pod-iafu tych

: 2 klasy: (i)-sieci naziemne z transmisja wieloetapows /typu

WAN/s (iiY-sieci satelitarne.

2.1. Sieci naziemne z transmicia wieloetapows

Frowadzon=a saktualnie prace badawcze stanowia w znacznym.stopniu
rozwaj idei zainicjowanych na poczatku lat siedemd:ziesigtych, poprze:z
uruchomienie sieci ALOHA [51. Dotyczs one rozleglych radicwych sieci
teleinformatycznych =z transmisjg wieloetapows /Packet Radio Netwarks/.
W sieciach tych pakiety przebywaja trase paomiedzy wezltem zréodiowym a
docelowym w kilku etapach. Sa one padobnie jak w tradycyinych, tj.
przewodowych <cieciach kompuperuwych /np. ARPA/ buforowane w wgzlach
pogrednich. Z uwagl jednakze na rozsiewczy charakter transmisji w
kanale radiowym rosnie skala trudnosci przy analizie pracy sieci.
Szczegélnej wagli nabierajs wowczs procedury wyboru trasy oraz
sterowanie przeplywam pakietow. Uwidaczniaja sie tez roznice pomiedzy
protokotami doet;pu do kanatu stosaowanymi w sieciach 2z transmisje
jedno—= i wieloetapowa.

W przypadbu sieci scentralizowanych o sitrukturach drocewiastych w

analizach teorsetyczonych dominuja protokcly typu  ALOHA  /glownis

protokad synchroriczny tzw. S-ALOHA/Z orzaz CEMALL],[71,082.
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Inecznie wieksza roznoradnsé  klas regui dostgpu  obserwujemy w
ch o strukturazh rozproszonych. Rowniez i w tych sieciach badana
jest efektywnosd protokolu S-ALOHA [91,[101, swiadczgca o duzej jego
atrakcyinosci  podyktowanaj prostots: funkcjonowania i Yatwoscia
implemeﬁtacji. Fojawiajg sie rowniez protokoly hybrydawe, jak
przykZadowo koncepcia polgczenia S-ALOHA i CSMA [£111. W  przypadku
sieci = tranﬁmisja.wieloetapowa z uwagl na mozliwoéé istnienia duzych
populacii  ukrytych stacii przydatnoéé czystego protokcYu typu CSMA
staje sig ograniczona. Pojawiaja sie tez zupeXnie nowe koncepcie
protokplow = rezsrwacjs dostepu do kanalu. Pr:yklaaem tego typu reguly
dostepu jest pratokal SUPERBRAM [121. Zgodnie z nim w sieci przesylane
=a dwa typy pakietdw: pakiety rezerwacyjne oraz inFormacyjne. FPakiety
pierwszego typu rywalizuig o rezerwacis prawa dostgpu do kanatu w tzw.
okresie transmisji. ProtokoX zapewnia pos:czagblnym stacjom
spraviedliwy dostep do kanadu, & proces synchronizacji pracy stacji
jest caXkaowicie zdecent}alizowany /brak jest rowniez ramek czasowych/.
W sieci =z transmisjg wieloetapows wybér okreélonego protokotu

jest wuzalezniony zarowno od topolagii sieci jak tez od struktury
gensrowanego ruchu. W przypadku wyboru typu TDMA e sztywnym
przydzialem ramelk rasada przyperzgdkowania paszczegolnych ramek
stacjom musi uwngEdniaé pastulat bezkolizyjinej transmisji. Znanych
jest <szereg algorytmow pozwalajgcych na optymalizacje t=go procesu
/np.C131,0141/.

Werdd naziemnych sieci rozlegtych mozna Féwniei wydzielié siaci
1scznosci  dla ohiektow ruchomych. Zasadnicza rézZnica w stosunku do
sieci stacjonarnych wigze sig z mobilncécig stacji i koniecznoscis
dynamicznego wwzgledniania zmian ich polozenia w algerytmach dostepu
do kanafu. W przypadku sieci dla obiektow ruchomych mozna wyknr:ystaé
modele typowe dlsa radiotelefonicznych sieci komarkowych [121,
wzglednie reslizowad transmisje pakietdw w sposob  zblizony do
stosowanego w  sieciach teleinformatycznych.

-~ oo

2.2 Cieci satelitarne

Inny kierunsk rozwoju sieci radiowych wigze sie z wylarzystania
transponderow satelitarnych /nisko- lub wysokoarbitowych tzn.
geostacionarnych/. Ich utycie pozwala na tworzenie sieci o charakter:z

e
to ma miejsce w systemie INTELSAT - cra:z realizacig

ustug [1463.  Wykorzystanie do tranemisii pasm

f4 BHz  /tzw. pesmo C/ oraz 12/14 GH:z /pasmo  Ku/ i

i3 tworzsnis  kanalow o  kardzgo

2la coectotliwesci 1Z2/714GH=z/.
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¥analy sztelitarns mogs byd wykorzystane zgodnie = techniky FDMA
lub TDMA. Mozliwe jest tez stosowanie rofnarodnych protokeldéw dostgpu
‘w zmal=Znosci od charskterystyk generowanego ruchu i wymagaﬁ stawianych
sr2ez uiytkownikcéw. Zastosowania wymagaisce maYych opéénieﬁ wiazg sig
z wzyciem technik rywalizacii; przy jednoczesnym zaYoieniu niewielkich
ob:igéaﬁ kanstu. Duza eFektywnoéé wykorzystania kana¥u wisie <cig z
kdnie:znaf:ig stesowania requ? proydzialu pasma kanatu  na zadanie.
c Znaczne opaZnienia w Yacznodci z satelitami.
nymi /rza2du 0.25 =/ pociaga to za soba duze apéfnienia w
transmicji pakietow. 7 uwagi na ten fakt karzystne- rozwiazagnie mogs
stanowic. techniki misszane, tj. =z rezerwacig pasma kanalu w przypadhku
wystgpieniz kolizji /np. prntokél SRUC [171,[1B1

Rozwijane koncepcje satelitarnych sieci telainformatycznych wiai@
sis zwykle 2 wykorzystaniem pojedynczego transpondera. W pracy [19]
prezentcwana  j=st  idea dyramicznego przelgczania gnteny nadawcze]
transpondera w celu uzyskania wigkszej koncentracji wysylanej wigzki.
¥Vanzt do éatality vykorzystywany dest w tej -propozycii zgodnie z
algorytmem S—-ALOHA, podczas gdy kanal z satelity jest bezkolizyiny.

] literaturze przedstawiane =3 rowniez probczycje sieci .
kaz?:?stujacych zaréﬁnc g;anspondery gemstacjonarné- jak . {
nickoorpitowe. Fozwala to na realizacieg transmisjiwwielcetappwych bez
wykorzystania retransmisyjnych stacji naziemnych. Taka dwustopniowa
strukturs profsonowana jest w pracy [201]. Dosfgp stacji naziemnych do
kznafu transpondera niskoorbitowego realizowany Jjest przy zastosowaniﬁ
kodawych metod vzwielnkrntniania w polgczeniu 2z protoko¥Yem ALOHA.
Frotokot  ALOHA stosowany jest takze do rerzerwacii kanalu pomigdzy
transpondzrem niskoorbitowym a geostacjonarnym.

quaédzista . struktura sieci satelitarnych /z pojedynczym
transponderam/ sprzyia rozwojowi tzw. sieci dedykowanych, w ktérych
szereg. malfych stacji komunikuje <sig ze stacis centralna. W ramach
wyoposazenia kcﬁccwego stacji instalowane s3 anteny o wymiarach 1-1.8a
/tzw. very small aperture terminals/.Stacja giawna wykorzystuje zwykle
anteng o drednicy ok. Sm. wirad protokc&éw stosowanych v
funkcijonujarych sieciach satelitarnych deminuig techniki sztywnego lub
dynamicznego przydzia¥u pasma kanalu zgodnie =z TDMA /np. INTELSAT/
vwzglednie dostepu niekontrolowanego typu ALOHA. Asynchroniczny
protokst ALOHA znajduje zastosowanie w jednym =z kanalow sieci MARISAT
[S3. Jest on rowniez wykorzystany w systemie EUTELSAT do transmisii
danych z platform wiertniczych [212. Inny prazyvkYad zastosowania tego

protokolu stanowi sied PACNET [S1.
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2] artykule © dokonano vrotkiego przeglgdu regult dastgpu

Tnajdujscych  zastosowanie w rozleglych teleinformatycznych sieciach

radiowych. Przadstawiono wybrane wyniki prac badawczych dotyczgcych -
nrotokotow dostepu,_ jak tez przyklady funkcjonuiacych sieci. Nalezy
Aarzy tym zwrocic uwagse na fakt duzej przydatnﬁéci prostych protokolow
rywalizacji  typu  ALOHA. Znajdujs ane zastosowanie we wszystkich
strukturach siec?nwych i aplikacjach. Jedroczednie nalezy podkreélié,
za protokoly te zapewniajs nisks sprawnosc  wykarzystania kanaldw.
Provizdzones prace badawcze majs na celu opracowanis algorytmaw nowych i

efektywnych, a jsdnoczesnie stosunkowo Zatwych w implementacji.
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CHANNEL ACCESS PROTOCOLS FOR MULTIHOP PACKET EADIC NETWORKS

In the paper the main research activities on channel &ccess ec
for multihop packet radio networks are discuscsed. Evamples of chznrel
access protocels veed in satellite and terrecstrial networks
presented. In addition the usefulness of contention protecol
different network applicstions and envircnments ie shown.

[lpoTokONH AOCTYTa K KAHANAM B OUCTAHUMOHHHX
panvoceTax TeyeobpaboTku

B pafoTe cheNaHO KOPOTKUM ©O630p TPOTOKONOB AOCTYTa K XaHajaMm B paauo-—
ceTax TereobpaboTku. PacCMOTPEHHO FJOPHHE HATPabBJeHUS HayUHO-Uccyeaopa—
Temscxux paboT. [JaHO TPUMEpPH AEeRcTBybuMx celen. ObpayeHo OHMMaHWe Ha
fONbwON MHTEpecC TPOTOKONaMM CIYYaRmHOro AgocTyma.
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