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WPROWADZENIE

Na Politechnice Wroctawskiej sg prowadzone prace bedawcze i projek-
towe zmierzajgce do uruchomienia sieci komputerowej obstugujgcej wyzsze
uczelnie w Polsce. Sie¢ ta, nazywana Migdzyuczelniang Siecis Kompute-
rowg (MSK), bedzie siecia heterogeniczng - umozliwiajgce wieczanie w
nig réznych komputeréw obliczeniowych oraz siecig uniwersalng - zdolng
do wspéipracy z innymi sieciami. ju2 dzialajgcymi na $wiscie lub dopiero
budowanymi. Pierwszym etapem tego przedsigwzigcia jest utworzenie sie-
ci tréjweziowej, pozwalajacej na sprawdzenie w rzeczywistych warunkach
przyjetych zatozeh i ich-realizacji; koncepcja tej sieci eksperymental-
nej byta znana réwniez pod kryptonimem "Pitagoras™, Na tym etapie za-
klada si@ istnienie trzech wezléw sieci, w ktérych sg zainstalowane kom-
butery.obliczeniowe typu Odra 1300 lub/i Riad oraz potgczenie tych kom-
puterdéw podsiecig komunikacyjne’dzialajaca na zasadzie komutacji pakie-
téw, oo
Prace publikowane w tym zbiorze dotyczg fazy projektowej i realiza-
cyjnej budowy podsieci komunikacyjnej. Zalozenia wstgpne, ktére nie sa
tu omawiane, wynikajg z ogdélnej koncepcji sieci MSK i dotyczg standar-
déw zachowania sig podsieci oraz uzytego sprzetu,

Koncepcja sieci MSK opiera si¢ na siedmiowarstwowym modelu 1ISO
tzw, Architektury Systeméw Otwartych, w ktérej trzy werstwy "dolne”
realizuje podsie¢ komunikacyjna. Zgodnie z wymaganiem-uniwersalnosci
sieci MSK, jako podstawe do zdefiniowania protokoléw tych warstw, wybra-
no zalecenie CCITT X.25 (protoké: liniowy LAPB i protokéi pakietowy
X.25/3) . ‘ '

Pierwszy etap, tj. podsie¢ pilotowa, przyjeto wykonywa¢ na minikom-
puterach SM-3 wyposazonych w jednostki sterujgce modemami do transmisji
synchronicznej (tzw. adaptery liniowe). Minikomputery SM-3 (pojemnosé
pemigci 28 K sléw is-bitowych, lista rozkazéw zgodna ze standardowa
lista PDP 11) spelniaje role weziéw podsieci komunikacyjnej - DCE (ang.
Data Communication Equipment). Komputery obliczeniowe ze swoimi zaso-
bami sa dolaczane do wezléw podsieci za posrednictwem tzw,., procesordéw
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czotowych (sieciowych), speiniajgcych funkcje DTE (ang. Data Terminal
Equipment) . Réwniez terminale uzytkownikéw komunikuja sie z siecig
przez procesory czotowe: lokalnie - z komputerem dolaczonym do tego
samego wgzla lub zdalnie -~ przez podsie¢ komunikacyjna i procesor czo-
towy w wezle docelowym,

Zasadnicze zadanie przy budowie podsieci komunikacyjnej polega na
oprogramowaniu minikomputera jesko jej wezla. Ze wzgledu na brak sto-
sownego systemu operacyjnego i konieczno$c oszczednego gospodarowania
pamigcig, w Centrum Obliczeniowym Politechniki Wroclawskiej opracowano
system opergcyjny wezia piszgc cale oprogramowanie w jezyku asemblera.
Przedmiotem“wiekazoéci prezentowanych tu artykuiéw sg rézne aspekty
tego systemu operacyjnego., Artykuly byly pisane przez autoréw oprogra-
mowania jednoczes$nie z pracami nad laboratoryjnym uruchomieniem podsie-
ci trdjweziowej, stad - w wielu przypadkach - oprécz opisu przyjetego.
rozwiazania zawieraja jego krytyczng oceng.

Ogélny opis modularmej struktury systemu operacyjnego wezla zawiera
praca Lewoca [1]1, bedgca czgstym odnosnikiem do szczegélowych rozwazah in-
nych autoréw i stanowigca m.in. przewodnik po oznaczeniach uzywanych w
dokumentacji i opisach progreméw. Ten sam autor [2] opisuje jadro sys=-
temu, jakim jest tzw. koordynator wezla zapewniajacy wltasciwy przeplyw
sterowania miedzy modulami programowymi. Kolejne dwa artykuly: tanow-
skiej [31 i Stanisza (41 dotyczg obsiugi wezla i jego zachowania sig w
sengie operatorskim - inicjacji pracy, restartu, sposobu komunikowania
sig obstugi.

Nastepna grupa prac wigze si¢ z zasadniczg funkcja wezla, tj. rea-
lizacja protokoléw sieciowych. Artykuly FryZlewicza, Dubielewicz, Ko-
leénik, Goetza i Mikulskiej [5-101 dotyczg protokolu pakietowego (X.25/
Lewel 3) i jego implementacji w wezle zbudowanym na minikomputerze
SM-3, Oprécz ogélnych zasad tego protokolu opisano poszczegélne fazy
transmigsji danych w podsieci, podajac uzasadnienia dla przyjetych ogra-
niczen i wyboru opcji dopuszczalnych w zaleceniach CCITT. Oméwiono tu
m.in, role tzw. "semidatagraméw” wprowadzonych przez twércéw podsieci,
aby umozliwi¢ komunikowanie sig@ wezléw miedzy soba. Poziom liniowy
(protokét HDLC w wersji LAPB) omawis Szwarc [11] podajac przyjete w
podsieci opcje i wartodéci parametréw, a takze .mawiajac podzial zadan
tego poziomu miedzy sprzet (adapter liniowy) i oprogramowanie wezla.

Wiele wymagah ogdlnych, nie begdacych przedmiotem 2adnego protokolu
sieciowego, a koniecznych do ustalenia wewngtrznego standardu podsie~
ci, zostalo zaproponowanych przez zespél z Centrum Obliczeniowego Poli-
techniki Wroclawskiej i przedyskutowanych na dwéch ogélnopolskich spot-~
kaniach roboczych w 1980 i 1981 roku. Jednym z takich zasgadnien jest
metoda i organizacja pomiaféw w podsieci - przede wszystkim do diagnos-
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tyki, ale tez do badah eksploatacyjnych i rozwojowych, Podstawowe zalo-
2enia miernictwa sieciowego i sposoby przekazywania wynikdéw opisano w
artvkutach Hudymy i Kosmulskiej-Bochenek (12-14].

Innym problemem wymagajgcym teoretycznego rozwigzania przed. przy-
stapieniem do realizacji oprogramowania wezla jest sposdb marszrutyza-
cji pakietéw w podsieci - zagadnieniu temu jest poswigcona praca Lewo-
ca [151. '

Na pograniczu spraw ogdlnoteoretycznych i techniczno-programowych
znajduja sig rozwazania Muszyfiskiego i Stanisza ([16] dotyczgce czasowe-
go przechowywania danych w wezlach podsieci. Wybér optymalnej organi-
zacji buforéw moze tu mieé istotne znaczenie dla przepustowosci sieci

ze wzgledu na skgpe zasoby pamigci minikomputera SM-3 i jego niewielkg
szybkosc., _

Prace Bieleninika, Stanisza i Szwarca [17] oraz tanowskiej (18,19)
traktuja o realizacji moduldw programowych obsltugujacych podstawowe u-
rzgdzenia zewngtrzne wezla: adapter liniowy, urzadzenia operatorskie i
zegar.,

Sprawom testowania i uruchamiania tak zloZzonego systemu jakim jest
oprogramowanie wezla sa poswigcone prace Bechera [20) i Krdélika (211.
W artykule (20) zawarto interesujgce uwagi co do trudnosci wystepujacych
w zespole opracowujgcym nowe zadania programowe z jednoczesnym opanowy-
waniem nowego sprzetu i nowego jezyka.

Zeszyt zamyka artykul Lewoca i Komorowskiego {221,dajacy przeglad
prec badawczych zmierzajgcych do optymalizacji rozwiazan wezta podsieci
oraz praca Huzara (231, begdace przykiadem teoretycznego ujecia zagadnien
wystegpujgcych podczas budowy zlozonych systeméw programowych,

Mozna oczekiwaé, ze zebrane w tym zeszycie prace beda uzyteczne dla
tych wszystkich, ktérzy zajmujg sie inzynierig oprogramowania szczegél=-
nie w systemach komunikacyjnych - dostarczajgc im pewnych spostrzezen
metodycznych i warsztatowych. Powinny by¢ tez przydatne dla przysz-
tych uzytkownikéw badz nasladowcéw sieci MSK, zwlaszcza tych, ktérzy
beda tworzyli nowe wersje wezla, wprowadzali nowe udogodnienia i roz-
szerzali zakres ustug podsieci komunikecyjnej.

W. Komorowski

Wroclaw, pazdziernik 1981
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, Struktura oprogramowania wezta podsieci komunikacyjnej

Centrum Obliczeniowe Politechniki Wroctawskiej przygotowuje pod-
sie¢ komunikacyjng dla Miedzyuczelnianej Sieci Komputerowej,
ktéra ma zintegrowaC zasoby obliczeniowe réznych odrodkéw aka-
demickich w Polsce. W artykule oméwiono opracowlwane rozwigza-
nie wezta podsieci komunikacyjnej z komutacja pa ietéw wedlug
zalecet X.25 CCITT). Oméwiono funkcje wezla i mozliwoéc ich re-
alizacji na minikomputerach SM-3., Przedstawiono koncepcjg¢ mo-
dutowej struktury Oﬁrogramowania wezla na SM-3 oraz sposéb rea-
lizacji podstawowych i pomocniczych funkcji wezla. Opisano tez
przeptyw informacji przez wezel i czynnoéci wykonywane przez
poszczegélne moduly programowe w typowej sytuacji potaczenia
wirtualnego.

1. WYMAGANIA 0GOLNE

W Miedzyuczelnianej Sieci Komputerowej (MSK), ktéra ma tgczyé zaso-
by obliczeniowe réznych oérodkéw akademickich w Polsce, bedzie wyréznio~
na autonomiczna podsieé komunikacyjna z komutacja pakietéw. Podsieé ma
dwiadczy¢ ustugl dla doieczonych do niej abonentéw, ktérymi bedg kompu=-
tery komunikacyjne, a nastgpnie terminale podlgczane bezposrednio do
podsieci.

Wezly podsieci komunikacyjnej bedq zbudowane na minikomputerach.
Oprogramowanie wezla powinno pozwoli¢ na wykonywanie nastepujacych pod-
stawowych funkcji:

) Centrum Obliczeniowe Politechniki Wroclawskiej, Wybrzeze Wyspiafis-
kiego 27, 50-370 Wroclaw
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A. Odbieranie i nadawanie informacji od/do wepéipracujacych abonen-
téw i innych weziéw podsieci.

B. Realizacja protokoiu liniowego wymiany informacji z sasiednimi
wezlami i abonentami (komputerami komunikacyjnymi) dolaczonymi do dane-
go wezila,

C. Realizacja protokotu pekietowego na styku wezel/komputer komuni-
kacyjny oraz protokotu wymiany miedzyweziowej.

D. Kierowanie pakietéw informacji zgodnie z wybranym algorytmem wy-
boru drogi. y

E. Dokonyvanie pomiaréw wybranych charakterystyk roboczych wezla i
rejestracja waznych zdarzen zachodzagcych w wezle.

F. Przekazywanie wybranych charakterystyk roboczych wezta do innych
weziéw podsieci lub abonentéw.

G. Badanie poprawnosci dziatania wezla i przeprowadzanie potrzeb~
nych akcji korekcyjnych (z ewentualng czedciowg lub peina odnowa infor-
macyjna) . '

H. Wstepna obrébka, raportowanie oraz ewentualne skladowanie zebra-
nych danych pomiarowych i diagnostycznych.

I. Wspéipraca z operatorem wezla.

J. Inicjowanie pomiaréw charekterystyk roboczych podsieci komunika-
cyjnej, wstepna obrébka pomiaréw sieciowych, skladowanie lub raportowa- -
nie wynikdw.

Nalezy priewidywaé pééniejszg rozbudowe funkcji o obsituge terminali
dolaczonych bezposrednio do wezia z ewentualng realizacja protokolu wir-
tualnego terminala,

Zaréwno pelna lista funkcji wezla, jak i sposoby ich realizacji, nie
moga by¢ sztywno ustalone w chwili projektowania oprogramowania. Wyni-
ka to z nastgpujacych przestanek:

1. Brak doswiadczed praktycznych w dziedzinie eksploatacji sieci
komputerowych nie daje gwarancji, ze przyjete zalozenia uécislajace
pozwolg na efektywne dzialtanie sieci komputerdwej.

2. Jednym z celdw sieci MSK jest doéwiadczalne =2zbadanie réznych
$rodkéw sprzgtowych i programowych stosowanych w sieciach komputerowych.

3. Ziozono$¢ zacadnieh oraz ograniczony czas na przygotowanie opro-
gramowania wezla podsieci komunikacyjrej (1 rok)'zmuszaja do realizacji
mozliwie prostej wersji poczatkowe].

Wynika stad koniecznos$¢ zastosowania modulowej organizacji oprogra-
mowania, pozwalajacej na stosunkowo latwa rozbudowe i (1lub) zmiany po-
szczegb6lnych funkcji.

Dla réznych funkcji wezila bedg istnialy rézne uwarunkowania czasowe.
Najostrzejsze bgda zwykle obowigzywaly podczas odbierania i nadawania
informacji (A). Tu bowiem oprogramowanie musi reagowal w olpowiednich
przedziatach czasu na do$¢ intensywne strumienie zglosze: zewng¢trznych.
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Mniej pilne be¢da podstawowe funkcje z B#F, Dla nich nie narzuca
sige sztywnych granic czasowych. Nalezy jednak dazy¢ do tego, aby czas
przejs$cia informacji przez wezel byd mozliwie najkrétszy.

Wreszcie pomocnicze funkcje G:J powinny byc realizowane tak, aby
nie opézniac wykonywanie funkcji podstawowych., Zatem oprogramowanie po-
winno by¢ podzielone na zadania o réznych priorytetach.

2, MOZLIWOSCI IMPLEMENTACJI NA MINIKOMPUTERZE SM-3

Vigzet podsieci komunikacyjnej opracowywany przez Politechnike \Wroc-
tawskg ma by¢ zbudowany na minikomputerze SM-3 w odpowiednim zestawie.
Z minikomputerem tym jest dostarczany jednoprogramowy system operacyjny
DOS uniemozliwiajacy speinienie powyzszych wymagan modularnodéci opro-
gramowania 1 uwarunkowan czasowych [11, Zmusza to do opracowania nowe-
go systemu oprogramowania ukierunkowanego na zastosowania sieciowe.

W minikomputerze SM-3 mozna organizowaé oprogramowanie w postaci zadaf o
réznych priorytetach bezwzglednych [2). Priorytet jest okreslany na
trzech bitach stowa stanu procesora (PSW) - pozwala to na wykorzystanie
do 8 poziomdéw priorytetédw. Czesc zadah moze by¢ wywolana przez przer-
wania zglaszare na liniach BR7 (priorytet najwyzszy) do BR4 (priorytet
najnizszy) .

W minikomputerze jest stosowany wektorowy system przerwanh: kazdemu
przerwaniu jest przyporzadkowany wektor okreélajacy poczatek programu
obstugi przerwanias oraz stan procesora ustawiany dla tego programu.
Stowo stanu procesora oraz biezacy licznik rozkazéw przerwanego progra-
mu s@ automatycznie umieszczane na stosie. Dla urzgdzen zewngtrznych
producent okresla numery linii BR wysterowywanych przez te urzgadzenia
oraz adresy wektoréw przerwan. Na przyklad zegar sieciowy wysterowuje
(31 linie BR6 oraz podaje adres wektora przerwarn 100 (dsemkowo).

Zestaw minikomputera SM-3 dla wezla podsieci komunikacyjnej zawiera
pamigci dyskowe typu IZOT 1370. Jednak podstawowe funkcje wezla powin-
ny by¢ wykonywane w czasie pojedynczych milisekund, zatem programy rea-
lizujace te funkcje nie moga byl wywolywane z pamigci dyskowej. Dlate-
go przyjeto, zc pierwsza wersja oprogramowania wg¢zla zostanic zrealizo-

wana jako zbidr programéw rezydujacych w pamigci operacyjnej.
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3. KONCEPCJA STRUKTURY PROGRAMOWEJ WEZLA NA SM-3

Uwzgledniajac mozliwo$ci organizacji oprogramowania na minikompute-
rze SM-3, zalecenia dotyczace priorytetéw obstugi przerwan od urzadzedh
zewnegtrznych oraz wymagania oméwione w punkcie 1 - proponuje sie ogdlng
strukture oprogramowania wegzia, przedstawiong na rys. 1.

W strukturze tej wy~dzniany jest kbordynator - prosty system opera-
cyjny - oraz zbiér zadan pracujacych na 4 poziomach o réznych prioryte-
tach bezwzglednych. Koordynator steruje dzialaniem oprogramowania wez-
ta podredniczgc w przekazywaniu sterowania pomigdzy réznymi zadaniami.
Zadania sg zamknigetymi czeéciami oprogramowania, ktdre realizuja pewne
funkcje uzytkowe wegzla., Zadania sa uruchamiane przez koordynator i koh-
cza pracg oddajac sterowanie do koordynatora.

Pewne zadania (drivery urzadzeh zewnetrznych) moga by¢ uruchamiane
réwniez (lub wylacznie) przez przerwania z urzedzeh zewnetrznych. Po~
ziom priorytetu 6 zarezerwowany jest dla zadah najbardziej pilnych, W
wersji pierwszej przewiduje sig tu obieg wstepny inicjujacy praceg weztia,
drivery adapteréw liniowych oraz driver zegara. Poziom 4 jest zarezer-
wowany dla driverdéw podstawowych urzadzen wejscia/wyjscia (w wersji I
monitor ekranowy, drukarka mozaikowa, czytnik i perforator tasmy).

Poziom 3 jest przeznaczony dla zadah realizujgcych podstawowe funk-
cje wezta B:F, p. 1. Przewidzianc tu 4 zadania uruchamiane na zgdanie
zadan pracujacych na wyzszym poziomie priorytetu oraz 8 zadan wywolywa-
nych przez zadania pracujgce na poziomie nizszym. Poziom 2 jest przez-
naczony dla 8 zadan realizujgcych pomocnicze zadania wezta (G2J, p. 1).
W pierwszej wersji beda przygotowane zadania testowania, obrébki pomia-
réw i diagnostyki oraz obslugi operatora, realizujace funkcje pomocni-
cze (G, H, I, p. 1). Zadania pracujgce na réznych poziomach prioryte-
téw moga korzystaé z zestawédw ogdélnie dostepnych podprograméw. Podsta-
wowe podprogramy dla pierwszej wersji oprogramowania wezla przedstawio-
nc na rys. 1.

Ze wzgledu na stosunkowo ostre uwarunkowania czessowe wystgpujace w
wetle oraz potrzebe oszczednego gospodarowania pamiecia (nalezy jak naj=-
wiecej pamigci przeznaczyé na bufory informacji) , oprogramowanie wezla
przygotowywane bedzie w jezyku makroasemblera minikomputera SM-3,

Zaproponowana struktura oprogramowania wezla speinia wymagania mo-
dularnoéci. Kazdy prostokat przedstawiony na rys. 1 symbolizuje modul
programowy pisany i uruchamiany osobno. Moduty beda wlaczane do opro-
gramowania wezla w postaci Zrédiowej i kompilowane wspdlnie przez makro-
asembler, Istnieje takze mozliwo$c¢ taczenia moduldéw w postaci wyniko-
wej za pomoca programu konsolidatora LINK,
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Dla kazdego moduiu przewidywanego w pierwszej wersji oprogramowania
okreslono funkcje, parametry wejsciowe, sposéb wywolywania oraz wyjécia
{41, Zdefinowane symbole globalne, uzywane w réznych modutach, zapew=-
niaja odpowiednie przekazywanie danych i sterowanie pomigdzy réznymi
modutami programowymi. Przyjeto tez umowg dotyczacg nazw symboli, kté-
ra eliminuje mozliwo$C dwukrotnego definiowania tych samych symboli glo-
balnych przez rézne osoby opracowujace poszczegdlne moduty.

4, SPOSOB REALIZACJII PODSTAWOWYCH FUNKCJI WEZtA

4,1, Przeptyw informacji przez wezel

Gdy wezel zostanie uruchomiony, sterowanie obejmuje obieg wstepny,
w ktdérym bedzie nawiazywany kontakt ze wspélpracujacymi komputerami ko-
munikacyjnymi oraz sgsiednimi wgztami. Nawiazanie kontaktu bedzie doko-
nywane wediug protokoiu liniowego LAPB, Dalsze wykonywanie podstawowych
funkcji bedzie inicjowane przez strumien zgloszen (przerwan) z adapte-
réw liniowych. W realizowanej wersji wezla beda wykorzystywane opraco-
wane przez Instytut Cybernetyki Technicznej adaptery liniowe synchroni-
czne, odpowiadajace urzadzeniu DUP-11 firmy Digital Equipment Corpora-
tion. Adaptery te przeznaczene dla niskich szybkosci transmisji (do
9600 bit/s) wspéipracuja z procesorem centralnym na zasadzie przerwan.
Skompletowanie odbieranege znaku (w czeéci odbiorczej) lub rozpoczecie
wysytania nowego znaku w linig (w czesci nadawczej) powoduje wygenero-
wanie przerwania, ktére powinno by¢ odebrane i obstuzone w czasie od-
bierania lub nadawania jednego znaku. Jesli procesor centralny nie
zdgzy w tym czasie odczytaé lub wyprowadzi¢ kolejnego znaku, to znak ten
zostanie zgubiony. W wyniku tego ramka bedzie znieksztalcona i bedzie
konieczne ponowne jej przestanie. Protokél liniowy HDLC skutecznie za-~
bezpiecza przed bezpowrotnym gubieniem informacji w podsieci. Jednak
nawet wobec intensywnego strumienia zgloszel wezel powinien reagowacd
dostatecznie szybko, aby nie gubic znakéw i nie zmuszal do powtérnej
transmisji ramek,

Rozpatrzmy najtrudniejszy przypadek, realny dla pierwszej wersji
sieci MSK: wezel jest wyposazony w 6 adapteréw liniowych wspédiprscuja-
cych z modemami dupleksowymi o szybkos$ci transmisji 2400 bit/s. Przy
tych zalozeniach intensywno3¢ strumienia zgloszen wynosi:

2400 bit/s
B8 bit/zgtoszenie

- 6 adapteréw . 2 kierun! i/adapter,
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czyli 3600 zgloszen/s. Zatem, aby nie gubi¢ znakéw, nalezy zapewnié ob-
stuge jednego zgloszenia w czasie nie wigkszym niz 1/3600 s, tj. okolo
280 us. W tym czasie mozna wykona¢ w SM-3 okolo 30 instrukcji progra=-

mowych . )

Jest to bardzo malo i z powyzszego oszacowania wyplywa nastgpujacy
wniosek: drivery adapteréw liniowych powinny byé bardzo krétkie. Na-
lezy je ograniczy¢ do wprowadzenia/wyprowadzenia znaku i ewentualnego
poinformowania dalszej czgéci programu obsitugi tych zgloszer (pracujg-
cego na nizszym poziomie priorytetu) o zakoficzeniu lub btedzie transmi~
sji.

Uruchomiony driver odbiornika czyta zawarto$¢ rejestru danych od-
biornika i umieszcza ja w cyklicznym buforze wej$ciowym danej linii (i).
Dla kazdej linii jest zarezerwowany 512-stowowy cykliczny bufor wejs$-
ciowy, pozwalajacy na umieszczenie ponad 3 ramek informacyjnych o maksy-
malnej dtugoséci., Jed$li bajt kontrolny odczytanego siowa jest niezerowy,
co oznacza poczgtek, koniec lub btad ramki [51, driver zwieksza o 1 se-
mafor szczegdtowy dla linii(i)oraz semafor ogélny dla zadania A ZPP36
pracujacego na poziomie 3, po czym oddaje sterowanie do koordynatora w
celu uruchomienia zadania Z@P36., Zadanie to, z uwagi na jego zlozono$cd,
jest podzielone na cztery podzadania, z ktdérych kazde jest osobnym mo-
dulem programowym. Jeéli koordynator stwierdzi, ze semafor zadania
Z@P36 jest ustawiony, to uruchomi je od podzadania wprowadzania.

Podzadanie wprowadzania stanowi przediuzenie drivera odbiornika a-
daptera liniowego, pracujgce na poziomie priorytetu 3. Pobiera ono bu-.
for dtugi dla odbieranej ramki.

Bufory dtugie w wezle maja stata dlugos¢ 150 bajtéw (rys. 2), co
pozwale na umieszczenie w nich ramki o maksymalnej dlugosci, Zwykle
ramki maja diugos$¢ znacznie krétsza. Jednak stosowanie zmiennej dtugos-
ci buforéw prowadziltoby do duzych komplikacji podczas zwalniania bufo-
réw., Zastosowanie stalych lecz krétszych buforéw zmuszaioby do dziele=-
nia ditugich ramek na kilka buforéw (co jast niedopuszczalne, gdyz wydtu-
zaloby driver nadajnika adaptera liniowego). Przyjecie réznych dlugo$-
ci buforéw dla transmisji wejsciowych prowadziloby do przepisywania diu-
gich ramek, co wprowadzaloby dodatkowe wydluzenie czasu pobytu pakietéw
w wezle., Wolne bufory diugie w wgzle sg zorganizowane w pule o struk-
turze listowej. Pula ta dysponuja podprogramy obstugi buforéw. '

W wegzle istnieje takze pewna liczba buforéw krétkich. Sa one wyko-
rzystywane jednak wylacznie do informacji generowanych w wele (np. rem-
ki nadzorcze i ramki nienumerowane (61), gdy wiadomo, ze diugoéé bufora
krétkiego jest wystarczajgca. Wolne bufory krétkie sg zorganizowane w
pule o strukturze listowej, podobnie jak wolne bufory diugie.
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Bufor z datagramem

tacznik listy

Chwila zajecia bu-
fora

Adres poczatku
danych w buforze

Adres korica danych
w buforze

7F]Rezerwa

Address

Control

Adres nadawcy

Numer kanatu log.

GGI Pr grupy kan.

ldentyfikator typu

pakietu

Dane

CRC

CRC

Rezerwa

Pola wolnych bufordw dtugich

WPPWBX |
¢

[Gers] | b

WPPWBX - Adres 1 wolnego bufora dtugieao

LWBP3

\

Bufor z pakietem

12
13
Nagtdwek 14
datagramu

16
17

Nieuzywane
Address
Control
dtugosc bufora (w bajtachy
15010 dla bufora normal-
nego
24]0 dla bufora krét-
kiego
kod typu informacji

1 dla pakietu

{ ¢ dla datagramu

Pola wolnych bufordw krétkich

.

7

~~J

- liczba wolnych bufordw dtugich

WPWBKX - adres wolnego bufora

krétkiego
LWBPK3 - liczba wolnych bufordw
krétkich

Rys.2. Organizacja buforéw

Fig.2. Organization of Buffers
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Podzadanie wprowadzania przepisuje odebrane z linii informacje =z
bufora wejsciowego do bufora pobranego z puli, badajac i odrzucajac baj-
ty kontrolne. Wykrycie niezerowego bajtu kontrolnego powoduje zmniej-
szenie o 1 semafora ogélnego oraz szczegéiowego 1inii(i ). Gdy jest biad
transmisji, wéwczas podzadanie wprowadzania oddaje bufor do puli, nato-
miast po skompletowaniu poprawnej ramki uruchamia podzadanie odbioru
ramki HDLC, Podzadanie to realizuje protoké: LAPB [61. Zwtaszcza, je-
$1i odebrana zostala ramka informacyjna, to uruchomi ono podzadanie X25
i datagramu. To z kolei realizuje protokdéi X.25 oraz protokél wymiany
miedzyweziowe] . :

Jedli odebrany zostal pakiet CALL REQUEST, to w weile bedzie wypel-
niona tablica (opis kanatu logicznegd - rys. 3), pozwalajaca na kiero-
wanie strumienia pakietéw dla zainicjowanego polaczenia wirtualnego.

W kazdym wezle bedzie zarezerwowana pewna liczba opiséw kanaiéw lo-
gicznych. Wolne opisy beda tworzy¢ pule o strukturze listowej. Zajete
opisy kanaléw logicznych beda zebrane w dwie listy (aby skrécié przeszu-
kiwanie) . Opisy kanaléw logicznych sa przydzielane i wyszukiwane przez
podprogramy obstugi kanatéw logicznych. Dla pakietu CALL REQUEST (61
podzadanie X.25 i datagramu wywoluje podprogram wyboru drogi okreslaja-
cy numer linii (j), do ktérej nalezy kierowal wszystkie pakiety zaini-
cjowanego polaczenia logicznego. W pierwszej wersji zostanie zastoso-
wany algorytm drég ustalonych z trasg alternatywna, w ktérym uszkodze-
nie linii podstawowej prowadzi do kierowania pakietéw droga zastepcza.
Algorytm taki moze doprowadzié¢ do utworzenia cyklu (trasy zamknigtej) w
podsieci komunikacyjnej. Aby likwidowaé cykle, podzadanie X.25 i data-
gramu bedzie sprawdzaé¢ (przed zalozeniem opisu kanalu logicznego) czy
nie istnieje juz opis o tym samym numerze kanalu logicznego i tym samym
adresie nadawcy. Je$li tak, to polgczenie wirtualne, dla ktérego pow-
stata petla, zostanie roztaczone.

Je$li odebrany pakiet moze byé przestany dalej, to podzadanie X.25
i datagram wywola podprogram HDLC, ktéry dopisze nagiéwek HDLC do pakie-
tu (lub datagramu) i wywola podprogram obslugi kolejek. Bufor zostanie
dopisany do kolejki wyjéciowej linii. Jes$li kolejka by2a pusta, to zo-
stanie zainicjowane wyprowadzanie ramki z omawianego bufora. Podprog-
ram obstugi HDLC oddaje sterowanie do wywolujacego go podzadania . X.25
i datagramu, ktére konczy prac¢ zadania Z@P36, oddajgc sterowanie do
koordynatora. Dalsze pakiety nawigzanego polgczenia wirtualnego beda
przechodzily podobna droge z tym, ze beda wysylane w linig¢ (j) wybrana
dla pakietu CALL REQUEST, Je$li podzadanie X,.,25 1 datagramu stwierdzi,
ze odebrano pakiet pomiarowy (rozpoznawany po polu General Format Iden-
tifier (GFI) [71), to odda sterowanie do podzadania miernictwa. Podza-
danie to nie bedzie przygotowywane w pierwszej wersji oprogramowania.
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tgcznik listy

@ é ] ¢ [Nr grupy kan.

Nr kanatu

Nr kanatu

p X x x x x] v
Dt. pola nad. ID%. pola odb.

Adres odbiorcy

Adres nadawcy

Nr linii od nadawcy

Nr linii do odbiorcy

Stan kanatu logiczneqo
Rozmiar okna

] P(S)
[ P2(R)
@ Pa(S)
¢ Pi(R)

Wskaznik fazy

Kody przyczyn zerowania,
roztgczenia lub restartu

Licznik limitéw czasowych |

Licznik limitdw czasowych ||

Chwila przestania
ostatniego pakiety

Chwila zajecia
opisu kanatu logicznego

DYug.kol.bufordw wstrzymanych

Adres pierwszeqo
bufora wstrzymaneqo

‘\dres ostatniego bufora

wstrzymanego

Numer kanatu logicznego
na wejsciu

Numer kanatu logicznego
na wyjsciu

Pole wskaZnikdéw P,TVW

Dtugosci pdl adresowych

Tys.3. Opisy kanaléw logicznych
Fig.3. Tables of Logic Channel
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Przewiduje sie, 2e bedzie ono dopisywaé do pekietu pewne charakterysty-
ki robocze wgzla i przesylaé pakiet pod zadany adres, albo przekazywaé
go zadaniu obrébki pekietdw miernictwa (w wezle speiniajacym role cen-
trum pomiarowego podsieci komunikagyjnej). Zainicjowanie wyprowadzania
informacji z bufora powoduje pojewienie sie@ cigagu przerwahd z nadajnika
adaptera liniowego,

Przerwania te sg odbierane przez driver nadajnika, ktéry wyprowa=
dza kolejne znaki z bufora. Po wyslaniu ostatniego znaku lub wskutek
bledu transmisji adapter nadajnika zwieksza o 1 zawartos¢ semafora o=
gélnego zadania wyprowadzania i semafora szczegbélowego linii (j) oraz
oddaje sterowanie do koordynatora. Ten stwierdza, Ze semafor ogélny
zadania wyprowadzania jest ustawiony i uruchamia je. Zadanie wyprowa-
dzania wykrywa przyczyne uruchomienia i zmniejsza zawarto$¢ swego se-
mafora ogélnego oraz semafora szczegélowego linii (j) Jesli transmisja
ramki zostala zakoficzona bez bledu, to zadanie wyprowadzanias przekazuje
bufor z ramka informacyjna do kolejki retransmisji linii. Nastegpnie
pobiera bufor z kolejki wyjéciowej linii (je$li jest niepusta), umiesz-
cza w ramce aktualne wartodci zmiennych N(R) i N(S) protokolu LAPB [61
i inicjuje wyprowadzanie,

Jesli w czasie transmisji wystapi bkad, to zadanie wyprowadzania i~
nicjuje wyprowadzanie tej samej ramki. Gdy jest zbyt duza liczba nieu-
danych transmisji, wéwczas nadajnik adaptera linii (j) zostaje wytaczo-
ny. Wylaczenie linii jest sygnalizowane oprogramowaniu X,.25 (podprog-
ramy obsiugi X.25) w celu rozlaczenia wszystkich polaczei wirtualnych
wykorzystujacych te linie. Zadanie wyprowadzane koficzy prace oddajac

sterowanie do koordynatora.

4,2, Odmierzanie czaséw

Podczas realizacji protokolu liniowego i pakietowego sa odﬁiarzene
czasy, po ktérych - jesli nie zajda okreslone zdarzenia - nalezy podej~-
mowaC pewne dzialtania korekcyjne (np. retransmisja ramki informacyjnej
wtedy, gdy nie pojawi sig w ciagu okreslonego czasu potwierdzenie odeb-
rania tej ramki). Podobna potrzeba istnieje np. w driverach obslugi
podstawowych urzadzen zewnetrznych. Aby to umozliwic¢ wprowadzono na
poziomie 3, zadanie zegara, ktére mozna rozszerza¢ o tzw. fragmenty za-
wieszone. fiiechanizm dziatania jest nastegpujqcy:

Dowolne zadanie poziomu 3, lub 4, wywoluje podprogram zegara poda-
jac mu parametr (p), adres poczatkowy fraogmentu zawieszonego (A) oraz
liczbe sekund, po ktérych nzlezy uruchomic¢ fragment zawieszony, plus 1.
Podprogram zegara umieszcza te cdanc w tablicy fragnentéw zawieszonych
(TEZA) , uzupelniajac je = =lowo stonu .rciesors (PSW) (pozwala to na
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odmierzenie czasu dla zadah pracujacych na réznych poziomach prioryte-
tu). Nastepnie sterowanie zostaje oddane do programu wywoklujgcego.

Jedli wystgpi zdarzenie £liminujqce potrzebe wykonania fragmentu
zawieszonego A, to moze wywolaC ona inny podprogram zegara, podsjac mu
parametr - p i adres A. Wdwczas pozycje tablicy zawierajgca adres A i
parametr p =zostanie skasowana.

Wewngtrzny zegar minikomputera SM-3 wytwarzas co 20 ms sygnaly przer-
wath, uruchemiajace driver zegara. Ten liczy przerwania, co 1 s ustawia
(zwigksza o 1) semafor zadania zegara i oddaje sterowanie do koordyna-
tora.

Koordynator uruchamis zadanie zegara, ktére wykonuje swoje funkcje
podstawowe (zmniejszenie semafora, obliczenie czasu, wywotanie zadah u-
ruchamianych cyklicznie), a nastepnie przéetwarza TFZA, odejmujac 1 od
liczby sekund, po ktérych nalezy uruchomi¢ fragment zawieszony. Wyzero-
wanie tej liczby powoduje ustawienie stanu procesora wedlug pamigtanego
PSW oraz przekazanie pod adres A sterowania fragmentowi zawieszonemu.
Fragmentowi zawieszonemu jest przekazywany tez parametr p, Fragment
zawieszony koficzy prace, oddajgc sterowanie zadaniu zegara. Skaéuje o~
no obsluzong pozycje TFZA i umiedéci na’ jej miejscu pozycje ostatnig (w
ten sposéb unika sig przesuwania zawartodéci TFZA, a jednoczesnie umozli-
wia si@ przeglgdanie tylko niezbednej liczby pozycji).

Po przetworzeniu ostatniej pozycji TFZA zadanie zegara ko#fczy prace,
oddajgc sterowanie do koordynatora.

4,3, Rejestracis zdarzeh i pomiary charakterystyk

W chwili obecnej .nie mozna jeszcze okres$lié wszystkich zdarzed w
wezle, jakie nalezy rejestrowaé, ani charakterystyk, ktére trzebs mie-
rzy¢. Dlategd zdecydowano sie na zastosowanie w wersji pierwszej pros-
tego i uniwersalnego mechanizmu rejestracji. zdarzen."

Wykrycie zdarzenia rejestrowanego bedzie powodowa¢ wywolanie pod-
programu rejestracji i diagnostyki. Parametr przekazany temu programo-
wi jest numerem zdarzenia. Pewna grupa numerdéw zostala przyporzgdkowa-
na zdarzeniom, ktére beda zliczane; rejestracja polega w tym przypadku
na dodaniu jedynki do zawartos$ci pewnego licznika. Dla innych numeréw
zdarzer sposéb rejestracji (lub pomiaru) bedzie okreélony indywidualnie.

Rejestracja zdarzet bedzie prowadzona zaréwno w celach diagnostycz-
nych (rejestracja btedéw), jak i pomiarowych (np, rejestracjes liczby
réznych typéw pakietéw odbieranych przez wezel). Podstawowa charakte-
rystyka mierzonag w pierwszej wersji oprogramowania begdzie Sredni maksy-
malny czas pobytu informacji w wezle (od chwili zajecia bufora do wy-
prowadzenia danych w linig).
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5. SPOSOB REALIZACJI POMOCNICZYCH FUNKCJI WEZLA

Aby uniknaé opéinien w wykonywaniu funkcji podstawowych, funkcje
pomocnicze wezla bedg realizowane przez zadania pracujace na poziomie 2.
W wersji pierwszej beda uruchomione trzy takie zadania.

Uruchemiane cyklicznie zadanie testowanis bgdzie przede wszystkis
kontrolowa¢ poprawno$é¢ dzialania adepterdw liniowych, sygnalizujac ewens
tualng niesprawnosé przez wywolanie zadania (Z1P32) pracujgcego na po-
ziomie 3, aby zainicjowal rozlgczenie polgczeit logicznych wykorzystujg-
cych te linig. Zadanie testowania bedzie réwniez kontrolowal potgcze-
nia wirtualne likwidujgc opisy kanaléw, w ktérych przez zbyt diugi czas
nie byl przesylany Zaden pakiet.

Zadanie obrébki pomiaréw i diagnostyki wezla, uruchamisne cyklicz-
nie lub na 2gdanie, bedzie wyprowadzaé raport o zarejestrowanych zdarzes
niasch i zebranych pomiarach.

Zsdanie obstugi operatora bedzie umozliwiac¢ kontrole i ingeren-
cje w prace wezta (np. wiaczsnie 1 wylaczanie poszczegélnych linii).

Dla zada#h poziomu 2., bedg istnieé pewﬁb udogodnienia uniwersalne, ula-
twiajgce realizacje réznych funkcji pomocniczych. Zadanie poziomu 2.
moze by¢é wywolywane przez dowolne zadanie poziomu 3. lub 4. Zwlaszcza
zadanie zegara moze cyklicznie uruchamiaé rézne zadania poziomu 2. Do
wywolywania zadarhh poziomu 2. situzg podprogramy uaktywnienia zadah. Za-
danie wywolujgce moze przekazywaé zadaniu wywolywanemu jednoslowowy pa-
rametr. Zadanie poziomu 2, moze wywolaé inne zadanie poziomu 2., prze-
kazujgc mu jednostowowy parametr. Pozwala to na tworzenie taricuchéw
zadah wywolywanych przez jedno zdarzenie (np. driver monitora ekranowe-
go po cdebraniu wiersza, wprowadzonego przez operatora, uruchamia zada-
nie obslugi operatora, a to - po rozszyfrowaniu polecenia - wywoluje za-
danie obrébki i miernictwa w celu wyprowadzenia raportu o zebranych da-
nych pomiarowych i diagnostycznych).

Zadanie poziému 2. moze wywola¢ (przez podprogram usktywniania za=-
dan) jedno z oémiy (w pierwszej wersji) zadah poziomu 3. (Z@P32-Z7P32,
rys. 1), przekazujac mu parametr. Pozwsla to na ingerencje zadan pozio=-
mu 2. w wykonywanie podstawowych funkcji wezla (np. po wykryciu awarii),
Zadanie poziomu 2. moze uruchamiaé¢ drivery podstawowych urzadzen zewng-
trznych w celu zainicjowania transmisji wejécia/wyjsécia. Zadanie okres-
la adres pole sterujacege i uruchamia koordynator instrukcjg przerwsnia
programowego (TRAP@). Zadanie otrzymuje informacje o zakohczeniu trans-
misji (stowo odpowiedzi w polu sterujacym).
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Zadanie poziomu 2. moze sieg zawieszaC¢. Po zawieszeniu zadanie zos-
tanie wznowione w chwili, gdy Zzadne inne zadanie poziomu 2, nie bgdzie
czeka¢ na wykonanie.

6. PRZEWIDYWANY ROZWOJ OPROGRAMOWANIA VIEZLA

Omawiana tu pierwsza wersja oprogramowania wezla zostala uruchomiona
do kofica roku 1981, W roku nastgpnym przeprowadzono badania we¢zla w
réznych zestawach sprzetu (wezet-wezel, wezel-komputer komunikacyj=-
ny, trzy wezly, praca w sieci komputerowej).

Przewiduje si@, Ze oprogramowanie wegzla bedzie rozwijane w nastgpu-~
jecych kierunkech:

- dolaczenie drivera dyskéw w celu skiadowania informacji pomiaro-
wo-diagnostycznych, a nastgpnie przeksztalcenie koordynatora w naklad-
kowy system operacyjny z bibliotekg zadat poziomu 2., przechowywana na
dysku; ’

- rozwdj oprogramowania miernictwa i diagnostyki wezla oraz podsie-~
ci komunikacyjnej i zrealizowanie centrum pomiarowego\podsieci w weile;

- opracowanie drivera multipleksera i zrealizowanie wgzle spelnia-
jacego funkcje koncentratora terminali podigczonych bezposrednio do
siecij

- opracowanie driveréw dla adapteréw liniowych na wyzsze szybkosci
transmisji;

- adaptacja oprogramowania wezla dla innych minikomputeréw tej ro=-
dziny (SM-4, MERA-60) ;

- opracowywanie systeméw liczacych (na podstawie systemu operacyjne-
go wezla) do innego zastosowania, np. dydaktyki, leboratoriéw naukowo-
-badawczych itp.
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STRUCTURE OF COMMUNICATION SUBNETWORK NODE SOFTWARE

To integrate computational resources of various university centres
in Poland a communicaticn subnetwork for the interuniversity computer
network is being prepared by the Computer Centre of the Wroctsw Techni-
cal University. The paper presents the solution of packet-switching
communication subnetwcrk (developed according to CCITT Recommendations
X.25). Node functions und possibilities of their realization on the

SM-3 minicomputers a-c ciscussed. A general conception of modular node
software structurc ‘.. vne SM-3 minicomputers as well as the wey in

which the primary o ¢ .econdary node functions can be realized are pre-
sented. The datz .oy through the node and actions performed by indi-

vidual software moru.~s in a typical situation of virtual cell are also

discussed.
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Jozef LEwOC®!

Koordynator wezta podsieci komunikacyjnej

W artykule oméwiono koordynator wezla podsieci komunikacyjnej
dla.sieci komputerowej MSK. Przedstawiono uwarunkowanie czaso-
we dla réznych procesdw  wykonywanych w wezle. Podano sposéb
synchronizacji réznych proceséw przez koordynator, uzasadniony
przedstawionym uwarunkowaniami czasowymi, Do sznchronizacji
proceséw zastosowano zmodyfikowane semafory Dijkstry oraz bufo-
ry cykliczne.

1. WSTEP

Brak standardowego systemu operacyjnego, ktéry mégiby byé wykorzys-
tany w wezle Migdzyuczelnianej Sieci Komunikacyjnej (MSK) & tworzonym na
minikomputerze SM-3, zmusil Centrum Obliczeniowe Politechniki Wroclaws-
kiej do opracowania pelnego oprogramowania wegzla podsieci komunikacyj-
nej lgcznie z systemem operacyjnym ukierunkowanym na zastosowania sie-
ciowe. Jadro tego systemu operacyjnego stanowi koordynator, ktéry kie-
ruje praca wezla, posredniczac w przekazywaniu sterowania pomiedzy réz-
nymi procesami wykonywanymi w weZle. Projektujac koordynator dla wezila
podsieci komunikacyjnej uwzgledniono uwarunkowania (zwlaszcza czasowe)
wystepujace w tym zastosowaniu oraz udogodnienia dostarczane przez mini-
komputer SM-3, w tym mozliwo$¢ pracy na jednym z od$miu pozioméw priory-
tetéw bezwzglednych (z wywlaszczaniem) oraz mechanizm stosu [11.

x)

Centrum Obliczeniowe Politechniki Wroclawskiej, Wybrzeze Wyspiafis-
kiego 27, 50-370 Wroclaw
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Ogélné strukture oprogramowania wezla podsieci komunikacyjnej MSK
oméwiono w pracy (2)1. Natomiast w niniejszej publikacji opisano koor-
dynator i jego dzialanie majgce na celu odpowiednie zsynchronizowanie
réznych proceséw w wezle ze strumieniem zgloszefi zewnetrznych, odbiera-
nych przez jednostke centrelng wezia.

2, UWARUNKOWANIA CZASOWE DLA OPROGRAMOWANIA WEZLA

W podstawowej monografii na temat sieci teleinformatycznych [31
przedstawiono rozwigzanie sterowania poigczeniami migdzywezlowymi, zas-
tosowane w pierwszej wersji sieci ARPA, W rozwigzaniu tym odebranie pa-
kietu z wezta sgsiedniego powoduje zablokowanie odbiornika adaptera li-
niowego az do chwili, gdy stang sig dostepne potrzebne zasoby, takie
jak czas jednostki centralnej lub bufory dla nastepnych pakietéw. Ko-
pie wysylanych pakietéw sa przechowywane w wezle Zrédiowym az do chwili,
gdy wezei otrzyma potwierdzenia o poprawnym odebraniu poszczegélnych pa-
kietéw. Brak takiego potwierdzenia powoduje, po okreélonym czasie, po-
nowne nadanie pakietéw, dla ktérych nie otrzymano potwierdzenia odbioru.
Blokowanie odbiornika adaptera liniowego na czas zajgtosci jednostki
centralnej wgzla skutecznie eliminuje potrzeb¢ nadaznej pracy wezla.

W sieci MSK nie mozna zastosowaC takiego rozwiazania. Zgodnie z
protokotem liniowym LAPB (4), implementowanym w sieci MSK, wezel lub a-
bonent sieci MSK moze przesyla¢ do wspélpracujgcego wezla lub abonenta
ciag ramek informacyjnych w liczbie okreslonej przez tzw. okno (w pierw-
szej wersji sieci MSK przyjeto szeroko$é¢ okna 7). Zablokowanie odbior-
nikéw adapteréw liniowych moze spowodowa¢ gubienie odbieranych znakéw
(w adapterach liniowych stosowanych w wezle podsieci komunikacyjnej nie
ma buforéw dla wigkszej liczby znakéw niz dwa (5], a odbieranie poszcze-
gélnych znakéw wymaga wykonania programu obslugi przerwan pochodzgcych
z adaptera liniowego), & co za tym idzie - konieczno$¢ ponownej trans-
misji %2le odebranej ramki lub grupy ramek.

Z uwagi na to, ze powtérne nadawanie ramek rozpoczaC sig moze dopie-
ro po uptywie wielosekundowego limitu czasowego od chwili nadania pierw-
szej ramki, dle ktérej nie zostanie odebrane potwierdzeniec prawidiowego
odbioru, zjawisko gubienié znakéw jest bardzo niepozgdane. Fo pierwsze,
powoduje td zasadnicze zwigkszenie opdznienia tranzytowego dla pakietdw
przesylanych przez podsie¢ komunikacyjna (od ulamkéw sekundy do wielu
sekund) . Po drugie, zmusza do dlugotrwalego przechouywania hapii nada-
wanych ramek, w wyniku czego w wezle zrédiowym bufory informacyjne sa
zajgte przez ditugi czas. Moze to doprowadzicC do przeciazenia vizzla
irédlowego i dalszego znacznego zwigkszenia czasdw przejicia pakietow
przez ten wezel.
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Nalezy takze zauwazyC, ze prawdopodobiefs.wo gubienia znakéw i wy-
nikajgcej stad koniecznod$ci powtérnej transmisji ramek bedzie oczywié~
cie tym wigksze, im intensywniejszy bedzie ruch pakietéw w sieci. Za-
tem wtedy, kiedy sie¢ bedzie najbardziej potrzebna abonentom, bedzie
pracowaé¢ najgorzej (w sensie wprowadzania najwigkszego opéznienia tran-
zytowego pakietéw w podsieci komunikacyjnej). Wynika stad potrzeba po-
dziatu funkcji realizowanych przez wezel pomiedzy pseudowspéibiezne pro-
cesy, dla ktérych nalezy stosowal szeregowaniec z wywlaszczaniem, to zna-
czy pracujace na réznych poziomach priorytetéw bezwzglednych (i6,71).
Przede wszystkim procesy obstugi adapteréw liniowych powinny mie¢ mozli-
wie najlatwiejszy dostep do zasobéw wezla, w tym do czasu jednostki cen-
tralnej. Uwarunkowania czasowe wynikajgce z oceny najbardziej niesprzy-
jajgcych okolicznosci, jakie mogg wystgpic w wezle podeieci komunikacyj-
nej MSK, okredlono w pracy (2], Wynika z nich potrzeba ograniczenis
czasu wykonania tych proceséw do okolo 280 ps/znak. Przy tym odcinki
czasu, w ktdérych procesy obstugi adapteréw liniowych nie moga uzyskacd
dostepu do jednostki centralnej z powodu zaangazowania jej w wykonywa-
nie innych proceséw (np. obstugi zegara lub koordynatora), powinny byc
mozliwie jak najkrétsze,

Procesy analizy odbieranych informacji na poziomie liniowym i pa-
kietowym ((4,8)) wytwarzania odpowiednich pakietéw i ramek odpowiedzi
oraz kolejkowania powinny byC réwniez realizowane mozliwie szybko, aby
zmiriimalizowad opédznienie tranzytowe pakietéw w weile. Warunek nadgz-
no$ci dla tych proceséw mozna okresli¢ na podstawie diugosci buforéw
cyklicznych wykorzystywanych przez procesy obstugi odbiornikéw ..dapte-
réw liniowych i szybkoéci transmisji w stosowanych lgczach., Tutaj ju-
bienie znakéw i wynikajaca stgd koniecznos¢ powtérnej transmisji ramek
z jej negatywnymi skutkami nastepuja w razie przepelnienia dowolnego
bufora cyklicznego.

Gdy diugod¢ buforéw cyklicznych wynosi 512 sléw (przyjeto tak w
pierwszej wersji wezla), co pozwala na buforowanie 512 znakéw (proces
obstugi odbiornikéw adapteréw liniowych wykorzystuje jedno sitowo na od-
bierany znak, gdyz oprécz bajtu danych czyta tez bajt kontrolno-steru-
jacy wytwarzany przez adapter liniowy), i szybko$é transmisji wynosi
2400 bitdw/s, wéwczas przepelnienie bufora mcie nastgpié najwczesdniej
po czssie:

- 512 znakdw 2178
2400 bitdw/s : 8 bitdw/=nak *
Scy cuas wykorania wynosi kilka czy nawet kilkadziesigt milisekund

fa geden proces o tym  charaktervze oraz liczbz procesdéw jest ogranicro-

nu co idlkunastu, wéwczas irie powinre byé trudnodci w uniknigciu gubiz~

nia Zrvkdw 7 powodu przegelniconie weilicicwych buforéw cyklicznych,
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Znacznie trudniejszy do spelnienia, jak i do badania, jest warunek,
aby nie dopusci¢ do zajecia zbyt duzej liczby buforéw z puli, jaka dys-
ponuje si¢ w weile na ramki wysylane z tego wezta. Ocena wplywu gospo~
darki buforami na charakterystyki uzytkowe wezla begdzie jednym z tema-
téw prac badawczych, jakie sa przewidywane do przeprowadzenia dla sieci
MSK.,

W wezle nalezy takie wykonywal pewne procesy o charakterze pomocni-
czym, np, przetwarzanie i rejestracje pomiaréw i diagnostyki, dla kté-
rych nie narzuca si@ trudnych uwarunkowah czasowych, a ktére powinny
wywiera¢ mozliwie jak najmniejszy wplyw na czas wykonywania proceséw
podstawowych.

3, KOORDYNATOR PROCESOW PODSTAWOWYCH

Koordynator proceséw podstawowych (rys. 1) zaprojektowano w taki
sposéb, zeby procesy najbardziej pilne miaty najwyzszy priorytet bez-
wzgledny, a synchronizacja réznych proceséw powodowala mozliwie jak
najkrétszy czas niedostgpnos$ci jednostki centralnej dla proceséw naj-
bardziej pilnych. S

Na rysunku 1 pominieto procesy pracujace na najwyzszym 7, poziomie
priorytetu w minikomputerze SM-3, Ten poziom priorytetu jest bowiem za-
strzezony dla procesdéw wyjatkowych, takich jak na przyklad inicjacja
pracy wezla po wlaczeniu zasilania, czy obstuga sygnaiu zaniku zasila-
nia.

Procesy pracujgce na poziomie priorytetu 4:6 sa inicjowane przez
zdarzenia sygnalizowane przerwaniami zewng¢trznymi lub programowymi. Po-
ziom priorytetu 6. jest przeznaczony dla najpilniejszych proceséw (ob-
stuga przerwat od adapterdédw liniowych i zegara wewngtrznego) .

Poziomy priorytetu 4, i 5, zarezerwowano dla proceséw obsitugi urza-
dzet zewngtrznych zgodnie ze standardowymi ustaleniami producenta mini=-
komputeréw SM-3, Do procesdw analizy, przetwarzania i kolejkowania ra-
mek oraz pakietdw przeznaczono poziom priory.etu 3.

Podczas projektowania synchronizacji proceséw najpilniejszych i
mniej pilnych proceséw podstawowych mozna byle przyjaé zalozenic, ze
procesy najbardziej pilne (na poziomie 6.) inicjuja prace procesdw mniej
pilnych (na poziomie 3,), natomiast bezposrednie inicjowar..e proceséw w
kierunku odwrotnym nie jest potrzebne. Yynika to z charakteru zastoso-
wania, w ktorym strumien zgloszed przerwan z adapteréw liniowych i zega-
ra m. synchronizowal pracg wezla., 0Dla procesdédw pomocniczyrh zastrzezo-
no poziom priorytetu 2. 0o synchronizacji procesdw na poziomie 3. przez
procesy na poziomie 5§, zastosowano zmocyfikowane semafory ODijkstry (3,
6,7,91.
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Jedli dowclay proces na poziomie 6., zainicjowany przez sygnal
przerwania zewnetrzr.eqo stwierdzi, 2e zdarzenie sygnalizowane przez ten
sygnal wymaga zainicjowania procesu 3(3,6) na poziomie 3. (jak np. za-
koficzenie transmisji ramki lub odliczenie 50 impulséw renara wewnetrz-
nego, tj. odmierzenie 1 s), to zwigkszy o 1 zawarto$é¢ semafora liczni-
kowego S3(3,6) (J¢{@,1,...,N}) (czyli wykona operacje V(s3(3,6)) wed-
tug terminologii Dijkstry i przekaze sterowanie do koordynatora. Ten
ustawia priorytet 5., umorliwiajac w ten sposéb dostep do jednostki cen-
tralnej dla proceséw na poziomie 6., i ustawia dwustanowy semafor S
zgadania pracy pozicmu 3., wykonujgc na nim funkeje V(S). Operacja ta
jest wykonywana przez wielowejsciowy (re-entrant) segment koordynatora,
gdyz moze byé przerwana i ponownie uruchoumiona przez proces na pozio-
mie 6. Predykat badejecy czy pracowal proce. na poziomic 2. (przez
sprawdzenie slowa stanu procesora przechowywanego na szczycie stosu,
gdzie zostalo ono umieszczone w wyniku odebrania ostatniego sygnalu
przerwania przez jednostk¢ centralng) wyznacza . czy nalezy sprawdzaé
potrzebe zainicjowania procesu na poczlr~ric . Jesli nie, to nalezy od-
daé sterowanie do ostatniego przerwanego procesu. Jesli tak, to rozpo-
czyna sig@ wykonywanie funkcji P ne semaforze S przez sprawdzenie czy
S =0, Sprawdza si¢ na poziomie pricrytetu 6., aby uniemozliwié jego
przerwanie w celu wykonania procesu, k' :ry mégtby wvkona¢ znéw funkcje
V(S). Mogloby to bowiem doprowudzic du togo, ze ~terowznie zostaloby
oddane do - zerw:AQo procesu na poziomie :., mimo ustawionego semafo-
ra s,

Gdy jest ustawiony serafo~ S, tu nastepuje przejdcie na poziom 3, i
rozpoczecie wykonywanie funkcji Vv %ol:jno na semaforach sS@(3,6),...,
SN(3,6). Jes$li semafor licznikowy Sk(3,6), k€{P,...,N] jest niezero-
wy, to zostanie uruchomiony proces k(3,6), ktéry zmniejsza tez zawar-
to$é semafora Sk(3,6).

W rzeczywistodci dwa procesy w wezle (zadania Z@#P36 i Z2P36 {1)) wy-
korzystuja jeszcze nastepny poziom semaforéw licznikowych, ktére okres-
laja liczbe zdarzer inicjujacych dla poszczegdélnych laczy.

Regulamin obslugi semaforéw sk(3,6), ke@,...,N przyjeto w taki spo=-
s6b, aby zapewnié¢ mozliwie sprawiedliwy podzial czasu jednostki central=-
nej pomiedzy poszczegdlne procesy i nie gromadzié nadmiernej liczby pa-
kietéw w wezle,

~ Procesy na poziomie 3. moga by¢ inicjowane takze przez procesy po-
mocnicze wykonywane na poziomie 2. VWtedy ograniczcnia czasowe nie sa
tak bardzo istotne, jak dla procesdw na poziomie 6. i mozna zastosowac
bardziej zlozony mechanizm synchronizacji. Do komunikuicji migdzy pro-
cesami na poziomie 2. a procecsami na poziomic 3. wykorzystuie sig Lufor
cykliczny 8(3,2). Bufor ten jest wypelniany przez proces ojca na pozio-
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mie 2., ktdéry steruje wskaznikiem L(3,2) pierwszej wolnej pozycji, a
oprézniany (zerowany) przez koordynator wywolujacy proces dziecka na po-
ziomie 3. Koordynator steruje tez wskaznikiem K(3,2), ustawiajac go na
nastepna pozycjg¢ bufora cyklicznego B(3,2) po wykonaniu procesu dziecka.

Proces ojca moze przekazaC procesowi dziecka jednoslowowy parametr w
nuforze B(3,2). Wskaznikiem przepelnienia bufors B(3,2) jest niezerowa
nozycja, na ktéra proces ojca prébuje wpisywaé wywolanie procesu dziec-
ka.

Podczas komunikacji przez bufor B(3,2) nie jest mozliwe Jego prze-
peinienie, gdyz podprogram ladujgcy go na zgdanie procesu ojca przeks-
zuje sterowanie na poziom 3. i proces dziecka zostanie wykonany przed
wznowieniem pracy procesu ojca. Zastosowano jednak bufor cykliczny,
aby w ten sposéb umozliwi¢ w przyszlodéci uaktywnianie proceséw na po-
ziomie 3., przez procesy na innych poziomach,

Jeéli K(3,2) = L(3,2), to nastepuje sprawdzenie czy ktérys z semafo~
réw si(3,6), i€0,...,N jest niezerowy. Je$li tak, to zostznie ponow-
nie przebyta droga badania semaforéw 5i(3,6), 1€0,...,N. Jedli nie,
to rozpocznie sig wykonanie funkcji V(S) na poziomie priorytetu 6.

Zastosowany dwupoziomowy mechanizm semaforéw (a w rzeczywistosdci
nawet trzypoziomowy dla pewnych proceséw 1(3.6)) pozwala na latwe wywo-
tywanie proceséw dzieci na poziomie 3, przez procesy ojcéw na poziomie
6. Wymaga sie bowiem tylko dodania jedynki do jednego lub dwéch semafo-
réw. Jednoczeénie zakaz przerwaf poziomu 6., jest ustawiony przez koor-
dynator wylacznie na czas wykonania instrukcji testowania semafora S.
Zadne wywolenie procesu i(3,6), 1 €{0,...,1} nie zostanie zgubione, mi-
mo 2e funkcje P i V nie sg chronione przed przerwaniem. Mozliwy jest
tylko pojedynczy jalowy przebieg przez kilka instrukcji petli gléwnej
koordynatora proceséw podstawowych, je$li zostanie wykonana funkcja
P(S) po wyzerowaniu semafora S (tj. zakohczeniu funkcji V(S)), a przed
ponownym rozpoczeciem wykonywania funkcji V(S) (na poziomie prioryte-
tu 6.).

4, KOORDYNATOR PROCESGW POMOCNICZYCH

Do wykonywania proceséw pomocniczych w wezle podsieci komunikacyj-
nej zastrzezono poziom priorytetu 2. Cze$¢ koordynatora odpowiedzialna
za sterowanie proceséw pomocniczych (rys. 2) ma charakter bardziej uni-
wersalny niz czeé¢ koordynujaca procesy podstawowe.

tia poziomie 2. m02e_pracowaé pewna liczba proceséw (do 7 w pierw=
szej wersji wezla). Procesy te moga by¢ wywolywane przez procesy na
noziouie 3, {np. cykliczne przez proces zegara) lub 4. (np. przez pro-
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ces obstugi klawiatury monitora ekranowego). Do synchronizacji jest

wykorzystywany bufor cykliczny 8(2,3) na zasadach podobnych doopisanych
dla bufora B(3,2). Jednak w tym przypadku nie jest wykluczone przepel-
nienie bufora i podprogram uaktywniania procesdéw poziomu 2. przez proce-
sy poziomu 3. lub 4, zawiera procedurg wyjgtkowa kesowania zaleglych
pozycji w buforze B(2,3).

Proces na poziomie 2. moze byCc wykonany, jesli ten sam proces nie
zostal wczed$niej zawieszony (na wlasne zadanie). Zadanie zawieszenia
procesu i polega na wywolaniu koordynatora (instrukcje skoku do pod-
programu) , ktdéry umieszcza adres wznowienia, slowo stanu i rejestry pro-
cesu i na i-tej pozycji tablicy zawieszonych proceséw na pozicmie 2.
Wznowienie zawieszonego procesu na poziomie 2. nastgpi wtedy, gdy koor-
dynator proceséw pomocniczych stwierdzi, Ze zaden inny proces na pozio-
mie 2. nie zgda czasu jednostki centralnej.

Procesy na poziomie 2. moga tworzy¢ lahcuchy, wywolujgc inne proce-
sy na tym samym poziomie. Proces ojca wywoluje proces dziecka dopisu-~
jac (za pomoca odpowiedniego podprogramu koordynatora) pozycje L(2,2)
do bufora 8(2,2) na zasadach podobnych do oméwionych wczedniej dla in-
nych buforéw cyklicznych. Przyktadem lahcucha proceséw na poziomie 2.
jest wywolywanie przez proces obslugi operatora wezla innego procesu na
poziomie 2., z przekazaniem jednosltowowego parametru do procesu dziecka.

5. KOORDYNATOR DRIVERGW PODSTAWOWYCH URZADZEN WE /WY

Procesy na. poziomie 2. mogg 2g9dacC transmisji z/na podstawowe urza-
dzenia zewngtrzne., W tym celu wykorzystuje sig instrukcj¢ przerwania
programowego TRAP@, V rejestrze zerowym proces zadajgcy zainicjowania
transmisji podaje adres pola sterujacego (rys. 2).

Jeéli 2gdanie jest prawidiowe, to koordynator uruchomi odpowiedni
driver od adresu z tablicy podstawowych urzgdzen WE/WY. Oriver sygna-
lizuje zekoficzenie transmisji ustawiajgc stowo odpowiedzi. Jesli wywo-
tanie bylo bledne, to koordynator odda sterowanie do procesu zgdajgcego.
transmisji, przekézujac mu w stowie odpowiedzi informacje o zakonczeniu
transmisji z biedem.

Powrét do procesu, ktéry wysial zadanie transmisji nastgpuje przez
koordynator wedlug adresu istowa stanu, zapamigtanych na stosic podczas
wykonywania instrukcji TRAP@. Koorcynator zapcwnia talkze, jak i w ra-
zie przerwafi zewnetrznych, odtworzenic zawartodci rejiestrde dla procesu
2gdajacego transmisji,
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Tablica podstawowych

“\ urzadzen WE-WY
Wejsécie po
i

nstrukcji TRAP / Typ Qi;eﬁr:;;;:;ga

g -
2y N 1 | Czytnik tasm
typ poprawny? ‘ Y Y
2 Perforator tasmy
3 DZM
4 -
1
DRIVER Koniec 5 Ekran monitora
transmisji
Wywolywany z bledem
3
Pole sterujace
Wejscie
do koordynatora - tryb
dla poziomu 4, - typ

Stowo odpowiedzi

Adres bufora

Liczba znakéw

Rys.3. Koordynator driveréw podstawowych urzadzen WE/WY
Fig.3. Coordinator of Basic 1/0 Peripheral Drivers

6. UWAGI KONCOWE

Koordynator we¢zla podsieci komunikacyjnej, tworzonej dla sieci MSK,
stanowi jadro prostego systemu operacyjncego dla minikompufera SM=3, u=
kierunkowanego na zastosowanie sieciowe. Choé pierwsze wersje wezla be-
da posiadac koordynator dla proceséw rezydujaecych w pamieci operacyjnej,
to jednak przewidziano mozliwo$¢ tatwej rozbudowy tego koordynatora i
przeksztaicenie go w nakladkowy, dyskowy system operacyjny. W tym przy-
padku procesy pracujace na poziomie 2., dla ktdédrych uwarunkowania czaso-
we nie sa zbyt ostre, rezydowalyby w bibliotece na dyskach 1 byly spro-
wadzane do pamigci operacyjrej wdwczas, kiedy bylyby potrzebne.

Przedstawiona wersja koordynatora umozliwia nadazna prace wezla w
warunkach, jekie sa przewidywane na pierwszych etapach badan i wdraza-
nia sieci MSX, Przejscie na wigksze predkosci transmisji wymagal bedzie
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zmiany adapteréw liniowych na adaptery z buforowaniem informacji i bhez-
podrednim dostepem do pamigci oraz, oczywidcie, opracowania odpowiedJ
nich driveréw.

Przedstawiony koordynator pozwala na tworzenie modulowych struktur
programowych w celach podobnych do stawianych przed wegzlem podsieci ko-
munikacyjnej. Zwlaszcza udogodnienis dostepne dla proceséw pracujgcych
na poziomie 2. maja charakter uniwersalny, podobny do udogodniefh zapew-
nianych przez inne systemy operacyjne czasu rzeczywistego,
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COMMUNICATION SUBNETWORK NODE COORDINATOR

The paper presents a coordinator (monitor) of communication subent-

work node for the MSK computer network. Time limitations for various

processes to be performed in the node are discussed. The way of synch-

ronizaticn of various processes realized by tie coordinator and justi-
fied by the time limitations is presented. For synchronization of pro-
cesses, the modified Dijkstra’s semaphores and cyclic buffers are used.
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Inicjacja pracy i restart wezta podsieci komunikacyjnej

Oméwiono sprzetowy ukiad automatycznego restartu minikomputeras
SM-3 i obsiugujgce . go programy w systemie operacyjnym wezla.
Przedstawiono zasad@ jego pracy i sposéb inicjowania systemu o-
peracyjnego wgzita podczas wykonania automatycznego restartu,

1. WSTEP .

Dla systeméw pracujacych w czasie rzeczywistym reczne ?ruchamianie
systemu po wystgpieniu nieprawidlowod$ci pov.=dujacych jego niewtasciwa
pracg jest nie do przyjecia. Wymaga bon.em kazdorazowo interwencji o=
peratora oraz zwigksza czas niecoperutywnodci systemu, Aby zwigkszyé o-
peratywno$¢ systemu nalezy wpsowadzié automatyczny restart, ktéry jedno-
czeénie pozwoli na ogranitzenie_operatorskiego nadzoru,

W najprostszej wersji automatyczny restart zapewnia uruchom;gnie
gsystemu od poczatku, w wersfi ba}dziej ztozonej pozwala réwniez na wyko-
rzystanie danych,wcze$niej zachowanych w tym celu [3]1. Ze wzgledu na
brak w chwili obecnej rozeznanisa, jakie dane wezla beda niezbedne i moz-
liwe d% Qrzachowywania i wykbrzystania po restarcie, opracowano wersje
najprostsza, polegajaca na automatycznej inicjacji pracy systemu w za-
danych warunkach poczgtkowych.

x)

Centrum Obliczeniowe Politechniki Wroclawskiej, Wybrzeze Wyspians-
kiego 27, 50-370 Wroclaw
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Automatyczny restart systemu operacyjnego w@zla zewiera dwa elemen-~
ty: sprzetowy uklad restartu i obsktugujecy/go program. Oba te elemen-
ty zostang opisane ponizej.

2. ZASADA PRACY AUTOMATYCZNEGO RESTARTU

Dzialanie auiomatycznego restartu opiera sig na pobudzaniu sprzg-
towego ukladu restartu impulsami generowanymi programowo co okreslony
staty odcinek czasu. Impulsy te swiadczg o poprawnej pracy systemu o-
peracyjnego. Brak pobudzenia sprzetowego ukladu automatycznego restar-
tu po upltynieciu kolejnego odcinka czasu powoduje generacje przerwania
wewnetrznego w procesorze i wywolanie podprogramu obstugi. Zadaniem
tego podprogramu jest przeslanie z pamieci dyskowej do pamieci operacyj=-
nej kopii systemu operacyjnego wezia i zainicjowanie jego pracy.

2.1, Uktad sutomatycznego restartu

Zaprojektowany uklad restartu ma postac¢ dodatkowego pakietu umiesz-
czonego w panelu procesora SM-3. Do pobudzania ukladu wykorzystano syg-
nat powstajgcy po zdekodowaniu nielegalnego kodu operacji7. W razie bra-
ku sygnatu pobudzajacego po zadanym odcinku czasu, co $wiadczy o niepra=-
widlowym dziataniu systemu operacyjnego, uklad generuje sygnal RESTART,
ktéry wywoluje przerwanie wewnetrzne i przejscie do wykonywania progra-
mu, ktérego adres jest umieszczony w komdrce @P24. Uklad jest wyposazo-
ny w licznik nieudanych restartéw, ktéry po wykonaniu bez powodzenia n
restartdw zatrzymuje prace systemu sygnalizujgc awarieg.

Uk lad skonstruowano w ten sposéb, by wiaczal sig@ automatycznie do
pracy po wykryciu pierwszego rozkazu o kodzie 7. Rozwigzanie takie po=-
zwala na wykonywanie przez procesor bez jalkichkolwiek interwencji ope-
ratora réwniez programdéw nie uzywajacych ukladu automatycznego restartu,
Vi takich przypadkach uktad nie jest witaczany {(bralk rozkazu o kodzie 7 ).

Schemat blokowy ukladu przedstawiono na rys. 1. Gkilada sig on z:

- przerzutnike monostabilnego odmierzajacego czas pomigdzy dwoma ko-
lejnymi pobudzeniami (3),

- przerzutnika monostabilnego generujacego sygnat przerwania (4),

- ukladu ustawiania stanu poczatkowego (7),

- 3-bitowego licznika nieudanych restartéw (5),

- przerzutnika blokady (6).

Fo zataczeniu napiecia zasilajaccgo w procesorze ullad ustawiania
stanu poczatkowego (7) generuje pojedynczy impuls wynuszajacy za posred-
nictwem przerzutnika blokady (6) stan, ktéry zapobiega pobudzeniu prze-
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Rys.1. Ukiad automatycznego restartu
Fig.1. Automatic restart device schematic diagram

rzutnika monostabilnego odmierzajgcego czas. W ten sposdb procesor mo-
ze wykonywaC programy, ktére nie posiadajg procedur obstugi ukladu auto-
matycznego restartu. »

Uktad rozpoczyna pracg po pobudzeniu pierwszym wygenerowanym progra-
mowo (po wykonaniu rozkazu nielegalnego) impulsem RN7. Impuls ten ze-
ruje licznik nieudanych restartéw i zmienia stan przerzutnika blokady,
pobudza przerzutnik monostabilny 3, ktéry zaczyna generowa¢ impuls o
dtugodci nieco wigkszej niz okres pobudzania ukladu restartu. Przerzut-
nik 3 ma mozliwo4¢é ponownego wyzwolenia bedac w stanie generacji impul-
Su.

Jezeli wigc impulsy wyzwalajgce bgda pojawialy sie w regularnych od-
stepach czasu, to przerzutnik monostabilny 3 bedzie zawsze w stanie ge=-
nerowania impulsu, Jezeli impuls pobudzajgcy nie pojawi si¢, to prze-
rzutnik monostabilny 3 zakoficzy generowanie impulsu wyzwalajac przerzut=-
nik monostabilny 4, Przerzutnik ten generuje sygnai RESTART wywotujacy
W procesorze przerwanie wewngtrzne, Jednoczedénie jest dodawane jedynka
do licznika nieudanych restartéw i pobudzany jest ponownie przerzutnik
monostabilny 3. Jesli restart uda sig, to po przestaniu do pamigci pro-
cesora kopii systemu operacyjnego zaczna pojawia¢ sig generowane progra=-
mowo impulsy RN7, podtrzymujac dzialtanie ukladu. Wyzerowany zostanie
licznik nieudanych restartéw. Z podanej zasady wynika dobér czasu trwa-
nis impulsu generowanego przez przerzutnik monostabilny 3. Musi on by¢
mianowicie nieco wigkszy od sumy czaséw transmisji kopii systemu do pa-
migci operacyjnej i inicjacji pracy systemu.

Jesli restart nic doprowadzi do wznowienia pracy systemu operacyj-
nego, to pobudzanie kolejno przerzutnikdw monostabilnych 4 i 3 bedzie
odbywaC¢ sig¢ do czasu, gdy przepelnienie licznika nieudanych restartéw §
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spowaduje zmiang stanu przerzutnika blokady 6, co sygnalizuje trwa-
te uszkodzenie procesora.

3. ODNOWA PRACY SYSTEMU OPERACYJINEGO WEZtA

Przedstawiona na rysunku 2 metoda automatycznego restartu zapewnia
rozpocz@cie pracy systemu operacyjnego wezla od warunkéw poczgtkowych w
razie jego blednej pracy. :

Zadanie zegara systemu operacyjnego podczas kazdego przebiegu, tj.
co 1 s, modyfikuje i spraﬁdza liczniki kontrolne. Liczniki te sa odna-
wiane co ustalony czas przez rézne czeéci programéw systemu operacyjne-
go. W razie wyzerowania dowolnego z licznikéw uwaza sig, ze system nie
pracuje poprawnie, Wéwczas nie wykonuje sig rozkazu nielegalnego, ge-
nerdjqcego impuls RN7 pdbudzajqcy uktad automatycznego restartu. Spo-
woduje to zadziatanie ukladu automatycznego restartu i pojawienie sig
sygnatu RESTART. Sygnait ten powoduje przerwanie z adresem wektora prze-
rwania @24, Jest to takie samo przerwanie jak podczas zaniku i ponow-
nego pojawienia sie¢ napigé. Dlatego tez przed rozpoczegciem transmisji
dyskowej nalezy zaczeka¢ okolo 30 ms, co odpowiada czasowi ustalania
sie¢ napiecia stabilizowanego od momentu wlgczenia sieci. Po zainicjo-
waniu transmisji nastepuje przepisanie z pami@ci dyskowej do pamigci
operacyjnej kopii systemu operacyjnego wezia. Gdy transmisja jest Hie-
poprawna, wéwczas jej powtarzanie moze odbywal sig do 8 razy.

Po poprawnym przepisaniu systemu rozpoczyna si¢ obieg wstepny, Jest
to czescé programu systemu operacyjnego ustawiajaca warunki poczatkowe.
W obiegu wstgpnym zostaje wyslana instrukcja nielegalna w celu przeka-
zania ukzadowi restartu sygneiu poprawnej pracy oraz zostaje wysiany
komunikat o restarcie na drukarke mozaikowa t ekran monitora. Nastep-
nie jest wykonywany podprogram inicjowania adapteréw liniowych, zapew-
niajacy przygotowanie adaptera do odbioru i nadawania danych. Podpro-
gram ten ustawia w rejestrach kazdego z adapterdéw liniowych warunki po-
czatkowe pracy, zadajac wigczenia adaptera. Nastgpnie odmierzany jest
czas 1 s, Po tym czasie sprawdzany jest stan kazdego z adapterdéw. Je=~
zeli stan jest poprawny, to ustawione zostajg@ zezwolenia na pirzerwanie
odbiornika oraz wskaznik sprawnosci linii, Gdy brak potwierdzenia,
wéwczas zostaje ustawione w adapterze zezwolenie na przyjmowanie przer-
wah od modemu oraz do wektora przerwah jest wpisany adres programu ob-
stugi przerwaf od modemu, WskaZnik sprawnosci jest wyzerowany. Jeczeli
po pewnym czasie adapter po drugiej stronie linii stanie sig¢ gotowy do
hracy, sam wy$le "wywolanie”, co spowoduje przerwanie. Obsluga tego
przerwania bedzie polegala na wykonaniu takiej sekwencji rozkazéw, jak
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po otrzymeniu “potwierdzenia" oraz na koficu na zmianie wektors przerwa-
nia ne wektor wladciwy do obslugi przerwan odbiornika w systemie opera-
cyjnym wezta, tj. na wektor zwigzany z driverami adepterdéw liniowych,

Po takim utworzeniu kanaléw transmisji dla poszczegélnych linii jest wy-
koitywany w obiegu wstepnym podprogram inicjowania opiséw kanaiéw logicz=
nych.

Dalsza cze$é ohiegu wstgpnego obejmuje wykonsnie pedprogramu inicjo-
wvania puli buforéw oraz pedprogram inicjowania polaczend linii dla po-
ziomu 11510wago HMDLC, Nastepnle ustawiasne jest zezwolenie na przérwa-
nie dia zegara i klawiatury monitora ekranowsgo oraz po ustawieniu po-
ziomu priorytetu 2 przejsécie do zadania na poziomie 2, System jest
gotowy do pracy.

4, UWAGI KONCOWE

Zastosowany ukad automatycznege restartu jest prosty. Zbudewany
jest z czterech ukiadéw s$rednie] skali integracji, a jego zastosowanie
wymaga zmiany kilku polgczeh na pakiecie jednostki centralnej. Zapropo-
nowane rozwigzenie umozliwia ewentualna przyszig modyfikacje oprogramo-
wania polegajaca na zapamig@tywaniu pewnych informacji dotyczacych pracy
wezle i1 wykorzystaniu ich po restarcie. Nalezy jednak pamigtaé, ze po
zakoficzeniu transmisji dyskowej trzeba w odpowiednim czasie wysiac syg-
nat peprawnej pracy do ukladu restartu, tak aby czas T byl wigkszy od
czasu transmisji dyskowej zwigkszonego o wykonywang sekwencje rozkazsdw
obiegu wstgpnego do momentu wystgpienia instrukcji nielegalnej 7. Czas
trwania transmisji z dysku dla 32 k sXdéw wynosi okolo 220 ms. Przyjety
czas T wynosi 1 s,
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INITIATION OF OPERATION AND RESTART FOR COMMUNICATION
SUBNETWORK NODE

The paper presents a hardware device for automatic restarting of
the SM=3 minicomputer as well as service routines for the device in the
node operating system. The principle of cpe:ation of the device and
the way ir which the node operating system is initiated when performing
automatic restart are presented.
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Wspdéipraca operator-wezel w sieci komputerowej MSK

Oméwiono funkcje operatora wezla sieci komputerowej. Wskazano
czynniki ograniczajgce zakres funkcji, wynikajace z konfigura-
cji wezta. Podano liste¢ komunikatéw operatorskich przyjeta w
oprogramowaniu wezla realizowanego na minikomputerze SM-3 dla
sieci MSK,

1. WPROWADZENIE

Mimo automatyzacji przepiywu informacji w sieci komputerowej wiele
funkcji przypada czlowiekowi - operatorowi. Jego rola polega na wlag-
czaniu i wylgczaniu urzgdzer, dysponowaniu zasobami sieci i kontroli jej
pracy. Zakres funkcji operatora w znacznym stopniu zalezy od przezna-
czenia sieci, jej wielkosci, dostgpnych udogodniefh, a w przypadku wezla
- takze od jego konfiguracji.

W artykule oméwiono funkcje operatora wgzla sieci komputerowej oraz
czynniki decydujace o zakresie i sposobie ich realizacji w konkretnych
przypadkach. MNa tym tle przedstawiono rozwigzanie przyjete dla wezla
sieci MSK, realizowanego na minikomputerze SM-3,

x)
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2. FUNKCJE OPERATORA WEZLA

Dziatania operatora w wezle sieci komputerowej sa zwigzane z naste-
pujacymi grupami funkcji.
A. Podstawowe funkcje ruchowe, Obejmuja one przygotowanie wezla do

pracy (uruchomienie programu wezta, wtaczenie linii, wprowadzenie aktu-
alnej daty i czasu, modyfikacje pewnych parametréw programowych) i dzia=
tania awaryjne (wiaczanie i wylaczanie linii, zatrzymanie i restart pro-
gramu wezta i in.).

B, Ingerencje w funkcjonowanie sieci. W bardziej rozbudowanych sie-

ciach, dostosowanych do dynamicznych zmian, operator moze modyfikowac
strukturg sieci (przez wprowadzanie lub zmiany zasobéw sieci, wiacza-
nie/wylaczanie uzytkownikéw itp.) oraz jej funkcjonowanie (zmiany udo-
godnien sieciowych itp.).

C. Funkcje kontrolne, Kontrola pracy wezla sprowadza sieg do-reago;

wania na bledy sygnalizowane przez program wezla, inicjowania testdw
diagnostycznych podczas pracy wezta (jezeli takie testy przewidziano) ,
sprawdzania pewnych parametréw ruchowych wezla i inicjowania wyprowadza=-
nia raportéw zawierajacych syntetyczne informacje nagromadzone podczas
pracy wezta, Zakres funkcji tej grupy w znacznym stopniu zalezy od sto-
pnia rozbudowy warstwy diagnostyki i pomiaréw w programie wezia,

Wspélpraca operatora z wezlem odbywa sig z reguly poprzez urzgdze-
nie operatorskie (dalekopis, monitor ekranowy) z wykorzystaniem odpo-
wiednio zdefiniowanego zestawu komend i odpowiedzi, stanowiacego - w
skrajnym przypadku ~ specjalny jezyk. Propozycje takiego jezyka zawie~
ra praca [1]J. W opracowaniu systemu komend operstorskich istotna rolg
odgrywajg takie czynniki, jak: wielkos$¢ i mozliwosei rozbudowy sieci, po-
trzeby uzytkownikéw, system rozliczen, doswiadczenie projektantéw itp.

Istotnym ograniczeniem moze by¢ konfiguracja wezla: obstuga dialo-
gu operator-wezel wymaga bowiem stosunkowo zlozonych programéw do anali-
zy, kontroli poprawnoé$ci wprowadzanych komend, a takze ich realizacji,
VWlobec ograniczonej zawsze pamigci operacyjnej komputera v wgzle i raczej
sporadycznego charakteru pracy tych programdéw, czesto moze okaza¢ sie
konieczne stosowanie pamig.i zewngtrznej i nakladanie programéw. Dla-
tego w konfiguracjach wezla bez pamigci zewngtrznej zakres funkcji ope-
ratora musi by¢ z koniecznos$ci ograniczony.

Nalezy podkredli¢, ze zakres funkcji operatora powinien byé znany
juz w chwili projektowania struktury programu wezla, a szczegdlnie da-.
nych sieciowych, na ktérych operuje wgzel. Umozliwia to wybér struktur
danych, najbardziej odpowiednich zaréwno z punktu widzenia przetwarzania
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informacji w wezle, jak i tatwosdci dostgpu oraz modyfikacji przez pro=-
gramy wspdéipracy z operatorem,

3. ROZWIAZANIE DLA WEZLA SIECI MSK

W konfiguracji wezla sieci MSK (minikomputer SM=3 z pamigcia opera-
cyjna 28 k siéw, monitor ekranowy, drukarka mozaikowa, czytnik i perfo-
rator tadmy papierowej) w zasadzie nie przewiduje sie wykorzystania pa-
migci zewnetrznej. Wyjatek stanowi uzycie pamigci dyskowej jako urzag-
dzenia, z ktdérego taduje sig program podczas startu wezla lub automaty-
cznego restartu [3],

Fakt ten, a takze prototypowy charakter sieci MSK, zadecydowaly o
wyborze ograniczonego zestawu funkcji operatora, zapewniajacego dostep
do wezta w zakresie niezbgdnego minimum, ktdére obejmuje:

- startowanie i restartowanie wezla,

- wprowadzanie aktualnej daty i czasu,

- odczyt wartos$ci danych pomiarowo-diagnostycznych zbieranych na
biezgco (liczniki bledéw réznego typu, usrednione wartoséci niektédrych
parametréw ruchowych itp. (51),

- wyprowadzanie raportéw cyklicznych i na zgdanie operatora z moz-
liwoscia wyboru urzadzenia (drukarka, perforator tadmy, monitor ekrano-
wy) i wstrzymanie raportowania,

- modyfikacje niektdrych parametréw wezla (tylko dla personelu upra-
wnionego).

Przyjeto, ze kontakt operatora z wezlem odbywacC sig¢ bedzie przez mo-
nitor ekranowy z wykorzystaniem prostego systemu komunikatéw.

3.1, Lista komunikatéw

Ponizej opisano komunikaty operatorskie dostgpne w realizowanej
wersji oprogramowania wegzta. W podanych opisach parametry liczbowe sa
liczbami ésemkowymi, najwyzej 6-cyfrowymi, natomiast Y LLF> i <KCR>
oznaczaja odpowiednio klawisze spacji, zmiany wiersza i powrotu karetki.

\iprowadzanie/wyprowadzanie daty (DA). Aktualna date wprowédza sig

komunikatem
DAgdd-mmm-rr {CR) ,

gdzie: dd - dziehh miesigca, mmm - miesiac (poczatkowe 3 litery nazwy
miesiaca w jezyku polskim), rr - rok (dwie ostatnie cyfry). Komunikat
0 postaci

DA LCRD>

powoduje wyprowadzenie aktualnie ustawionej daty,



; Andrzej Stanisz
Wprowadzanie/wyprowadzanie czasu (T1) . Aktualny czas wprowadza sig
komunikatem

TIg gg:mm:ss CR) ,

gdzie: gg‘- godzina, mm - minuty, ss - sekundy. Komunikat o posta-
ci

TI <CRY

powoduje wyprowadzenie aktualnego czasu.
Zmiana uprawnieh (LO, FI). Dostep operatora do niektérych funkcji
mozliwy jest dopiero po wprowadzeniu hasla komunikatem o postaci:

LO hasto <CR) ,

gdzie haslo jest ciggiem znakéw w kodzie ASCII, ustalonym w chwili ge-
nerowania oprogramowania wgzla. Komunikat

FI LCRD

przywraca pierwotny stan programu i blokad¢ zastrzezonych funkcji.

Wyprowadzanie/zmiana zawartoséci komérki (MO). W normalnym stanie
uprawrded (przed wprowadzeniem komunikatu LO) operator moze zazgdaé wy-

prowadzenia zawarto$ci ciggu komdérek rozpoczynajgcego sig¢ od podanego
adresu, wprowadzajgc komunikat MO, a nastgpnie znaki LLFD> i CRD> w
sekwencji jak nizej (informacje wyprowadzane przez program podkreélono):

MOy ad1 <CR>

adl/zawl <LF>

ad2/zaw2 <LF>

adn/zawn <CR>
gdzie adl jest adresem pierwszej komérki do wyprowadzenia, zawl - jej
zawartoécig, za$ ad2, zaw2,,..., adn, zawn oznaczajg odpowiednio adresy
. 1 zawartodci kolejnych siéw wyprowadzanego obszaru.

W stanie rozszerzonych uprawniet (po wprowadzeniu komunikatu LO) o-
perator moze zmieni¢ zawartos¢ komérki w odpowiedzi na wyprowadzenie do-
tychczasowej, jak pokazuje sekwencja:

MOg adl <CR>

adl/zawl: ¢ nzawl <LF>

ad2/zaw2: Y nazw2 <LF>

adn/zawn: ¥ nazwn <CR >,
gdzie: adl, zawl,...,adn, zawn meaja takie samo znaczenie jak poprzed-
nio, a nzawl,...,nzawn oznaczaja nowe zawartosci komérek. Pominigcie
nowej zawartosci (tj. wprowadzenie znaku &LF> 1lub <CRD bezposredrio
po wyprowadzanej dotychczasowej zawarto$ci) spowoduje, ze zawartos$¢ od-
powiedniej komérki pozostanie bez zmian,
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W obu postaciach komunikatu znak <LF> jest traktowany jako zeda=-
nie przejdcia do nastegpnej komdérki, a <{CR> koficzy sekwencje komunika=-
tu,

Usktywnienie zadania uzytkowego (ME) ., Operator moze uaktywnié¢ zada-
nie uzytkowe (zadanie z poziomu 2 w ogdélnej strukturze programu wezta
(21) i przekazaé parametry, okreslajace bli%ej 2gdane dziatanie zadania,

wprowadzajac komunikat
MEg nrz, pl, p2, p3, p4 <CRD,

gdzie nrz - numer zadania uzytkowego, a pi1, p2, p3, p4 - parametry
dla zadania.

Wybér urzadzenia wyjscioweqo (AS). Operator moze przyporzadkowac
zadaniu uzytkowemu urzgdzenie wyjsciowe, na ktére ma by¢ wyprowadzana

informacja z tego zadania, przez komunikat

ASg nrz, nru {CRD

gdzie: nrz - numer zadania, nru - numer urzedzenia (@ - 2adne, 2 -

- perforator, 3 - drukarka, 5 - monitor ekranowy). Komunikat powoduje
wpisanie odpowiedniego kodu do tablicy dostgpnej dla zadania uzytkowego,
ale jej wykorzystanie jest fakultatywne: zadanie moze organizowac wy-
prowadzanie zgodnie z tg informacjg lub jg ignorowac. '

3,2. Realizacja programowa

W przyjetej strukturze programu wezla (2] monitor ekranowy jest wy-
rézniony jako urzgdzenie operatorskie. Wszystkie informacje wprowadza-
ne z klawiatury sa kompletowane w buforze przez odpowiedni driver (3],
a nastgpnie - po wykryciu symbolu kofica komunikatu (KCR> 1lub <LF>) -
przekazywane (za poérednictwem koordynatora) do zadania obslugi opera-
tora, bgdecego jednym z zadat uzytkowQCh. Zadanie to analizuje wprowa-
dzony komunikat pod wzgledem poprawnosci formatu i mozliwodéci realiza-
cji, a nastepnie badZz realizuje wprost ten komunikat (dla komunikatdw
DA, TI, LO, FI, MO, AS), bgdz inicjuje odpowiednig akcje przez kaordynator
(dla komunikatu ME),

3.3, Viykorzystywanie komunikatéw podczas pracy wezla

Opisany system komunikatéw zapewnia operatorowi dostep do wezia w
niezbgdnym zakresie. Po zaladowaniu i zastartowaniu programu wezla (z
pulpitu jednostki centralnej) 6perator wprowadza aktualng date¢ i czas
(komunikaty DA, TI), a nastepnie - jedli zachodzi potrzeba - zmienia
przyporzadkowanie urzadzen wyjéciowych (komunikat AS) i ustawia pewne
parametry wezla (sekwencja komunikatéw LO, MO, FI)., W czasie pracy
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wezla operator moze zgdaC wyprowadzania réznych raportéw i inicjowacd
dziatania specjalne (komunikaty ME), sprawdzaé zawartodci wybranych ko-
mérek, np. licznikéw biedéw (komunikat MO), a takze dokonywaé zmian w
przyporzadkowaniu urzgdzen oraz modyfikowaé parametry (komunikaty AS,
Lo, MO, FI),

Dostgp do informacji w programie (przez komunikat MO) wymaga - w ce-
lu poprawnej interpretacji - znajomos$ci fizycznych adreséw i budowy ta-
blic w programie wezla, a takze pewnej znajomoéci jego struktury i funk-
cjonowania. Dlatego kemunikat MO bedzie uzywany przez "zwyklego opera-
tora" raczej sporadycznie, natomiast moze byl $rodkiem bardzo przydatnym
dla “operatora z rozszerzonymi uprawnieniami", znajacego strukture i
funkcjonowanie wezta w czasie uruchamiania wegzla w warunkach ruchowych
i jego wstepnej eksploatacji w sieci. Konieczno$¢ znajomosci i wprowa-
dzenia hasla podczas modyfikacji zawartoéci pamigci stanowi pewne za-
bezpieczenie przed niepowolanymi zmianami, mogacymi zdezorganizowac
program wezla,

4, UVWAGI KONCOWE

Przedstawione rozwigzania wspdipracy operator-wezel cechuje - mimo
prostoty wynikajacej z ograniczonej pamigci -'pewna uniwersalnosc¢, umo-
zliwiajgca rozszerzenie funkcji operatora w ramach istniejacej struktu-
ry programu (przez rozbudowg zadan uzytkowych i odpowiednie definicje
parametréw w komunikacie ME), a takze zdefiniowanie nowych komunikatdéw
(dzigki uniwersalnej strukturze zadania obslugi operatora).
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OPERATOR-COMPUTER COMMUNICATION IN THE NODE
OF THE MSK COMPUTER NETWORK

The functions of the computer network node operator are described.
The factors concerning the node computer configuration and limiting the
implemented functions are discussed., The lis. of the operator commsnds
for SM-3 minicomputer to be applied as a node computer in tha MSK con-
puter network is given.
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Protokot pakiefowv w sieci komputerowej MSK

W artykule opisano protokél poziomu pakietowsgo zrealizowany w
w wezle sieci MSK, Przede ws_ystkim podano:

- typy i perametry implementowanych pakietdw protokoiu X.25,

~ zasade komunikacji miedzywgziowej,

~ strukturg modulu programowego realizujgcege protoké: pakie-
towy,

Z struktury informacyjne wymagane dla podanego modutu progra=-
nowego .

1. WSTEP

Architektura w Migdzyuczelnianej Sieci Komputerowej (MSK) jest wzoe
rowana na 7-warstwowym modelu Architektury Systeméw Otwartych {i1l. Ree
alizacja takiego projektu wymaga jednak co najmniej:

- wyboru opcji dopuszczalnych w modelu,

- definicji szczegdlow implementacyjnych pomijalnych w modelu, a
nieodzownych na etapie realizacji.

¥ niniejszej pracy przedstawionc protokdéi 3, warstwy, zwanej wars-
twa siecl. Jest nim protokél pakietowy znany jaio X.25/3. Zalety tego
protokotu, uzasadniajace jego wybdr jako obowigzujacy w-MSK, przedsta-
wiono v pracy '41. Implementacje tego protokolu wymaga zdefiniowania
szczegbidw, ktére mozna okredlic¢ mianem cech zewnetrznych. Najwazniej-

sze z nich to:
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- typy zestawianych polaczef,

- podzial i gospodarka kanstami,

- typy i formaty pakietéw,

- zasady adresowania,

- parametry sterowania przeptywen.

Wymienione cechy sa opisane w rozdz. 2. Poniewaz protokdl X.25/3
obowiazuje tylko na styku DTE-DCE, wigc aby zestawié i utrzymal polg-
czenie logiczne wewnagtrz podsieci komunikacyjnej nalezy okres$li¢ dodat-
kowy protoké6t migdzywezlowy. Jego zasady opisano w rozdz. 3.

O jako$ci implementacji protokoiu warstwy sieci decyduje takze ogdl-
na struktura oprogramowania wgzla komunikacyjnego. Wybrane aspekty o-
programowania we¢zta, tj. gospodarka buforami, powigzania zadan, mecha-
nizmy ich wuaktywniania i struktury informacyjne wymagane do realizacji
protokoléw X.25/3 i protokolu migdzywgzlowego opisano w rozdz. 4. Roz-
dziat ten zawiera takze opis dekompozycji zadania realizujacego omawia-
ne protokoty na submoduly programowe wraz ze schematem ich wzajemnych
powiazaf,

2. CECHY ZEWNETRZNE PROTOKOLU X.25/3

Protokét pakietowy X.25/3 w sieci MSK zrealizowano na podstawie re-
komendacji CCITT [101. W wielu punktach rekomendacja ta okredla tylko
ramy doﬁuszczalnych rozwiagzalh pozostawiajac projektantom oprogramowania
wezla zdefiniowanie i wybdér okres$lonych opcji. Wybér ten powinien za-
pewniac uzytkownikowi zewnetrznemu stabilna, niezawodng i dostosowana
do jego mozliwo$ci odbioru/nadawania transmisje¢ danych z kazdym innym
elementem sieci., W zwiazku z tym w sieci MSK zrealizowano typy ustug
okreslane w rekomendacji jako standardowe z poszerzeniem tego zbioru o
realizacj¢ pewnych ulatwieh, I tak, w omawianej sieci sg implementowa-
ne potaczenia virtualne stale, tzw, PVC i dynamiczne, tzw, VC, Wyko-
rzystanie kanatdéw logicznych styku DTE-DCE do realizacji roéznych typéw
potaczeh przedstawiono na rys. 1.

W tabeli 1 zestawiono natomiést typy pakietéw uwazanych za dopusz-
czalne w zrealizowanej wersji protokoiu. Szczegélowe struktury tych pa-
kietéw wraz z okresleniem przedzialéw wartodci przenoszonych parametréw
podano w pracach (2-71,

Z przytoczonej w tabeli 1 postaci pola GFI %atwo zauwazyé, ze do
kontroli przeplywu zastosowano numeracj¢ modulo 8, Podsie¢ komunikacyj-
na akceptuje pakiety danych o polu informacyjnym nie diuzszym niz 128
oktetéw i nie krétszym niz 1 oktet, FodsieC zada takze, aby réwniez
odbiorca dysponowal mozliwo$cig odbioru jnkietédw danych o podanej
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1
. - polaczenia
—| a
parametry —_— b
instalacyjne
* - potaczenia
— ®
c
L 4095

Rys.1, Podzial kanaléw logicznych
Fig.1. Division of logical channels of

T @ =~ kanal dla restartu (systemowy)

typu PVC

typu VC (dwukierunkowe)

styku DTE-DCE
the interface DTE=DCE

Tabela 1
Typy pakietéw impelementowane w sieci MSK
Typ pakietu PTI GFI
od DCE do DTE od DTE do DCE

Zestawianie i zamykanie potaczenia
INCOMING CALL CALL REQUEST 00001011|0X01
CALL CONNECTED CALL ACCEPTED 00001111|0001
CLEAR INDICATION CLEAR REQUEST 0001001110001
DCE CLEAR CONF, \ DTE CLEAR CONF, 00010111|]0001

Dane i przerwania
DCE DATA DTE DATA XXX XXXX01XXO01:
DCE INTERRUPT DTE INTERRUPT 0010001 0001
DCE INTER., CONF, DTE INTER, CONF, |]O0O1 00111|0001

Sterowanie przepiywem i reinicjacja 3
DCE RR DTE RR XXX00001j0001
DCE RNR DTE RNR XXX00101|0001
RESET INDICATION RESET REQUEST 000110110001
DCE RESET CONF, DTE RESET CONF, 00011111}00 01
. Restart
RESTART INDICATION RESTART REQUEST 111110 11000 1.
DCE RESTART CONF, DTE RESTART CONFJ4 1 1 1 1 110001

PTI - identyfikator typu pakietu.
GFI - podstawowy identyfikator formatu.

X - bit przyjmujacy alternatywnie wartos$¢ O lub 1,
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diugodci pols informacyjnego. Nz etapie nawigzywania polaczenia jest
natomiast mozliwe wynegocjowanie wielkod$ci okna obowigzujgcej niezolez-
nie dla kazdego z dwéch kierunkéw transmisji styku DTE-DCE, Jes$li pa-
kiety zestéwiajace potaczenie nie zawierajg tego typu negocjacji, wiel-
kosé okna ma wartos$é standardowa réwng dwa.

Wazna cechg protokolu X.25/3 jest stosowany mechanizm adresowania.
Z rozwazah ogdélnych [11 wynika, ze winien on odzwilerciedlad strukturg
samej sieci oraz byé na tyle elastyczny, aby nie nalezalo go zmieniaC w
miarg wzrostu samej sieci. Wydaje sig, ze w sieci IMSK oba powyzsze ce~
le zostaly spelnione, mimo Zze 2z powodéw oszczednosciowych ograniczono
dopuszczalna w ramach rekomendacji wielkosé pola adresowego. Przyjgto,
ze dowolne z pél adresowych bedzie mie¢ postal przedstawiong na rys. 2.

nr wezia (min @, max 6 cyfr BCD)

koncentratora (2 cyfry BCD)

—————— T } nr komp. komunikacyjnego lub

Rys.2. Budowa pola adresowego
Fig.2. Structure of the addressing field

Struktura pola adresowego przedstawiona na rys. 2 umozliwia adresowanie
w sieci sktadajacej sig z 1 mln wezitdw, z ktérych kazdy wspédipracuje z
co najwyzej 99 komputerami komunikacyjnymi lub koncentratorami. Uodat-
kowo adres ma swojg kontynuacjg w polu CALL USER DATA, To ostatnie po-
le jest jednakze przezroczyste dla podsieci komunikacyjnej. Proponowa-
ne jego wykorzystanie przedstawiono na rys. 3, I konfiguracji pileto-
wej (rys. 4) przyjgto jakd obowigzujace adresy zestawions w tab, 2.

W sieci MSK jest mozliwe steosowanie takze tzw, cskrdconeno adresowa-
nia. Ten typ adresowania stosowal mogq LTE zwiazane lokalrnic przez
wspdlny wezek. Vi polu adresowym wdwczaes jont mezliwe pominigeoie czgied

adresu ckreélajacej numer wizlo,
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Rys .4, Konfigurac a pilotowa sieci MSK

~:<.4, Pilot configuration of the MSK network
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' Tabelas 2
Adresacja w pilotowej wersji sieci MSK

Miejscowoss | LOgiezay nr —
uzytkowa logiczna
WROCE AW 01 system OQDRA 0101
WROCLAW c1 system RIAD 0102
WARSZAWA ’ 02 system ODRA 0201
GLIWICE 03 system ODRA 0301

3. KOMUNIKACJA WEWNATRZ PODSIECI

Zasady protokolu X,25/3 obowiazujg na styku DTE-DCE, Jednakze dro-
ga logiczna pomiedzy dwoma uzytkownikemi korzystajacymi z uslug siecio-
wych przez DTE skiads si¢ z co najmniej trzech odcinkéw, tj. DTE-DCE,
DCE-DCE, DCE-DTE, Do zestawienia i utrzymania calej tej drogi wymaga-
ne jest wigc okreslenie pewnego zbioru zasad postgpowania, zwanego da-
lej protokotem migdzywezlowym. Zdefiniowany dalej protokél zaktadal,
ze: '

1. Protokél pakietowy X.25/3 ma dostatecznie rozbudowane mechanizmy
sterowania przeptywem. Mechanizm ten wystarcza do obrony podsieci przed
akceptacja zbyt duzej liczby pakietdw danych, a zagrazajgcej gwattow-
nym wyczerpaniem zasobéw w wezlach brzegowych,

2. Istniejacy protokét liniowy dostarcza skutecznych mechanizméw za=-
pobiegajacych gromadzeniu sig pakietdéw w wgziach konficowych dla danego
polaczenia w razie wstrzymania odbioru przez DTE. W rezultacie nie ma
koniecznosci sterowania przeplywem pakietdédw na poziomie miedzywezlowego
protokotu pakietowego.

Podane wzgledy zadecydowaly, ze dla calej podsieci komunikacyjnej:
(dla jej poziomu logicznego) przyjeto schemat sterowania przeplywem po-
dany na rys. 5. Ma on wiele korzystnych wiasciwodci (41, a przy zaloze-
niach 1. 1 2, winien gwarantowac stabilna i niezawodng transmisje da-
nych pomigdzy kazda para DTE. Dodatkowo, aby osiagnac ten cel przyjeto,
ze transmisje wewnatrz podsieci bgda realizowane na bazie polgczen vire
tualnych a nie datagramowych [41. W rezultacie jedyna cecha, ktérg mu-
si realizowaC protokél miedzywezlowy, jest przesylanie pakietéw pomig-
dzy dwoma skrajnymi DCE przez raz utworzong i stalg w czasie drogg lo-
giczna, W sensie programowym wymaga to utworzenia pewnych struktur in~
formacyjnych. Dla polaczenn VC proces ten jest inicjowany w momencie
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X,Y - uzytkownicy zewnetrzni (DTE)
a,b,c,d - wezty podsieci

Rys.6., Schemat sterowania przeplywem w sieci MSK na poziomie przeslan
logicznych

Fig.5. Scheme of flow control in ICN network on the logical level

W sensie protokolarnym utworzenie tej drogi, a nastepnie identyfi-
kacja pakietéw i kierowanie ich do wlasciwych wezléw wymaga utworzenia
jednostki danych protokolu migdzywezlowego. Jednostka ta jest pakiet
(w sensie X.25/3) wraz z dodatkowym nagléwkiem. W obecnie przyjetej
wersji protokolu nagiéwek ma nastepujace cechy:

- stala diugo$¢ wynoszacg 8 péloktetéw,

- zapisany jest w nim adres DTE inicjujacego nawigzanie polgczenia
(dla potaczerh PVC istnieje odpowiednia umowa) ,

- gdy adres DTE jest krdétszy niz 8 pétoktetéw, wtedy brakujace pola
sa wypeilniane cyfra F16‘

Ilustracja podanych zalozen jest rys. 6, ktéry obrazuje przebieg
transmisji pomigdzy para uzytkownikdéw A i B, aktywnych odpowiednio po-
A i DTEB.
cjujacym poltaczenie z DTEB o adresie 0405.

nrzez DTE Przyjeto, ze DTEA o adresie 0101 jest czlonem ini-

Nalezy zauwazyC, ze polgczenie virtualne pomigdzy dowolna para uzy-
tkownikéw A i B aktywnych przez DTE,i DTEg, zestawiane w réznych momen-
tach czasu, przebiega¢ moze przez rézne wezly posrednie.
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— ~—
~ podsied
7 komunikacyjng\\\
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=0101
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tu: NAG.= FFFF1010 —>

PAK.=dowolny z pakietdw
z tabeli 1

Rys.6. Formaty informacji przesylanej wewnatrz i na zewnatrz podsieci
komunikacyjnej

Fig.6. Formats of information sended in and out the communication sub-
network

4, STRUKTURA OPROGRAMOWANIA WEZt A

Wezel podsieci komunikacyjnej Jest systemem pracujacym w czasie
rzeczywistym. Jego realizacja wymaga zbudowania na bazie SO czasu rze-
czywistego odpowiednio powigzanych zadat uzytkowych. Vymagane sa co
najmniej trzy takie zadania i ich wzajemne powigzania ilustruje rys. 7.

Program operacyjny wezla dostarcza takze mechanizméw synchronizuja-
cych wymienione zadania. Sa one aktywowane asynchronicznie i maja na
0gét rézne priorytety, O jakoéci pracy wezla decyduje takze zrealizowa-
na w nim koncepcja gospodarki buforami. Z rozwazah teoretycznych (9]l
wynika, ze najkorzystniejsza strategia jest zastosowanie tzw, wspélnej
puli bufordéw. Oczywiscie sag mozliwe inne koncepcje strukturalnego po-
wigzania zadan uzytkowych wezla i rézna od wymienionej gospodarka bufo-
rami. Nie gwarantuja one - zdaniem autora - osiggnigcia maksymalnej
przepustowo$ci, a takze, jak w projekcie (81 przez zastosowanie bufora
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zadani ;?g;;;e zadanie

X.25/3 ramki I (LAP-B) WE /WY %igizzne
b - - - <

Rys.7. Powigzania strukturalne pomigedzy zadaniami wezla
Fig.7. Structural links beetwen the tasks in the network node

cyklicznego w zadaniu WE rozwigzania te sa wrazliwe na chwilowe, wiek-
sze od $redniej, zmiany gestosci strumienia informacji. Prowadzi to do
sztucznego odrzucania ramek wejéciowych zamiast ich akumulowanie i przy-
gotowania do pézniejszego przetwarzania. Inny jest tez mechanizm synch-
ronizacji zadan. Zwlaszcza zadanie X.25/3 jest aktywowane jednoczesnie
tylko dls jednego buforea z ramkg I. Zadanie to jest nieprzerywalne, a
wigc procedury tego zadania nie muszg by¢ wielowejs$ciowe (ang. reentry).

Jak nadmieniono w rozdz. 3 w celu zestawienia i utrzymania polagcze-
nia logicznego pomigdzy komunikujgcymi sie ze sobg DTE w kazdym z wez-
16w uczestniczacych w tym potaczeniu wypeiniana jest pewna struktura
informacyjna zwana Opisem Kanalu Logicznego (OKL). Postaé i wykorzys-
tanie pél tej struktury ilustruje rys. 8.

W OKL sa zawarte niezbedne informacje pozwalajace zaréwno na prowa-
dzenie transmisji w danym kanale zgodnie z wymaganiami protokotu, a tak-
2e na rozdzielanie obsiugi tego kanatu pomigdzy rézne submoduly progra-
mowe w ramach zadania X.25/3. Zadanie to sklada si¢ zasadniczo z 4 sub-
moduléw odpowiadajgcych za: )

- zestawienie drogi logicznej (faza 1),

- transmisjg¢ danych i reinicjacje¢ (faza 2),
kasowanie (zamknigcie) drogi logicznej (faza 3),

-~ restart.

Gidéwne strukturalne powigzania migdzy tymi submodutami przedstawio-
no na rys. 9.

Wewnetrzna struktura 4 najwazniejszych submoduldw oraz ich szczegé-
Yowe funkcje sa opisane odpowiednio w pracy (5), (71, (31, {6l. Wyjas-
nienia wymaga natomiast rola ANALIZATORA i sam mechanizm przekazywania
sterowania miedzy submodulami, ANALIZATOR rozpoznaje wstepnie informa-
cje zawartg w buforze z ramka typu I i na tej podstawie znajduje OKL, a
tym samym kanat logiczny, w ktérym odbywa sig transmisja. OKL moze nie
istnieé¢ tylko dla fazy 1 i wtedy bedzie w tej fazie zalozony. Przez
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bajty
0
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2|0 o O O lNr grupy kana t éw
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Rys.9. Powigzania strukturalne submoduldéw w zadaniu X.25/3
Fig.9. Structural links in the X.,25/3 task

wskazniki programowe umieszczone w OKL ANALIZATOR odnajduje odpowiedzia-
Iny zo dany stan kanatu submodul i przekazuje mu sterowanie. Odnalezio-
ny submodul moze byé niewystarczajacy dla peinej obstugi odebranego bu-
fora, ‘'éwczas wygeneruje on zgdanie zmiany kontekstu przez wskazanie
dodatkowej fazy., Zgdanie to ma odzwierciedlenie w zmianie wskaznikéw
procramowych w OKL i w ten sposéb przysczie przetwarzanie w tym kanale
logicznym begdzie przc  WNALIZATOR przekazywane zawsze aktywnej fazie.
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PACKET PROTOCOL IN THE MSK COMPUTER NETWORK

In this paper the packet level protocol realized in the MSK node is
described. It is given in particularity:

- types and parameters of the X.,25/3 protocol packets implemented,

- principle of internode communication,

- software structure of the module which realizes protocol packet
task,

- data structures required for programming the module described in

the paper.
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Zestawianie polaczen logicznych w sieci komputerowej MSK

W artykule przedstawiono realizacje fazy nawiazywania polagcze-
nia wedtug protokoiu pakietowego X.25/3. Przede wszystkim opi-
sano:
- struktury i parametry dopuszczalnych w tej fazie pakietéw,
- struktury danych wymagane dla programowej realizacji fazy,
- strukture i akcje modulu programowego realizujacego te¢ fa-

ze,
- typy zdarzen rejestrowanych w celach diagnostyki i mierni-

ctwa.

1. WSTEP

\ przebiegu transmisji zrealizowanym na podstawie protokoiu X,25/3
wyréznia sig zasadniczo 3 fazy:

a) nawiazywania potgczenia,

b) transmisji danych,

c) kasowania polaczenia.

Opis faz b), c) dla sieci komputerowej MSK przedstawiono odpowiednio
w pracach (41 i I11., Celem niniejszej pracy jest natomiast opis akcji

podejmowanych w fazie a).

x)

Centrum Obliczeniowe Politechniki Wroctawskiej, VWybrzeze Wyspiafs=-
kiego 27, 50-370 Wroclaw.

Instytut Organizacji i Zarzgdzania Politechniki Wroclawskiej, Wy~
brzeze \lyspiadskiego 27, 50-370 Wroctaw.
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Jak opisano w pracy [3], w sieci MSK istnie¢ moga polaczenia perma-
nentne (PVC) lub tez dynamiczne (VC). Oczywiécie faza nawiazywania po-
taczenia ma sens w przypadku tych ostatnich. Polaczenia te moga byc
zaktadane wylgcznie na zadanie DTE, Zgdanie takie w formie przeslanego
pakietu jest analizowane przez DCE i po sprawdzeniu jego syntaktycznej
i semantycznej poprawnos$ci powoduje, ze podsie¢ generuje zgdanie do
wskazanego odbiorcy, Niektdre parametry obu zadan rnoga by¢ modyfikowa-
ne przez podsie¢. W ten sposdb podsieC chroni zasoby wgzla przed wy-
czefpaniem, a calg siec¢ przed przecigzaniem,

Szczegdtowy opis funkcji podejmowanych w fazie zestawiania potacze-~
nia przedstawiono w rozdz. 2. W rozdz. 3 opisano poprawne dla tej fazy
formaty pakietéw z tabelami i grafami przejs$¢, przedstawiajacymi zachoe
wanie wyréznionego kanalu logicznego. Opis wykorzystywanych w tej fa-
zie struktur danych jest natomiast zawarty w kolejnym, tj. czwartym roz-
dziale., Tam tez pokazano dzialanie na tych strukturach w kolejnych wez-
tach uczestniczgcych w zestawianym poigczeniu. Nastgpny rozdzial zawie-
ra wykaz sygnalizowanych w tej fazie typdéw zdarzen z podziatem na kate-
gorie informacyjne. Calo$¢ kofhczg uwagi o strukturze programowej oma-

wianego modutu.

2. FUNKCJE FAZY NAWIAZYVIANIA POLACZENIA

Celem tej fazy jest zestawienie polaczenia logicznego pomigdzy dwo-
ma uzytkownikami sieci. Przebiega ono (zakladajec, ze kaxzdy z DTE ma
umowe¢ ze zwiazanym z nim DCE, precyzujgca pewng liczbe dwukierunkowych
kanaléw logicznych, bedgcych do ich wzajemnej dyspozycji) w nastgpuja-
cych etapach:

1. DTE zgodnie z istniejgcym podzialem kanaléw wybiera wolny kanail
logiczny i przesyia w nim pakiet CALL REQUEST do DCE.

2. DCE po sprawdzeniu poprawnosci takiego zadania przesyla ten pa-
kiet do DCE odbiorcy.

3. DCE odbiorcy wybiera wolny kanal logiczny i po nim przesyla za-
danie nawigzania polaczenia w formie pakietu INCOMING CALL.

4, Jesli DTE wywolywany akceptuje odebrane zgdanie, to powiadamia o
tym zwiazane z nim DCC przesylajgc pakiet CALL ACCEFPTED,

5. Podsie¢ komunikacyjna transmituje odebrany pakiet potwierdzenia
z powrotem do DTE wywolujacegc, przekazujac to potwierdzenie w formie
pakietu CALL CONNECTED,

6. Je$li dwa DTE réwnoczesnie beda zadaly zestawienia migdzy sobg
polaczenia logicznego,to bgda zestawione dwa takie polgczenia. Nie jest
strukturalnie rozwigzany proolem kolizji [21.
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Odebranie :zgdania nawigzania polaczenia powoduje na wstegpie surawe
dzenie kontekstu i formalnej poprawnosci zadania. Kolejno sa analizu-~
wane stany zasobdw wezla, m.in. sprawdza sig dostepnosC bufordw wy agae

nych do zalozenia opisu potaczenia, dromnos$é¢ drég fizycznych do 1z

. WCYy
itp. Pozytywny wynik wszystkich kontroli powoduje przestanie otrzymane-
go zgadania przez podsie¢ w kierunku odbiorcy., W kazdym z wezléw posred-
nich sa przeprowadzane réwniez powyzsze kontrole, a ich pozytywny wynik
powoduje kolejne przestania zadania, ktére w rezultacie trafia doc adre-
sata (DTE wywolywane). Na drodze przejscia tego zgdaria w kazdym =z
wezléw jest zapamigtywana pewna ilo$¢ informacji o tworzonym polaczeni.
w strukturach danych, zwanych Opisami Kanaldw Logicznych (OKL). W we#-
le kohcowym, tj. bezpoérednio zwigzanym z wywolujacym DTE, podsiec lon-
troluje ponadto czy nie zostal przekroczony limit oczekiwania na o< 'po-
wiedZ pozytywna lub negatywna. Zestawiona w fazie nawigzywan:z poln
czenia droga logiczna (rys. 1) pozostaje nie zmieniona na czzs
wszelkich innych pakietéw pomigdzy uzytkownikami do momentu ro:: .

[fosT Mk

FH

L

KK ' HOST

Ll

Rys.1. Przyklad drogi logicznej zestawionej w fazie nawigzywania poig-
czenia pomiedzy uzytkownikami A i B przez DTEp-a-d=c=-DTEg: KK - kompu~
ter komunikacyjny, a, ¢ - wezty brzegowe, d - wgzel posredni

Fig.1. Example of virtual way made during call set-up phase betweer the
users A i B through DTEp-a-d-c-DTEg

Jesli na ktérymkolwiek etapie zestawienia polaczenia stwierdzona zo-
stanie niemozno$¢ jego realizacji, np. z powodu:

- chwilowego braku wymaganych zasobéw,

~ wykrycia pfzez podsieé stanu okre$lanego jako zapetlenie,

- przekroczenia limitu czasowegoe itp.,
to podjete zostang dzialania w celu likwidecji zestawionej do danej
chwili drogi logitznej. Akcje rozlagczajgce sy podejmowane takZze w mo-
mencie przestania przez ktéryko'wiek z DTE pakietu CLEAR REQUEST, /
tym ostatnim przypadku sterowanie przejmie modul opisany w pracy [17,

Fakty otrzymania zgdania zestawienia polgczenia logicznego, pozytyw-
nej lub negatywnej realizacji tego zadania, a w tym ostatnim przypadku
réwniez przyczyn tego stanu, sa rejestrowane. Rodzaj pamigtanej infor=-
macji i sposéb jej wykorzystania w celach miernictwa i diagnostyki opi-
sano szczegblowo w pracy (61,
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3. STRUKTURA PAKIETOW, GRAFY I TABELE PRZEJSC

W celu zestawienia polaczenia logicznego wykorzystuje sig¢ 4 typy pa-
kietéw:

- CALL REQUEST,

- INCOMING CALL,

- CALL ACCEPTED,

- CALL CONNECTED,
ktérych strukture przedstawiono na rys. 2 i 3., W tabeli 1 zamieszczono
natomiast dopuszczalne w obecnej wersji kody i parametry pola ulatwien,
Poprawny przebieg fazy nawigzywania polaczenia przedstawia graf z rys. 4.

Czeéé‘) Diugoéé

wspblna|adreséw

Diugos¢ | Pole
Adresy pola utat- Dane
ulatwieh | wien

Typ pakietu

CALL REQUEST K K K K 0 0/15/

CALL ACCEPTED K 0 (0] 0 (o] "2

x)

zawiera GFI, LCGN, LCN, PTI (51,

K -~ pole konieczne,

(o] - pole opcjalne,

0/X/ - pole opcjalne, maksymalna diugosé X bajtéw,
z - pole niedopuszczalne.

Rys.2, Formaty pakietédw od DTE: CALL REQUEST i CALL ACCEPTED
Fig.2. Formats of CALL REQULST and CALL ACCEPTED packets

o ®) gt Dlugos¢ | Pole
Czesc Diugosc S e i
Typ pakietu wepélna |adreséw Adresy uﬂﬁi;ﬂﬁ :;g; Lane
INCOMING CALL K K K K 0 n/15/
CALL CONNECTED K K K % o) z

%) _ sawiera GFI, LCGN, LCN, PTI (5!,

K - pole konieczne,

O - pole opcjonalne, ]

0/X/ - pole opcjalne, maksymalna dlugodc X Lajtow,

Z - pole niedopuszczalne.

Rys.3., Formaty pakietéw od DCE: INCOILING CALL 3 CalL CORNECHiE.

'

Fig.3. Formats of 1i.COIING Chil and uniw CUL.cLich pect ot
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Tabela 1
Kody i parametry pola ulatwien )

Nazwa Kod. parametru Wartosc Uwaai
parametru x (dwéjkowo) parametru x S

W razie braku pa-
. . rametru Jstala
Rozmiar okna 01000011 0<x €7 sig wartosé stane
dardowga x=2

Obecna wersja fe-
alizuje sterowa-

Farametr ro=- nie p.oorupiywem
dzaju kontro- o typu end-to-end
1i P(R) 20000101 000000aX niezaloznie od
Frenoszonejd war
todci: (dopusze
czalnej P(R)
pl
ready
(gotowosé)
DTE

DCE
INCOMING CALL

a
~

p3
OCE waiting 3

(onzekujacy DCii/

CALL REQUEST

p2
DTE weiting
(oczekujgcy DTE)

DCE INCOMING DTE CALL
CALL REQUEST

p5
Call colision
(kolizja wywolan)

DCE

DTE
CALL CONNECTED

CALL ACCEPTED

(flom control ready)
ata transter

“{transm . danych)

raf przejscia fazy nawigzywania polgczenia
iiagram of states for the call set-up phase
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Jak z niego wynika w fazie tej wyréznia sig 5 stanéw kanaldéw logi=~

cznych, gdzie:

pi - kanal w stanie wolnym gotowy do podjecia akcji;

p2 - stan kanatu, w ktérym odebrano od DTE zgdanie zestawienia po=-
lgczenia (odebrano pakiet CALL REQUEST);

p3 - stan kanatu, w ktérym przestano z podsieci do DTE zgdanie na-
wigzania potgczenia (przestano pakiet INCOMING CALL) ;

p4 - kanal w #tanie gotowodci do transmisji danych (w wezle pocza-
tkowym dla danego wywolania jest to stan, w ktdéry przechodzi kanal po
przeszaniu do DTE pakietu CALL CONNECTED; w weZle kofcowym - po odebra-
niu od DTE pakietu CALL ACGEPTED);

p5 - stan kolizji wywolan. W tym przypadku DCE zwolni kanait i przy-
dzieli go do obstugil zgdania otrzymanego od DTE.

Tabela 2 stanowi uzupelnienie grafu z rys. 4 i przedstawia zmiany
stanéw kanatéw logicznych w wyniku otrzymania przez DCE pakietéw od DTE
z nim zwigzanego.

Tabela 2
Zmiany stanu kanalu logicznego w DCE

Stam Kanatu logicznego w DCE
Pakiet otrzymany od DTE -
p1 p2 p3
btad §
CALL REQUEST p2 o3 ot lub p2
x)
CALL ACCEPTED blad bigd
pl p7 p4
) __(d1)
blad*
CLEAR REQUEST - p1 p6 ) p6
‘odrzucenie biad - bkad
CLEAR CONFIRMATION p1 p7 p7
. btad*’ biad biad
dane, RESET, przerwanie pl p7 p7
RESTART REQUEST lub OTE
RESTART CONFIRMATION nie p1 bigd bled
w kanale o nr O P P
Pakiet zbyt krétki lub nie 1 btad . btad
rozpoznany przez DCE P p7 p7

x) Biedny pakiet w stanie pl powoduje wystanie do jego nadawcy pakietu
CLEAR INDICATION z kodem diagnostycznym 3615 lub 20,4 (patrz tabela
kodéw diagnostycznych wykorzystywanych w fazie nawigzywania polacze-

nia) .
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4., PRZEBIEG FAZY ZESTAWIANIA POLACZENIA LOGICZNEGO

4,1, Struktury danych

Do opisu zestawianego polaczenia logicznego w kazdym wgzle wchedzz-

cym w jege sktad jest tworzona struktura danych zwana Opisem Kanalu Lo-
gicznego. W opisywanej fazie tylko wybrane pola tej struktury ss zapi-
sywane i wykorzystywane. I tak, w weZle poczgtkowym i koficowym dle da-

nege wywolania sg zapisywane nastepujgce pola:

a) 12-bitowe pole “Numer kanalu logicznego na wejséciu” (NKLWEE),

b) 12-bitowe pole “"Numer kanalu logicznego na wyjsciu" (NKLWYE),

c) 1-bajtowe pole wskaznikéw (PTWE),

d) 1-bajtowe pole "Riugo$ci psl adresowych DTE" (DPADE),

e) 4-bajtowe pole “Adres wywolywanego DTE (odbiorcy)" (AODBE),

f) 4-bajtowe pole "Adres wywolujacego DTE (nadawcy)" (ANADE),

g) 1-bajtowe pole "Nr linii od nadawcy" (LIWEE),

h) 1-bajtowe pole “Nr linii do odbiorcy" (LIWYE),

i) 1-bajtowe pole "Stan kanatu logicznego” (SKLE),

j) 1-bajtowe pole “Rozmiary okien dla odbioru i nadawania" (ROZOKE) ,

k) 2-bajtowe pole "Programowe wskazniki fazy" (WFAZE),

1) 2-bajtowe pole "Chwila wysltania ostatniego pakietu" (TOSTFE).
Strukture tych pél przedstawiono na rys. 5., W wezlach posrednich

pola i), 3), k) nie sa zapisywane ani analizowane.

4,2, Dziatania w fazie zestawiania poiaczenia logicznego

Al.cje podejmoware przez DCE w fazie zestawiania polgczenia logicz
nego s3 zalezne od:

- stanu kanalu,

- typu odebranego pakietu,

- stanu zasobdéw wezia.

Istnieje jednak kilka akcji standardowych, podejmowanych niczalex
nie od podanych warunkéw., Naleza do nich:

- rejestracja zdarzenia,

- badanie syntaktycznej i semantycznej poprawnoéci pakietu,

- badanie kontekstu uzyskanego pakietu,

- formowanie semidatagramu* przez dopisanie nagiéwka do pakietu

lub odwrotnie - usunigcie nagléwka w celu uformowania pakietu.

%)

da si¢ z nagldéwka zawierajacego adres DTE inicjujacego potaczenie
pakietu w sensie X.25/3,

S

Gemidatagram - jednostka danych protokoiu migdzywgzlowego [3)., Skia-
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rodyfi- nr bajtu
kator (6semkowo)
o]
1
NKLWEE 2{({0 0 0O O [nr gr kan Iog
3| nr kanatu logicznego
NKLWYE 40 G O O [nr gr kan log
5| nr kanatu logicznego
PTWE 6P Ix X X X X)W
APADE 7 [ dX. pola nad. | di. pola odb.
AQDBE 10 nr
wezta
T T hrkk T mm”
ANADE 14
nr
wezla
~ T T 7 ar kK -
LIWEE 20 nr_linii od nadawcy
LIWYE 21 ne 1linii do odbiorcy
SKLE 22 stan kahalu logicznego
ROZOKE 23 DTE-DCE T DCE-DTE Yrozm. okien
24| 0
25| O
26| O
27| 0
WFAZE 30| WFPH_ w_s ka 2nikdi _
31 [ICHT fazy
TOSTPE 36 chwila wyslania
37| ostatniego pakietu
TZAJE 40 chwila zajecia OKL
46
47
Rys.5. Struktura OKL: pola wykorzystywane w fazie nawigzywania poia-

Fig.5. Structure of OKL:

czenia
fields used in the call

set-up phase
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Pozostale dzizlania sg dzialaniami kontekstowymi, I tak:
1. Vi stanie pl otrzymanie pakietu CALL REQUEST powoduje:

- przydzielenie wolnej struktury danych na zalozenie OKL,

- zapisanie w niej informacji o zaktadanym polaczeniu,
tzn.‘wypelnlenie pél opisanych w punkcie 4.1,

- utviorzenie semidatagramu z pakictem CALL REQUEST i wystanie go
v. kierunku zdalnego DCE.

2. Otrzymanie semidatagramu z paklietem CALL REQUEST w weZle kofico-
wyhi powoduje:

- przydzielenie wolnej struktury danych na zaiofenie OKL,

- zapisanie w niej informacji o zakl%danym poiaczeniu,

- odnalezienie kanaiu w stanie pl, utworzenie w nim pakietu INCO=-
1:ING CALL, wystanie go do DTE oraz zmiang stanu kanaiu na p3,

- wlgczenie mechanizmu odmierzania czasu,

3. \V stanie pZ2 odebranie pakietu CALL ACCEPTED powoduje:

- wylaczenie mechanizmu odnierzania czasu,

-~ kohcowe ustalenie parametréw przepiywu na styku zdalnym DTE-DCE,

- utworzenie semidatagramu z pakietem CALL ACCEPTED i wystanie
go v strong wezla poczatkowege zgodnie z danymi zapisanymi w OKL,

- zmiang stanu kanalu na p4 i wskaznika fazy (przygotowanie ka-
natu Jo programowej obsitugi w fazie transmisji danych) .

4, Vi stanie p2 odebranie semidatagramu z pakietem CALL ACCEPTED po-
woduje:

- koficowe ustalenie parametréw przeplywu na styku lokalnym
LTE-DCE,

- utworzenie pakietu CALL COWWECTED i wyslanie go do DTE,

- zmiang¢ stanu kanalu na p4 i wskaZnika fazy (przygotowanie sta-
nu kanatu do programowej obstugi w faz'e transnisji danych).

5. Wi stanie p3 odebranie pakietu Cnli. REQUEST powoduje:

- wylaczenie mechanizmu odmierzania czasu,

- chwilowa zamiang stanu kanalu na p5,

- zwolnienie zasobéw przydzielonych poprzednio do obstugi zdal- s
nego wywolania z jcdnoczesnym powiadomieniem zdalnego DTE o niemoznos$ci
zrealizowania polgczenia,

- obslugg wywotania lokalrnego (patrz punkt 1),

6. Ocbi6r semicatagramu w wezle pos$rednim powoduje:
a) qdy jest to semidatagram z pakietem CALL REQUEST:
- wykonanie procedury PETLA wykrywajocej powstawanie cyklu
zamknigtego w podsieci,
- przy pozytywnej odpowiedzi procedury PETLA podjgcie akcji
zwrotu dotychczas przydzielonych zasobéw we wszystkich wez-
tach posrednich vraz z powiadomieniem odpowiedniego DTE o
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powstatej sytuacji przez przeslanie semidatagramu CLEAR
INDICAYION z odpowiednimi parametrami,
- przy negatywnej odpowiedzi procedury PETLA;

i) przydzial wolnej struktury danych na zalozenie OKL;
ii) iapisgnie w niej informacji o zakladanym potaczeniu
., (w wersji skréconej, punkt 4.1);
11ii) wyznaczenie linii wyjécia w kierunku docelowego DTE i
wyslenie po niej wejéciowego semidatagramu;
b) gdy jest to semidatagram z innym pakietem:

- przestanie semidatagremu do kolejnego wegzla zgodnie z dany-
mi zawartymi w OKL,

- oddanie sterowania do submodulu opisanego w pracy i1l w ce-
lu sprawdzenia czy poktaczenie ulega likwidacji (na podsta-
wie informacji z OKL i typu pakietu w przetwarzanym semida-
tagramie) ,

- w razie braku wtasdciwego OKL podjgcie alternatywnie akcji
usuniecim oscylujgcych semidatagraméw lub wygenerowania
semidatagramu (zawiera pakiet CLEAR INDICATION z odpowied-
nim parametrem) powodujgcego zwrot zasobéw w innych wez-
iach podsieci,

4,3, Kontrola poprawnosci transmisji styku DTE-DCE

Wykrycie niezgodno$ci w budowie pakietu oraz w przenoszonych przez
niego parametrach, a takze odbidr pakietu nie w kontekscie powoduje ru-
tynowe czynnoécil majace na celu roztaczenie bigdnego pozaczenia, tj.:

- zwrot dotychczas przydzielonych zasobdw podsieci,

- powiadomienie uzytkownikdéw (DTE wywolujacego i wywolywanego) o
przyczynie roziaczenia lub niemoznosci zestawienis potagczenia.

Powyzsze akcje sg przeprowadzare przez submodul programnowy zestawia-
jacy potgczenie lub zadanie to jest przekazywane do wykonania submodu-’
towi opisanemu w pracy [1l, Ten ostatni przypadek jest realizowany
wéwczas, gdy do zwrotu przydzielonych dla danego polaczenia zasobéw sa
wymagane potwierdzenia rozigczenia od obu zwigzanych tym polaczeniem
DTE. Submodui opisany w pracy [1] przcjmuje takze sterowanie, jedli w
dowolnej chwili w fazie zestawiania polgczenia ktérykolwick z DTE prze-
sle pakiet CLEAR REQUEST. Kody diagnostyczne i przyczyny rozlaczenia

wykorzystywane w fazie zestawiania polzczenia zamieszczono v tab, 3 i 4,
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Tabela 3
Kody diagnostyczne w pakiecie CLEAR INDICATIOM generowanym wsku-

tek btedéw w fazie zestawiania poXaczenia

Lp Przyczyna hledu Kod (désemkowo)
1 Bad CFI 50
2 Kenal logiczny pozazakresem dla polaczen VC 44
3 Pakiet zbyt ditugi 47
4 Pakiet niewkiadciwy dla stanu pil 24
5| Zbyt diugie adresy DTE, adresy DTE niewlasciwe
brak adresu (éw) DTE, brak przejécia w podsisci 100
do zdalnego DTE
6 Niewtasciwy kod pola ulatwied (1ub niedost@pny) 3 i1
7 Miewladciwy parametr pola uiatwief: ; 102
8 Symbol nie w kodzie BCD w polu "adres DTE" 253
9 Adres DTE wywolujiacego, niezgodny z danymi svs- 104
temowymi wezla
1G Uptynal limit czasu oczekiwania w stanie 53 &1
11 Przecigzenie w wezle posrednim 201 !
12 Stan RESTART-u w wezle docelowym Z02 f
13 Przecigzenie w wgzle docelowym 203
14 Pakiet niew}ad$ciwy dla stanu p2 25
15 Pakiet niewlasciwy dla stanu p3 25
16 Inne przyczyny i 200
i

Tabela 4

Frzyczyny roziaczenia i ich kodowanie w fazie nawiazywaniz poiaczenis

Przyczyna Ked {dwdjikowo)
Blad lokalnej procedury (Local Procedure Erro:) 00010011
Niedostgpny zaséb (Mot Obtainable) 000011C1
frzecigzenie sieci (iletwork Connestion) J000o010:,
Kanal zajety (Number Busy) 00020001
uzad zdalnej procedury (Remote rrocedure Error) ! 00010001

5. STRUKTURA CHROCIAMOUANTA FAZY NAULALYWANTA FOLACZENIA

Vi Tezie nawlgzywania polaczenia wozna wyrdznid dw: etapy:

wonrezned podczes przejicia pzkietu lub semida-

- zakiadonie &

sturcoch oczeliinonia na akceptacje polaczenia,
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l)”

¢

do oprogramowania

we
poziensu pekistewego

pakiet

I

Westepna obrébka
informecji w buf,

tuge
ietu

rodze '
informacji w buf,>> Se®idetagram
; |

Obs tuge I
semidatayr il !
}

pakiet diag-
nostyczny

)

(iyjlcio do modu
\;, diagnostyki

Wejscie do \
b) obslugl pskie-
tu
Obsiuga bte-
= du (ew ene-
faza newig: faza transd + g
! racje 2gpdanig
ywanis . po pisgi danydy rozteczenia)
Obsluge kolizji faza rozigcze-
wywoteh nie polgczenis
Dbsiuga 2gdenia
(zaki.odc. drogi
logiczne]
L ) 4

Rys.6., Faza nawigzywania
go: a - schemat ogdlny,
mu,

jdcie do progri>
zarzgdzajgcego
wezla

&

pokéczenia w oprogramowaniu poziomu pakietowe-
b - obstuga pakietu, c - obsluga semidatagra-

d - oczekiwanie na akceptacjg¢ nawigzania polgczenia
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c}
pozostate
inne
faza ne- faza rozilg-
wigzywania czania po- ' T
polgczenia tgczenia ‘poprawny?
faza trans-|
-ug;chda- Obsiuga 2qde- jObstuge bledu|
- nia (zak}. odd (ow.genergcjs
drogi log) roag.cz.y
Wyjécie do
prog.zarzgdzae-
§cego wezias
d)

Wejdécie do fazy
nl.txxy-.aio po-
czeéenis

Obstuga pakietu/se
midetagresu nie w

: - kopt !'du
Obs tuge é !" Obsiugs
potwierdzenia potwierdzenis
Wyjécie do f;zy
rozlgczania po-
gczenis
T
do prog, zarzedzajgce-
go wezla

Fig.6. Call set-up phase in the software of packets level: a - general
picture, b - packets service, ¢ - semidatagram service, d - waiting
for confirmation of virtual call
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Strukture programowa tej fazy, w powigzaniu z oprogramowaniem pc=
ziomu pakietowego, pokazano na rys. Ga-d, Pierwszy etap jest realizo-

wany po rozpoznaniu pakietu/semidatagrdmu i stwierdzeniu braku opisu

kanatu logicznego, po ktdrym ten pakict/semidatagram pruyszedt {kanal w
stanie p1). Wykonywane sa w tym przypadku akcje wymienionc w punkcie
4.2 (obstuga zadah CALL REQUEST) lub w punkcie 4.3 (obstuga biedu). Dru-
gi etap jest rezalizowany programowo przez submodul obslugujacy pakiety/
semidatagramy, ktére nade~ziy w stanie p2 lub p3. Vymagane jest tutaj
wykonanie akcji z punktu 4.2 (obstuga potwierdzen CALL ACCEPTED) aslbo
z punktu 4.3 (obstuga bigdu).

Mastgpujace informacje sg przekazywane w konunikacji migdzy submodu-
tami oprégramowania poziomu pakietowego:

- adres bufora, w ktérym odebrano pakiet,

- adres OKL, po ktérym przyszedl pzkiet,

- kierunek nadejécia (od OTE lub z podsieci).

Sg one przechowywane w komdrkach roboczych i nie sa zmieniane w
czasie dziala® na poziomie pakietowym. W czasie tych dziatan sa réwniez
rozpoznawane i rejestrowane zachodzace zdarzenia. Ich rodzaje w fazie
nawigzywania polgczenia z podziaiem na kategorie i z przyporzgdkowanymi
im wartos$ciami licznikdéw podano w tab. 5. Rejestracja ta jest dokony~
wana w celach diagnostycznych.

Dziatania oprogramowania poziomu pakietowego korficza sig zawsze wspbl-
nym wyjsciem do programu zarzadzajacego wezla. Nie wszystkie dziatania
konieczne w fazie zestawiania potgczenia sa jednak wykonywane tylko w
opisywanym submodule. \ wigkszosci bowiem przypadkéw wykrycia bleddéw i
nieprawidlowos$ci w przebiegu transmisji sterowanie jest przekazywane
submodutowi kasujgcemu potaczenie (1l. \éwczas tez dziatanie oprogra-
mowania poziomu pakietowego kofczy sig¢ z wyjsciem z tego submodulu,

6. UWAGI KONCOWEC

Warunkiem prawidlowej realizacji dzialan na poziomie pakietowym, &
wigc i w fazie nawigzywania polaczenia, jest uwzglydnienie, oprécz stan-
dardu, mozliwie wszystkich sytuacji wyjatkowych, \Vplynie to znacznie
na stabilnoé¢ i niezawodno$c transmisji, a wigc i na poprawg wlasnosci
uzytkowych sieci MSK. Ustalenie regul postgpowania w takich sytuacjach
wymagalo wprowadzenia wielu usciélen do protokolu X.25/3, llozwigzania
te nie ograniczaja jednak mozliwo$ci sieci i nie zmieniaja standardowe-
go interfejsu wymaganego do podiaczenia jej do ‘nnych sieci zbudowanych
réwniez na podstawie protokolu X,25/3.
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abela 5

Rodzaje zdarzen rejestrowanych w fazie nawigzywania potaczzania

l;’-’)r‘:Ot"é
Lp Zdarzenia i kategorie licznika
(w #0)
ZUARZERIA STANDARDOVE
1 | Poprawnie naviigrzane polgaczenie VC ) 149
RKOZULAGZERIA £ POUOLYU BiAKU ZAL030V
2 | koztaczenie z powodu braku viclnych OKiL, Frzecigzenie
podsieci 141
3 | Przecigzenie podsieci. Roztaczenie z powedu braku wol-
nych kanatéw logicznych na wyjsciu (styk DTE-DCE wywoly-
wany) 142
Kozlaczenie z powodu stanu RLSTART w wezlc docelowym 143
5 | 'rzecigzenie podsieci: lLolizja wywolan, rozlgczenie
polaczenia zdalnego 144
6 | Przecigzenie podsieci: kolizjz wywolath + brak wolnych
buforéw, roztaczenie wywolania zdalnego i lokalnego 145
lloztaczenie polaczenia z powodu prdby zapgtlenia 146
8 | loztaczenie polaczenia zdalpego z powodu braku przejé-
cia ?awaria drég fizycznych) 147
9 | Przecigzenie podsieci, rozlaczenie z powodu braku
wolnych buforéw 15¢
10 | Przecigzenie pocdsieci, rozilgczenie z innych powoddéw
(np. odrzucenie fragmentu zawieszonego 151
11 | Zerwanie polaczenia VC, gtucha linia (osiagnigto limit
retransmisji) 152
BLEDNA TRANSMISJA
12 | Odebrano blgdny pakiet:
- bigdny formalnie
- bledny w kontekscie 153
12 | Odebrano bledny datagrem:
- bledny formalnie
- blgdny w kontekscie 154
ZADANIE ROZLACZENIA
14 |uygenerowano zadania roztaczenia VC 163

toduiowu realizac; oprc -amowania zapewnia atwos$¢ wnoszenia popra-
wek, jak i rozbudowywania systemu przez realizacj¢ nowych typdéw usltug
definiowarnych w obecnej, jak i przyszlych rekomendacjach protokoiu X,25,
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THE CALL SET-UF PROCEDURE IN THE MSK COMPUTER NETWORK

In this paper the realization of the call set-up phase made accor-
ding to the X.25/3 packet level protocol is presented., The following
are described in particular:

- structures and parameters of the packets allowed in this phase,

- data structures required for the programming realization,

- structure and actions of module which realizes this phase,

- types of events registered for the diagnostic and surveing systenm,
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Transmisja danych w sieci komputerowej MSK

Opisano dzialanie poziomu pakietowego w wegzle sieci komputero-
wej MSK w fazie transmisji danych. Do realizacji poziomu pakie=-
roweqo przyjeto protokd} pakietowy X.25., Okreslono zasady tran-
smisji, omdéwiono akcje fazy, sposéb kontroli bledéw oraz imple-
wentacje fazy w oprogramowaniu sieci MSK,

1. WSTEP

Celem fazy transmisji danych jest utrzymywanie i nadzorowanie tran-
smisji pomiedzy DCE i DTE w poltaczeniu logicznym trwatym lub czasowym
wirtualnym,utworzonym w fazie nawigzywania polaczenia (61,

Transmisja danych polega na przesylaniu pakietéw informacyjnych i
pakietéw przerwan w jednym lub obu kierunkach potaczenia. Wszystkie
przesylane pakiety danych i przerwan musza by¢ cdpowiednio potwierdzone,
Przewiduje sig¢ mozliwo$C okresowego blokowania pakietéw danych w wezle
nadawcy lub odbiorcy w razie braku gotowosci odbiorcy pakietu do odbio-

ru,
Poprawnos$¢ przesylania i potwierdzania pakietéw podlega kontroli.

Ylykrycie bledu podczas transmisji powoduje w zaleznosci od rodzaju bile-

du reinicjacje transmisji, jej zakohczenie lub restart lacza,
Reinicjacja i zakodczenie transmisji, a takze restart lacza, moga

by¢ spowodowane takze przez jednego z uzytkownikéw polaczenia na skutek

X)  Centrum Obliczeniowe Politechniki Wroclawskiej, Wybrzeze Wyspiafis-
kiec 27, 50-370 Wrociaw.
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przestaria odpowiedniego pakietu, Pekiety przesylane <o wezta z U7E,
przed wyslaniem do podsieci, sa uzupelniane do postaci datagramu

o nagioéwek, umozliwiajgcy identyfikacje odbiorcy pakietu w pod-
sieci,. LCatagramy przesylane do wgzla z podsieci maja nagidéwek obcinany
i do DTE sg przesylane w postaci pakietu.

2. ZASADY TRANSMISII

Pakiety 1 datagramy przychodzpcs do wegzia sg kierowane do kanailu
logicznego, potaczonego z DTEL lokalnym dla wezlta, wchodzacym w sklad po-
igczenia logicznego. Numer kanalu logicznego jest rozpoznawany przez
faze nawipzywania polaczenia, z ktérej jest przekazywane sterowanie do
odpowiedniej fazy w zalezno$ci od stanu kanatu logiczneqo.

Stan kanau logicznego, Zrédio i rodzaj pakietu okreslaja akcje wy-
onywane w okreslonej fazie. Wykasz pakietéw akceptowanych i obstugiwa-
nych w fazie transmisji danych podano w tab. 1. Obowiazujace formsty
tych pakietdéw pokarano na rys. 1.

Tabela 1
Pekiety i ich potwierdzenia akceptowane przez poziom
rakietowy wezla w fazic transmisji danych

flalkiet Potwierdzenie

DTE UATA OCE =R
DCE RNR
DCE DATA

DCE DATA DTE RR
" DTE RNR
CTE DATA

DTE INTERRUPT ’ CE INTERRUPT CONFIRMATION

DCE INTERRUPT ODTE INTERRUPT CONFIRMATION

DTE RESET REJULS -

DCE RESET INDICATION -

DTE CLEAN REGUEST -

DCE CLEAR INDICATIGH -

VEGT =

UTE RESTART F
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0g6Tny kod Nr grupy kanad
formatu téw logicznych

Numer kanatu logicznego

format nagtdwka

Nagtowek NEgTEWEK
P(R) IM I P(S) JO Identyfikator typu L3g
- Dane o przerwaniu

Dane
DCE lub DTE INTERRUPT

DCE lub DTE DATA

Nagtdwek Nagtowek

Identyfikator typu Q78 P(R) ]D l 00001

DCE lub DTE - DCE lub DTE RR
INTERRUPT CONFIRMATION

Nagtowek Nagtowek

P(R) lo] o010 Identyfikator typu 33.8

Kod przyczyny reinicjacji

DCE lub DTE RNR
4 Kod diagnostyczny

NagHGniek DCE Jub DTE RESET REQUEST

I i :
dentyfikator typu 373 Nagtdwek

DCE 1ub DTE RESET
CONF I RMAT LON

ldentyfikator typu 238

Kod przyczyny roztaczenia
Kod diagnostyczny

GF1 ]
9 DCE lub DTE CLEAR REQUEST

ldentyfikator typu 373g

Kod przyczyny restartu

Kod diagnostyczny

DTE RESTART REQUEST

Rys.1., Formaty pakietéw
Fig.1. Packets formats

Pakiety danych sa numerowane od @ modulo 8 i wysylane przez DTE i

CCE w kolejnoéci numeracji.
Liczba pakietéw danych, ktére moga by¢ wyslane bez potwierdzenia,
okresdlona rozmiarem okna, moze by¢ rézna dla obu kierunkéw transmisji i

jest ustalana podczas nawigzywania polaczenia.
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Pakiet DATA musi byC potwierdzony w pakiecie RR, RNR lub w pakiecie
DATA z przeciwnego kierunku., Kezdy pakiet INTERRUPT musi by¢ potwier=-
dzony pakietem INTERRUPT CONFIRMATION przez odbiorce przed wyslaniem
kolejnego pakietu tego samego typu przez tego samego nadawce.

Wyslanie pakietéw z zakresu okna do DTE moze byC wstrzymywane na
wniosek odbiorcy pakietu sygnalizujacego chwilowa niemoznosc¢ odbioru
przeslaniem pakietu RNR, W tym przypadku pakiety sa blokowane w wezle
lokalnym dla DTE odbiorcy sygnalizujacego niemozno$C odbioru do czasu
nadeslania przed to DTE pakietu RR kasujacego ten stan.

' Blokowanie pakietédw odbywa sig tekze w razie niezgodnos$ci okien na-
dawania i odbierania na jednym kierunku transmisji. Blokowanie pakie-
téw odbywa sig¢ w wezle, w ktérym okno odbioru lokalnego DTE jest mniej-
sze od okna nadawania zdalnego DTE.

Nadestanie pakietu o niewlasciwym formacie, przekroczenie rozmiaru
okna, niewlasciwa kolejnos¢ przesylanych pakietéw lub potwierdzen, na-
deslénie.nieoczekiwanego potwierdzenia lub pakietu niedopuszczalnego w
danej fazie w polaczeniu trwalym jest traktowane jako blad i powoduje
reinicjacje transmisji, czyli przejs$cie do fazy reinicjacji [31. Na fa-
zy transmisji danych i reinicjacji sktadaja sie¢ 3 stany kanalu:

- stan d1 - Flow Control Ready, w ktérym odbywa si@ wlasciwa trans-
misja, ' y .

- stan d2 - Reset Request, do ktérego kanal przechodzi po odebraniu
pakietu RESET REQUEST z DTE,

- stan d3 - Reset Indication, do ktdérego kanal przechodzi w wyniku
obslugi bledu lub odebrania pakietu RESET INDICATION z OCE.

Zasady zmiany stanu kanalu w zaleznosci od stanu kanalu i odebrane-
go pakietu ilustruje rys. 2.

Odebranie pakietéw CLEAR REQUEST w polaczeniu wirtualnym, a takze
pakietu nie w fazie, tzn. innego niz pzkiety akceptowane, powoduje
przejécie do fazy rozlgczania (2). Odebranie pakietu RESTART REQUEST
powoduje przejscie do fazy restartu (Sl.

Scenariusz poprawnej transmisji, tzn. wykaz przykltadowych pakietéw
odbieranych przez wezel podczas transmisji pakietdéw danych w jednym lub
dwu kierunkach polaczenia pokazuja tabele 2 i 3.

3. AKCIE POZIOMU PAKIETOWEGO V/EZ:A V/ FAZIE TRANSMISJII DANYCH

Akcje wezla sa uzaleinione od stanu kanatu, Zrédia i typu pakietu
oraz poprawnos$ci syntaktyczno-semantycznej pakietu. Pewne akcje sg wy-
konywane standardowo, tzn. niezaleZnie od typu pakietu, z tym ze sposdb
ich wykonania moze sig réznié, inne za$ sa specyficzne dla okreélonych
pakietéw, stanéw i podstanéw kanalu. Skrdétowy wykaz akcjii pocdano w taba.
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R

di1

Data, INTERRUPT
RR, RNR

DTE RESET
REQUEST
DCE RESET

INDICATION

CONFIRMATION 1ub
DTE RESET
REQUEST

DCE RESET
INDICATION 1ub
DCE RESET CONFIRMA-
TION

DCE
RESET
INDICATION

Rys.2. Diagram stanéw i przej$c migdzy stanami dla fazy transmisji da-
nych

.Fig.2. State diagram for deta transmission phase

Tabela 2
Scenariusz przykladowej poprawnej transmisji podczas prze-
sylania pakietédw DATA w jednym kierunku przy oknie réwnym 2

Numer odebranego | Zrédlo | Nazwa pakietu P(s) P(R)
1 ~2 3 Z -1
1 DTE DATA (1) '] "]
2 DTE DATA (2) 1 g9
3 DCE RR '] 1
4 DTE DATA (3) 2 j/
5 DCE RR '] 3
6 DTE DATA (4) 3 ]
7 DTE INTERRUPT - -
8 DTE DATA (5) 4 [}
9 DCE INTERRUPT _ _

CONFIRMATION
10 DCE RR - 5
11 UTE DATA (6) 5 [}
12 DTE © LATA  (7) 6 [']
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1 2 3 Z 5
13 DCE RR ' @ 6
14 DTE DATA (8) 7 @
15 DCE RR @ )
16 DTE DATA (9) g )
17 | DTE RR - 1
18 { DTE CLEAR REQUEST - -
19 i DCE CLEAR CONFIRMATION - -

Scenariusz przykladowej poprawnej transmisji podczas przesylania

Tabela

3

pakietdw DATA w obu kierunkach przy oknach réwnych 4 i 2,odpowied-

nio gdy DOTE odbiera i DTE nadaje

p:E?::u i;giigu Nazwa pakietu P(S) P(R)
1 2 3 Z 5
1 DTE DATA (1) 2 2
2 DTE DATA (2) 1 2
3 DCE RR - 2
4 DTE DATA (3) 2 7]
5 DCE DATA (1) @ 2
6 DTE DATA (4) 3 1
7 DCE DATA (2) 1 4
8 DTE DATA (5) 4 2
9 DTE INTERRUPT - -
10 DCE DATA  (3) 2 5
11 DCE DATA (4) 3 5
12 DCE INTERRUPT CONFIRMATION = ¥
13 DCE DATA - (5) ' 4 5
14 DCE DATA  (B) 5 5
15 DTE RR" - 4
16 DCE DATA  (7) 6 5
17 DCE DATA (8) 7 5
18 DCE RR - 5
19 DCE DATA (9) '] 5
20 DCE DATA (10) 1 5
21 DCE CLEAR REQUEST = -
22 DTE RR - 2
23 DTE CLEAR CONFIRMATICN = -
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Tabela 4
Akcje wezla na pakiety i datagramy w stanie Data Transfer -
- Flow Control Ready

Akcje po otrzymaniu

Nazwa pakietu

pakietu datagramu
CALL REQUEST Btad E#23 Biad E#23
CALL INDICATION (stan p7) stan p7)
Biad E #23 Blad Ej# 23
CALL ACCEPTED (stan p7) (stan p7)
CLEAR REQUEST Standard Standard
CLEAR INDICATION (stan p6) (stan p7)
DCE, DTE lub CLEAR CONFIR- Blad E#23 Blad E#23
MATION (stan p7 (stan p7)
RESET REQUEST Standard Standard
RESET INDICATION (stan d2) (stan d3)
DTE RESET Btad Fchyé 27 Biad FCE# 27
CONFIRMATION (stan d3 (stan d3)
Dane, INTERRUPT -
INTERRUPT CONFIRMATION Standard Standard
(stan d1) (stan d1)
- poprawne
INTERRUPT - bez potwierdze- ignorowan ignorowan
nia poprzedniego ?stan al ?stan di1
Dane, INTERRUPT - Btad FCE#1, #2, Btad FCC#1, #2, 438,
biedne #£38, #39, # 40 # 39, #40
(stan d2) (stan d3)

RESTART REQUEST w kanale

Bl?d FCE7¥41

niezerowym stan d2)
INTERRUPT CONFIRMATION Biad FCE Biad FCE #43
(stan d3 (stan d3
Pakiet niedozwolony dla Blad FCE Blad FCE # 35
PVC (stan d3 (stan d3)

RESTART REQUEST

Standard
(stan r2)

Uwaga AHEn

oznacza kod diagnostyczny.

3.1, Rejestracja danych niezbgdnych do realizacji akcji fazy

transmisji danych

Do prawidlowej realizacji akcji fazy TD niezb¢dna jest rejestracja:

- numeru pakietu oczekiwanego od DTE-PS,,

- numeru ostatniego pakietu potwierdzonego przez DTE=PR

1l
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- numeru pakietu oczekiwanego od DCE—PSZ,

- numeru ostatniego pakietu potwierdzonego przez DCE-PRZ,

- adresu bufora zawierajacego pierwszy pakiet z kolejki pakietéw
zablokowanych,

- adresu bufora zawierajgcego ostatni pakiet z kolejki pakietéw
zablokowanych,

~ ditugosci kolejki pakietéw zablokowanych.

Dodatkowo Jest wymagane rejestrowanie nastgpujacych podstandw:

- podstanu RNR - sygnalizujgcego chwilowg niemozno$¢ odbioru lokal=-
nego DTE,

- podstanu ICZ - sygnalizujacego oczekiwanie na potwierdzenie pakie=-
tu przerwania ze zdalnego DTE,

- podstanu ICL - sygnalizujacego oczekiwanie na potwierdzenie pakie-
tu przerwania z lokalnego DTE.

3.2. Akcje standardowe

Do akcji standardowych wykonywanych dla kazdego pakietu naleza:

- kontrola formalnej poprawnoéci pakietu (1),

- translacja pakietéw na detagramy lub datagraméw na pakiety w za-
leznos$ci od kierunku transmisji (2),

- rejestracja zdarzed diagnostycznych dotyczacych zliczania popraw-
nych i niepoprawnych pakietéw i datagraméw oraz zdarzen blokowania i od-
blokowywania pakietéw w wezle (3),

- wysylanie pakietéw i datagraméw w linie (tylko dla pakietédw i da-
tagraméw poprawnych) (4),

-~ reinicjacja obwodu logicznego w razie wykrycia bledu (5).
Wtasdciwa kolejnosd¢ akcji standardowych i specyficznych wymaga wykonania
standardowych akcji 4 i 5 po akcjach szczegétowych.

3.3. Akcje po odebraniu pakietu lub datagramu DATA

Dla pakietéw 1 datagramdéw CATA jest wykonywana:

- kontrola kolejnosdci przesytlanis,

- kontrola zakresu okna (dla pakietu),

- kontrole kolejnoéci potwierdzania,

- aktualizacja danych dotyczacych numeracji pakietéw przesylanych i
potwierdzonych,

- kontrola mozliwos$ci odbioru pakietu przez DTE lokalne (dla data-
gramu) ,

- blokowanie pakietéw, jezeli okno odbioru lokalnego DTC jest mniej=-
sze od okna nadawania zdalnego ©TL (dla datacraru),
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- odblokowanie pakietdéw, zablokowanych w weile ze wzgledu na prze-
kroczerie okna odbioru, po przesunigciu okna odbioru DTE (dla pakietu) .

3.4. Akcje po odebraniu pakietéw lub datagramdéw RR i RNR

Dla pakietéw i datagramédw RR i RNR wykonuje sig:

- rejestracje podstanu RNR dla pakietu RNR,

- kasowanie podstanu RNR dla pakietu RR,

- kontrole poprawnosci potwierdzania pakietéw DATA w pakietach RR i

- aktualizacje¢ danych dotyczacych potwierdzania,

- rejestracj¢ zdarzenia odblokowania pakietéw z zakresu lokalnego
okna odbioru,

- odblokowanie pakietdédw po pakiecie RR.

3.5. Akcje po odebraniu pakietu lub datagramu INTERRUPT

Po odebraniu pakietu lub datagramu INTEZRRUPT jest wykonywana:
- kontrola mozliwo$ci akceptowania pakietu ze wzgledu na podstan,
- rejestracja podstanu wtedy, gdy pakiet moze byC przyjety:

ICZ - dla pakietu,

ICL -~ dla datagranu,

- skasowanie pakietu nie akceptowanego.

3.6. Akcije po odebraniu pakietu lub datagramu INTERRUPT CONFIRe

Fo odebraniu pakietu lub datagramu INTER:ZUFT CONFIRMATION wykonuje

- skasowanie podstanu:
ICL - dla pakietu,
ICZ - dla datagramu,

3.7. Akcije po odebraniu pakietu NIGOT RLGULST lub datagramu

REGET INOICATIONN

o odebraniuv pakictdw RLULT RTQUZST lub NUSHT INDICATION jest syge
ralizowana zmizna fezy n: zyczenie uzytiownika polaczenia i przecho-

dzi si¢ do fazy seinicjocii (33,
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3.8. Akcje po odebraniu pakietu lub datagramu RESET CONFIRMATION

Potwierdzenie reinicjacji w stanie di jest bledne. Odebranie pa=-
kietu lub datagramu RESET CONFIRMATION jest traktowane jako blad fazy i
powoduje przejscie do fazy reinicjacji (3],

3.9. Akcje po odebraniu pakietu CLEAR REQUEST lub datagramu
CLEAR INDICATION

Wykonywanymi akcjami sa:

- kontrola mozliwosci akceptowania pakietu ze wzgledu na rodzaj po-
taczenia,

~ przejécie do fazy reinicjacji w polaczeniu trwalym,

- przejécie do fazy rozlaczenia w potgczeniu czasowym (2],

3.10. Akcje po odebraniu pakietu RESTART REQUEST

Po odebraniu pakietu RESTART REQUEST realizuje sig:

- kontrole mozliwoéci akceptowania pakietu ze wzgledu na numer ka-
natu,

- przejsécie do fazy reinicjacji dla pakietu RESTART w kanale nieze-
rowym,

- przejscie do fazy restartu [5) podczas restartu w kanale zerowynm,

3.11, Akecje po odebraniu pakietu RESTART CONFIRMATION

Pakiet RESTART CONFIRMATION w stanie di jest pakietem biednym.

Do wykonywanych akcji nalezg:

- rozpoznanie rodzaju biedu ze wzgledu ne numer kanatu,

- przejécie do fazy rozlgczania z sygnalizacje bilednego pakietu fa-
zy = gdy kanal jest niezerowy,

- przejscie do fazy restartu z sygnalizacja bledu restartu - gdy ka-
nat jest zerowy. '

4, KONTROLA POPRAWNOSCI TRANSMISJI I "IAGNOSTYKA BLEDéW

W fazie transmisji danych przeprowadza sig liczne kontrole majace
na celu wykrycie nieprewidlowosci w transmisji i podjecie odpowiedniej
akcji w razie wykrycia biedéw.
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4.1, Kontrola formalnej poprawno$ci pakietdw

Kontrola obejmuje:
- kontrole pola GFI pakietu:
xx01 . - dla pakietu DATA,
Gn-{

0001 - dla pakietdéw innych akceptowanych w fazie;

- kontrole dlugoéci pakietu - DP (w oktetach):

=~ 3 dla pakietdw: INTERRUPT CONFIRMATION, RR, RNR,
RESET CONFIRMATION,

> 3 dla pakietéw DATA,

= 4 dla palkietu INTERRUPT,

= 4 lub 5 dla pakietu RESET REQUEST

4.2. Kontrola kolejnosci przesylania

Kontrola polega na sprawdzeniu poprawnodci P(S) z pakiatu na spe’?-

nienie warunku:
PS1 - dla pakietu,

PR, + WODB > P(S)
PR, + VNAD > P(s) PS, - dla datagramu,

gdzie WODB - okno dla odbioru z lokalnego DTE,
WNAD - okno dla nadawania do lokalnego DTE.

4,3. Kontrola kolejnoéci potwierdzania

Kontrola polega na sprawdzeniu poprawno$ci P(R) z pakietu ne spei-
nienie warunku:
PS, 2 P(R) > PR, - dla pakietu
PS, 2 P(R) > PR, - dla datagramu.

4.4, Kontrola mozliwosci akceptowania pakietéw INTERRUFT i
INTERRUPT CONFIRMATION

Warunkiem akceptowania jest podstan:
ICZ = C .- dla pakietu INTERRUPT,
cL = 1 - dla pakietu IMTERRUPT CONFIRMATICN,
ICL = O - dla dataaramu INTERRUFT, ’
ICZ = 1 - dla datagramu INTERRUPT CONFIATION.
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4.5, Wykrywanie pakietdw powodujacych blad transmisji (btad FCE)

Do pakietdw tych naleza:

- pakiet lub datagram RESET CONFIRMATION,

- pakiet CLEAR REQUEST lub datagram CLEAR INDICATION w poitgczeniu
trwatym,

- pakiet RESTART REQUEST w kanale innym niz zerowy,

- pakiet RESTART CONFIRMATION w kanale innym niz zerowy,

- pakiety nie zidentyfikowane w polgczeniu logicznym trwalynm.

4,6. Wykrywanie pakietéw nie akceptowanych w fazie transmisji
danych

Pakiety nie zidentyfikowane jako akceptowane w fazie powodujg blad
ERROR (blad E). Pakiet RESTART CONFIRMATION w kanale zerowym nie jest
akceptowany w stanie d1 i powoduje biad restartu RESTART ERROR (bigd RE).

4.7, Obstuga biedéw

Bledy wykrywane w fazie transiieji danych powodujg zmiang fazy. O-
méwione typy bledéw sg obstugiwane w nastgpujacych fazach:

- blged FCE - w fazie reinicjacji,

- biad E - w fazie rozlgczania,

- btad RE - w fazie restartu, »

W tabeli 5 podano kody przyczyn bledéw przesytane w pakietach RESET
INDICATION, CLEAR INDICATION lub RESTART REQUEST. .

: . Tabela 5
Kody przyczyn btedéw wysylane do lokalnego i zdalnego DTE

2rédio Rodzaj Kod przyczyny dla | Kod przyczyny dla
btedu btedu lokalnego DTE zdalnego DTE
Pakiet FCE 5 3
E 234 btad 21g btad
RE 1 lokalny - zdalny
Datagram FCE 3 btad 5 btad
E 21 zdalny 23 lokalny
8 8

4.8, Rejestracja zdarzen

Po wykryciu btedu w fazie transmisji danych rejcstruje sig, w ce-
lach diagnostyki i statystyki pracy wezia, nastepujace zdarzenia:
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- btedny pakiet lub datagram danych,

-~ biedny pakiet,

- btedny datagram,

- blokowanie lub odblokowywanie pakietéw lub datagraméw w wegzle.,

Rejestracja zdarzen polega na wywolaniu podprogramu diagnostyki zd.-
rzefi,

5. IMPLEMENTAC3JA FAZY TRANSMISJI DANYCH W OPROGRAMOWANIU
POZIOMU PAKIETOWEGO WEZtA SIECI MSK

Faza transmisji danych (TD) wykorzystuje dane o poiaczeniu legicz-
nym zarsjestrowane w fazie nawigzywania polgczenia w tzw. opisie kanaiu
logicznego (OKL). Wymagane dla fazy TD dane opisane w po. 3.1 (rys. 3}
réwniez umieszczono w OKL, Polom przewidzianym dla tych danych przyri-
sano nastgpujace modyfikatory:

P1SE - numer pakietu oczekiwanego od DTE .- 1 bajt,

P1RE - numer ostatniego pakietu potwierdzonego przez DTE - 1 bajt,
P2SE - numer'pakietu oczekiwanego od DCE - 1 bajt,

P2RE -~ numer ostafniego pakietu potwierdzonego przez DCE «~ 1 bajt,
APBWE -~ adres bufora zawierajacego pierwszy zablokowany pakiet - 2 bajty
AOBWE - adres bufora zawierajgcego astatni zablokowany pakiet - 2 bajty,
DKBWE - diugo$¢ kolejki pakietéw zablokowanych - 1 bajt,

ROZOKE - rozmiar okna odbioru i nadawania od i do DTE ~ 1 bajt.

Podstany sa rejestrowane w dwubajtowym polu OKL oznaczonym WFAZE -
na pozycjach okreédlonych na rysunku.

Oprogramowanie fazy transmisji danych sklada si@ z jednego modutu
wykorzystujgcego 10 podprograméw wiasnych moduiu.X .25 oraz 3 podprogra-
my udostepnione przez oprogramowanie podstawowe wgzta. Strukture opro-
gramowenia pokazano na rys, 4.

Modut fazy ma 2 wejscia:

- z fazy nawigzywania polgczenia - DATRE,

- z fazy reinicjacji - DATRIL
i 7 wyjsé:

- do fazy reinicjacji w celu obslugi stanu d2 -~ REREQF,

- do fazy reinicjacji w celu obstugi stanu d3 - REINDF,

- do fazy reinigcjacji w celu zmiany fazy - ORESEF,

- do fazy roziaczenie -~ CLERE,

- do fazy restartu w celu zmiany fazy - RESTRH,

~ do fazy restartu w celu obsiugi bledu restartu - OBSR2H,

- do wyjscia z oprogramowanis poziomu pakietowego WYX2SE.



92
Krystyna Kolesnik

okno odbioru okno nadawania ROZOKE
PS1 PiSE
R P2RE
PRy
P2SE
PS2
PR] PIRE
WFAZE
1ZW | ILH [RNRH
dtugosc kolejki DKBWE
adres pierwszego bufora zablokowanego
. APBVE
adres ostatniego bufora zablokowanego
AOBWE

Rys .3, Pola w OKL wymagane dla fazy transmisji danych

Fig.3. Logical Channel Description fields designated for data transmis-
sion phase

Po zmianie fazy w rejestrze R jest przekazywany parametr identyfi-
kujacy akcje w danej fazie. W razie zmiany fazy na skutek odebranego
poprawnego pakietu R@=@, w razie zmiany fazy w wyniku bledu bardziej
znaczacy bajt RP zawiera kod diagnostyczny, a mniej znaczacy bajt R@ za-
wiera przyczyne bi¢du wysytang do lokalnego DTE.

Modul fazy transmisji danych, pcdobnie jak moduly innych faz, jest
wykonywany jako fragment nieprzerywany. Struktury danych OKL sa odreb-
ne dla kazdego potaczenia, co umozliwia wykorzystywanie jednej kopii
programu dla réznych potgczei. Uzywane dane robocze sg wykorzystywane
w okresie dziatania fazy i nie jest wymucare ich zachowanie do powtédr-

nego wywolania.
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R

CLERE =i DATRE DATRIL[—* ORES EF
OBSR2H, obstuga stanu[ o :E?ﬁg:
RESTRH «@— d1
—e WYX25E
__________ ——l e e e oy
|
DAPAL PADAL KFPP3L KFPPDL H
zamiana data- zamiana pakie kontrola for- kontrola for- i
gramu na pa- tu na datagram malnej popre- malnej popra-
kiet wnoéci pakie- wnoéci pakie- i
tu sterujace- tu - DATA i
go I
|
i
PRZEP BL PAKL ODPAKL Podprogramy :
adnowienie re- blokowanie odblokowanie oprogramowa-
jestréw pakietéw pakietdéw nia wezila !
)
!

Rys.4. Struktura oprogramowania fazy transmisji danych
Fig.4. Programming structure for data transmission phase
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DATA TRANSMISSION IN THE MSK COMPUTER NETWORK

The paper deals with packet level in the Data Transmission Phase
in the MSK node.

The packet level works with the X.25 protocol, The principles of
data transmission, sctions of the phase and ways of error detection are
described,

Programming implementation is also presented.

Verified by Ruta Czaplifiska
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Reinicjacja transmisji danych w sieci komputerowej MSK

W pracy opisano dzialanie poziomu pakietowego w wezle sieci kom-
puterowej MSK w fazie reinicjacji transmisji danych. Okreslono
zasady reinicjacji transmisji danych, oméwiono akcje fazy, spo-
s6b kontroli btedéw oraz implementacje fazy w oprogramowaniu sie=-
ci MSK, ‘

1. WSTEP

Celem fazy reinicjacji jest obstuga reinicjacji transmisji na sku-
tek btedu w fazie transmisji danych lub na zyczenie jednego z uzytkowni-.
kéw polgczenia. Reinicjacja transmisji moze by¢ dokonywana w polgcze-
niu trwalym lub czasowym. Reinicjacja kasuje aktualng transmisje i w
kanatach nalezacych do polgczenia ustala stan poczatkowy. W razie rei-
nicjacji transmisji na skutek btedu przeprowadzana jest kontrola czaso-
wa potwierdzenia reinicjacji (limit czasowy - ang. time out).

Po przekroczeniu czasu jest dokonywana retransmisja w odpowiednim
kanale., Po wyczerpaniu limitu retransmisji potaczenie wirtualne jest
rozlaczane., W polaczeniu statym przekroczenie limitu retransmisji po-
woduje przejscie do fazy transmisji danych. W obu przypadkach jest sy~
gnalizowana niesprawnos¢ polaczenia,

x) Centrum Obliczeniowe Politechniki V/iroctawskiej, Wybrzeze Wyspianhs-
kiego 27, 60-370 Wroclaw.
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2. ZASADY TRANSMISII W FAZIE REINICJIACII

Reinicjacja na zgdanie jednego z uzytkownikéw polgczenia generuja-
cego pakilet RESET REQUEST powoduje zmione atanu leokslnego kaneiu logi-
cznego na stan DTE Reset Reguest (d2) oraz zmiacg stanu zdalnégo kanaku
logicznego ns stan DUE Reset indication (d3). Obydwa kenaiy wracaja do
stanu Oata Transfer (di) po odsbraniu pakistu RESET CONFIRMATION wyge-
nerowanego przez =zdalne DTE lub po odebraniu pakietu RESET REQUEST na-~
destanego z przeciwnego kisrunku, co traktowane jest jako potwierdzenie
kolizyjne. ;

Reinicjacja tranamisji po wykryciu bitedu polega na wysitaniu pekie-
téw RESET INDICATION do nadawcy i odbiorcy pakietu z podaniem wykrytej
przyczyny i Zrdédia biedu. W tym przypedku obydwa kanaly logiczne wcho=-
dzace w sklad polaczenia przechodze do stanu d3. Kanal zdalny zachowu-~
Je sig w tym przypadku tak jak po etrzymaniu RESET INDICATION na 2gda-
nie uzytkownika., Xenal lokelny, h&éry'wykryl btgd i wygenerowa stan
d3 wraca do stanu di1 po otrzymaniu potwierdzeh lub 2adan kolizyjnych =z
obu kierunkdw. Nadestanise pakietu potwierdzenia na pakiet RESET INDI-
CATION wygznerowany w weile jest ograniczone czasem. Po uplywie wyzna-
czeneys limitu czasowego jest wykonywana retransmisja w kierunku, ktéry
nie nadests} odpowiedzi. Restransmisje sg@ powtarzane az do wyczerpania
catkowitego czesu lub liczby retransmisji, po czym w kanale wchodzacym
w sklad polaczenia czasowego jest generowane rozlaczenie (21, za$ przy
polaczeniu stalym kanal przechodzi do stanu di.. Reinicjacja transmisji
w kanale (zaréwno zdalnym, jak i lokalnym) polege na skasowaniu w kolej-
kach buforéw wszystkich paekietédw nalezacych do wznawienej transmisji o=
raz na wyzerowzniu struktur danych zwigzanych z fazg transmisji danych
51 (tj. PS, ,
fazie reinicjacji (sten d2 lub d3) sa kasowane, jezeli przychodza z kie-
runku przeciwnego do zgdajacego reinicjacji lub tez sa kasowane z sygna-
lizacja bledu, jezeli‘przychodza z kierunku, na ktérego Zgdanie jest re-

PS,. PRy, PR,) . Pakiety kierowane do kanatu bedacego w

alizowana reinicjacja.

Jezeli po zakohczeniu reinicjacji na skutek bledu w wezle lokalnym
lokalne DTE zacznie przysylac pakiety danych przed nadej$ciem oczekiwa-
nego potwierdzenia reinicjacji ze zdalnego DTE, pakiety te po standarde-
wej obsludze jak w stanie d1 beda blokowanewwezle lokalnym do czasu
otrzymania potwierdzenia z podsieci (blokowanie datagraméw) .

Jezeli po zakonczeniu reinicjacji w wezle zdalnym, zdalne DTE zacz-
nie przesylac¢ pakiety danych przed zakofczeniem reinicjacji w lokalnym
DTE (lokalnym dla wezla prowadzacego obsituge biedu), pakiety ze zdaslne-
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» OTL nadestane z podsieci bgda blokowane w wezle prowadzacym obstuge
t¥edu (rakze po obsludze datagramu odebranego jak w stanie di) do czasu
otrzymania pctwierdzenia reinicjacji od lokelnego uzytkownika kanalu
(blokowanie pakietéw),

%. AKCJE POZIOMU PAKIETOWEGC WEZLA W FAZIE REINICJACII

W fazie reinicjacji akcje sa vzaleznione od rodzaju wywolania, pa-
rametroéw wywotania fazy, stanu i podstanu kanalu logicznego oraz #rédia
i typu pakietu, Akcje standarcowe sa wykonywane jak w fazie transmisji
danych, Skrétowy wykaz akcji podano w tabeli 1,

Akcje szczegdiowe opisanc punizej.

3.1. Rejestracja danych niezbednych do realizacji akciji

fazy reinicjacji

Do rejestrowanych danych fazy reinicjacji naleza:

« licznik liczby retransmisji do lokalnego DTE,

- licznik liczby retransmisji do zdalnego DTE,

-« przyczyna reinicjacji,

~ podstan RZH sygnalizujacy oczekiwanie na potwierdzenie pakietu re-
inicjacji ze zdalnego DTE,

- podstan RLH sygnalizujacy occzekiwanie na potwiefdzenie pakietu re-
inicjacji z lokalnego DTE.

3.2. Akcje podczas reinicjacjl na zadanie jedneqo z uzytkownikéw
polsczenia

Wykonywanymi akcjami sa:
- zmiana stanu na d2 (po pakiecie RESET REQUEST) lub d3 (po pakie-
cie RESET INDICATION) ,

- zerowanie wskazrikéw stanu nadawania i potwierdzania (PS PS

1 2’

PR, PRQ} w opisie kanatu logicznego danego poiaczenia,

~ kasowanie kolejki pakietdw-zablokowanych ze zwrotem buforéw do pu-
li bufordw wolnych i zerowaniem danych o kolejce w OKL,

- tasowanie pakietdw nalezacych do reinicjowaneqgo poitaczenia we
wszystlich kolejkach wezia,

3.3, Akcje podczas reinicjecji na skutek bledu

‘.o akcji wykonywanych po wykryciu biedu naleza:
- zmiana stanu kanalu na d3,



Tabela

Akcje podejmowane przez wezet w odpowiedzi na pakiety i datagramy w stanie
Data Transfer dla stanéw Reset Request i Reset Indicetion

Reset Request

13

Reset Indication

Rodzaj pakietu po odebraniu po odebraniu lokelny zdalny
pakieru datagramu pu odebraeniu po odebraniu po odebraniu po odebraniu
pakietu datagramu pakietu datsgramu
CALL REQUEST .
CALL INDICATION bl.dzscE bl.d2;CE bl.dz;CE bl;iz;CE btgd FCE bled ;CE
g?ELLcCIE:ﬁERFCrngIRMTION (stan d3) (sten d3) (stan d3} (stan d3) (etan d3) (stan d3)
CLEAR REQUEST stendard standard - standerd standard standard standerd
CLEAR INDICATION (stan ps) (stan p7) (stan p6 (sten p?7) (stan p6) (stan p7)
odrzucony 1lub : standard (etan| standard (stan odrzuceny lub
RESET REQUEST stendard po li- standard d3 lub d1 po | d3 lub d1 po standard erandard po li-
RESET INDICATION micie czasu (sten d1) potwierdzeniu | potwierdzeniu (stan d1) micie czasu
(stan d2) zdalnyn) lokslnym) (sten d3)
standard z standard z
ewentualnym od- | ewentualnym od-]
DCE lub DTE bled FCE standard blokowanies pa-|blokowaniem da standard standard
RESET CONFIRMATION 28 kietéw (stan di | tagraméw (sten
(stan d3) (etan d1) po potwierdze-|d1 po potwier- (stan d1) (stan di1)
- niu zdalnym lub| dzeniu zdalnym
d3) lub d3)
‘odrzucony lub ‘odrzucony lub
Dane bled FCE blokowany po blokowany po
INTERRUFT 28 ‘(’g:::ﬁ;y lokslnym po- | zdslnym  po- gg;:';fggy (:::: Fgg)
INTERR'PT CONFIRMATION (stan d3) twierdzeniu twierdzeniu
(stan d3) (stan d3
RESTART REQUEST bigg Fce blag ree odrzucony odrzucony bled :}:g
w kanale 40 - . (stan d3) (etan d3) (stan d3) (sten d3) (stan d3) “(sten d3)
Pakiet niewladciwy bl.dsgce bt d3;CE odrzucony odrzucony ::gg :’;gg
dle PVC (stan d3) (stan d3) (stan a3 (sten ¢3 (sten d3) (stan d3)

PVC
FCE

- kansl staty,
-~ blgd sterows

nia przeptywem,

1
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- ustawienie podstanéw RLH 1 RZH,
‘ - wysylanie datagramu RESET INDICATION z podaniem 2rdédia i przyczy-
ny bledu, ‘
- pobiaranie bufora i wygenerowanie pakietu RESET INDICATION z po-
daniem 2rédia i przyczyny bledu,
- w razie braku bufore wygenerowanie fragmentu zawieszonego oczeku-

jacego na bufor,

- po wystaniu pakietu i datagramu wygernerows:ie odpowiednich frag-
mentéw zawieszonych sygnalizujgcych uptyw limitu czasowago,

- akcje dotyczace zmiany stanu kanalu jak podczas reinicjecji na zg-
danie (p. 3.2).

Uwaga - dla kenatu lokalnego jest ustawiany tylko limit czasowy dla
lokalnego DTE i podstan RLH.

3,4, Akcje w stanie Reset Indication w razie, gdy stan Raset
' Indication jest wygenerowany

Po otrzymaniu datagraméw RESET INDICATION lub RESET CONFIRMATIOH
traktowanych jako potwierdzenia (w tym RESET .INDICATIUN jeko potwier-
dzenie podczas kolizji) sg wykonywane nastgpujace akcje:

- kasowaniw podstanu RZH, ‘

- kasowanie fragmentu zawieszonego na limit czazowy dla zdalnego DTE,

- rejestracje zdarzenia kasowania limitu czasowago,

- zwrot bufora,

- zmisna stanu na d2, jezeli RLH =@,

- jezell RLH =@, ewentualne odblokowanie datagraméw nowej transmi-
sji, ktéra rozpoczeto lokalne DTE.

Po otrzymaniu pakietéw RESET REQUEST lub RESET CONFIRMATION, takze
traktowanych jakc potwierdzenia, sa wykonywane nastepujgce akcje:

- kasowanie podstanu RLH, )

- kasowanle fragmentu zawieszonego na limit czascwy dla lokalnego
DTE,

- rejestracja zdarzenia kasowania limitu czasowego,

- zwrot bufore,

- zmizna stanu na di, jezeli RZH =@,

- gdy RZH =g ewentualne odblokowanie pskietéw nowej tranemisji, ktéd-
rg ju2 rozpoczelo zdalne DTE,

Uwagn: Po odebraniu pakietu lub datagramu DATA, INTERRUPT lub RNR
akcje sg nastgpujace:

- dla podstandw RLH =1 lub RZK =1 odpowisdnio pakiety lub detagremy
sg kasowane, ‘

- dla podstanu RZH =1 i po odebraniu pakietu pakiet jest przetwarza-
ny tak jak w stanie d1 (51 i jako datagram jest blokowany w weile,
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- dla podstanu RLH =1 i po odebraniu datagramu, datagram je.: orze-
twarzany tak jak w stanie d1 i jako pakiet jest blokowany w wgzlc.

Po odebraniu pakietu CLEAR REQUEST lub CLEAR INDICATION nastgpuje
przejscie do fazy rozlaczenia (2). Odebranie pakietu PLSTART REVUEST
powoduje przejscie do fazy restartu (41, Odebranie w stanie d3 pakie-
téw lub datagraméw innych niz wymienione jest traktowane jako blad i po-
woduje wystanie pekietu RESET do nadawcy pakietu.

3.5. Akcje w stanie Reset Indication ustalonym na skutek
odebrania datagramu RESET INDICATION

Po odebraniu pakietu RESET CONFIRMATION lub RESET REQUEST, traktowa-
nych jako potwierdzenie, nastgpuje:

- zmiana stanu kanalu na di,

- wykonanie akcji standardowych zwigazanych z wyslaniem potwierdze-
nia do podsieci.

Pakiety DATA, RR, RNR, INTERRUPT i INTERRUPT CONFIRMATION jako do-
puszczalne pakiety starej transmisji sa kasowane 1 nastgpuje zwrot bu-
fora. Odebranie pakietu CLEAR REQUEST powoduje przejscie do fazy roz-
aczenia [2), Odebranie pakietu RESTART REQUEST powoduje przejécie do
fazy restartu [41. Inne pakiety sg traktowane jako bledy sterowania
przeptywem (ang. FCE) i pownduja obstuge bledu w fazie reinicjacji.

Z datagraméw jest akcepiowany RESET INDICATION nadesltany po uplywie
limitu czasowego. Powoduje on akcj¢ taka, jak w stanie Filow Control
Ready po odebraniu pakietu RESET INDICATION, RESET INDICATION nadesta-
ny przed uplywem limitu czasowego jest kasowany. Inne datagramy sa tra-
ktowane jako bledne.

3.6. Akcje w stanie Reset Request

Po odebraniu datagramu RESET CONFIRMATION lub RESET INDICATION,
traktowanych jako potwierdzenia, nastgpuje:

- zmiana stanu kanaiu na di,

- akcje standardowe zwigzane z wystaniem datagramu,

Nadestanie datagramu CLEAR INDICATION powoduje przejscie do fazy
roztaczenia., Datagramy DATA, RR, RNR, INTERRUPT, INTERRUPT CONFIRMATION
sé kasowane.

Wszystkie pakiety, z wyjatkiem RESET INDICATION po limicie czasowym,
sa traktowane jako bledne i powoduje przejscie do obstugi biedu reini-
cjacji. RESET INDICATION nadesltany przed uptywem limitu czasowego jest
kasowany, po uptywie limitu czasowego jest obslugiwany tak jak RESET IN-
DICATION w stanie di.
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3.7. Akcje wykonywane po wywolaniu fragmentu zawieszonego
na skutek uplywu limitu czasowego dla lokalneqgo DTE

Fragment zawieszony wykonuje nastgpujace akcje:

- kontrole liczby retransmisji lokalnych lub limitu czasowego na
retransmisje,

~ gdy limit nie jest wyczerpany wygenerowanie pakietu RESET INDICA-
TION i wykonywanie akcji zwigzanych z wyslaniem pakietu do lokalnego
DTE jak w przypadku obsktugi biedu (p. 3.3),

- gdy limit jest wyczerpeny, nastepuje sygnalizacja niesprawnosci li-
nii i przejécie do fazy rozlgczenia dla polaczenia czasowego, a do fazy
transmisji danych dla polaczznia trwatlego.

3.8, Akcje wykonywane po wywolaniu fragmentu zawieszonego
na skutek uptywu limitu czasowego dla zdalnego DTE

‘Fragment zawieszony wykonuje nastgpujace akcje:

- kontrole liczby retransmisji zdalnych lub limitu czasowego na re-
transmisje,

- gdy limit nie jest wyczerpany,wygenerowanie datagramu RESET INDI-
CATION i wykonywanie akcji zwiazanych z wystaniem datagramu do zdalnego
DTE jak w przypadku obslugi biedu,

- gdy limit jest wyczerpany, nastgpuje sygnalizacja niesprawnosci li=-
nii i przejscie do fazy rozlaczenia dla polaczenia czasowego, a do fazy
transmisji danych dla potaczenia trwalego.

4, KONTROLA POPRAWNOSCI FAZY REINICJACJI POLACZENIA

Na kontrole poprawnosci przebiegu fazy reinicjacji potaczenia sktla=-
daja sieg:
a) kontrola poprawnos$ci otrzymanego pakietu/datagramu
- formalna,
- semantyczna,
b) kontrola poprawnos$ci kontekstu dla otrzymanego pakietu /datagra-
mu,
¢) kontrola uplywu limitu czasowego,
d) kontroia limitu retransmisji.
Dwie pierwsze kontrole sa prowadzone dla kazdego pakietu /d. agramu
v kazdym stanie kanatu logicznego. V razie stwierdzenia niepoprawnndci
rakietu/data.. »~u lub uzyskania go nie w kontekécie dokonuje sie:
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- zapisu informacji o bledzie w polu CAUSE-OKL,

- zmisny stanu kanalu na d3, jedli stan byl inny (por. tab. 1) 1 sg
prowadzone akcie jak podano w punkcie 3.3),

- ignoruje sig wykryty btad, jesli jest stan d3,

Kentrola uptywu limitu czasowego jest mozliwa dzigki prowsdzeniu
cdliczania czasu przez system sterujgcy wezta. Po stwierdzeniu uplywu
limitu czasowego dokonuje si@ retransmisji pakietu/datagramu, aktualizu=-
jac odpowiedni licznik retransmisji.

Stan licznikéw retransmisji jest pordéwnywany z limitem retransmisji
(parametr instalacyjny podobnie jak limit czasowy).

Jeéli limit zostanie przekroczony, to w zaleznosci od typu polgcze-
nis dokonuje sig:

- dla potaczenia trwalego (PVC) zmiany fazy na faze transmisji da-
nych (stan kanatu di), ]

- dla polgczenia czasowego (VC) zmiany fazy ne faze rozigczenis po-
taczenia (stan kanatu p7).

W trakcie opisanej kontroli poprawnodéci fazy reinicjacji polgczenia,
jak réwniez dla celéw statystyki i diagnostyki pracy wezla i podsieci,
prowadzi sig¢ rejestracje nastepujacych zdarzeh, stwierdzonych w fazie
reinicjacji:

- bigdny datagram,

- biedny pakiet,

- reinicjacja tgcza,

- odbidér pakietu RESET REQUEST,

- odbidr datacramu RESET INDICATION,

- brak wolnego bufora,

- rozlaczenie z powodu wyczerpania limitu retransmisji,

- rozlaczenie z powodu przecigzania wegzila,

- zakonczenie fazy reinicjacji dla DTE i podsieci.

" Informacje o zaistnialych zdarzeniach podaje sig¢ programom diagnos-
tycznym wezla,

5. OPROGRAMOWANIE FAZY REINICJACJI POLACZENIA

Oprogramowanie fazy reinicjacji polaczenia skiada sig¢ z 3 podmodu-~
16w, wykorzystujacych 7 podprograméw wlasnych modutu X.25 oraz 6 podpro-
graméw udostepnionych przez oprogramowaniec podstawowe wezla.

Sterowanie do dowolnego z 3 podmoduléw jest przekazywane bezposdred-
nio z podmoduiu fazy transmisji danych, a dane sa podawane w rejestrach
ogélnych procesora wezla.
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Podmoduly realizujg nastepujgce funkcje: '
- obstuge zmiany fazy - ORESEF,
- obsluge stanu d2 - REREQF,
- obsluge stanu d3 - REINDF,
Kazdy z podmoduléw jest jednowejéciowy.
Strukture oprogramowania przedstawiono na rys. 1.

Wejécie
z fazy trgnsmisji danych

3 ¥

obttuga zaiany obsiuga stsnu d2 obsiuga stanu d3
OR;ng REREQF REINDF
R [ Ll 1
cbebuga bledu erowanie OK L] zamiana zamiana
OBREF ' peicie da
KASPAF PADAL DAPAL

cbsiuga linii wysytanie konctrukcj‘ podprogramy
lokalnej paldet/Aiatagram
i | P et

e —— ]

oziomu X

Rys,.,1. Strukture oprogramowania fazy reinicjacji lgcza
Fig.1. Programming structure of reset transmission phase

~ Dane migdzy podmodulami sa przekazywane przez wykorzystanie wspél-
nego obszaru danych, na ktéry skladaja sie:

- dane instalacyjne wezla,
rejestry ogélnego przeznaczecnia minikomputera SM-3,

- opis kanalu logicznego OKL,

- bufor z datagramem/pakietem,

Ta sama zasada komunikacji zostala przyjeta dla wspéipracy podmodu-
ty-podprogramy.

Struktury danych zawarte w opisie kenalu logicznego, ktére sz konie-
czne i wykorzystywane w fazie reinicjacji polaczenia, przedstawiono na
rys. 2.

Stan kanalu SKLE orez wskainiki WFAZE sa wykorzystywane do przeka-
zania sterowania do odpowiedniego podmodulu. W polu WFAZE wykorzystuje
sig¢ dwa bity oznaczone +LH i RZM, ktdére oznsczajg odpowiednio prowadze-
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bit
oktet 8 4 6 5 4 3 2 1

6 P PTWE
23 SKLE
30 WFPH

WFAZE

31 RZH RLH
32 Przyczyna reinicjacji
33 Kod diagnostyczny CADSE
34 Licznik retransmisji lokalnych LTIMIE
35 Licznik retransmisji zdalnych LTIM2E

Rys,2., Struktury danych OKL wykorzystywane w fazie reinicjacji
Fig.2. Data fields of LCD used in reset phase

nie retransmisji pakietéw RESET INDICATION (do DTE) i datagraméw RESET
INDICATION (do podsieci). Pole CAUSE przechowuje informacje o przyczy-
nie reinicjecji, a pola LTIM1E i LTIM2E zawieraja odpowiednio liczniki
retransmisji do DTE i podsieci.

Istotny dla dazy reinicjacji jest réwniez wskaznik P pola PTWE, kté-
ry informuje o typie polaczenia, z ktérym jest zwigzany OKL (P=1 - ka-
nal trwaly PVC, P=@ - kanal czasowy VC). Wskaznik ten decyduje o spo-
sobie zakoriczenia fazy reinicjacji w przypadku osiggnigcia limitu re-
transmisji:

P=1 - nastegpuje przejécie do fazy transmisji danych,

P=@ - przejscie do fazy roztaczenia polaczenia,

Przyjete struktury danych sg wystarczajgace do poprawnej realizacji
fazy reinicjacji, zgodnej z podanymi w pracy [51 grafami przej$¢ miedzy
stanami i tabela przej$¢ (tab. 1) po otrzymaniu okreélonego pakietu z
DTE.

Aby jednak zrealizowaC wymaganie retransmisji pakietdwdatagramdw,
system sterujacy we¢zia musi udostepnic nastepujace zascby:

- bufory dla konstrukcji datagramu/pakietu,

- odliczanie czasu,
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oraz dane globalne wgzla:

- limit czasowy dles d3-TD3E,

- czas oczekiwania na bufor = TBUE,

Wymaganie odliczania czasu jest zwigzane z koniecznoscig okredélenia
limitu czasowego, po ktérym nalezy dokonaC retransmisji., Rsalizacja re=-
transmisji wykorzystuje tzw. fragment zawieszary, bedacy podprogranem
podmoduiu REINDF, ktéry jest inicjowany po podanym czasie. Nzlezy zwré-
cié¢ uwage, 2e w razie odliczania limitéw czasow, ch dla wizlu polaczen
moment inicjowania konkretnego fragmentu zawisszonege muze byé opéinia~
ny w stosunku do czasu zgdanego., Prowadzié to aoze do rozsynchronizowa-~
nia prowadzonych retransmisji.

Niemoznos¢ uzyskania buforéw do retransmis;i powoduje réwniez zgda-
nie odliczania czasu, po uplynigciu ktérego pouxwle sie 2adanie bufara.
Jednoczednie zwigksza sig odpowiednio licznik retransmisji, jedli czas
oczekiwania na bufor jest réwny krotnedci limitu rzascwego.

Wytacznoéé (synchronizacja) dostgpu do wspéloych danych jest zapew-
niona przez nieprzerywalno$¢ wykonywania poszczegédlnych podmoduléw/pod~
programéw. Umozliwie to wykorzystywanie oprogramowania X,.25 wspélbiez-
nie dla wielu polaczef,

Aby uzyska¢ pewng mobilnos¢ oprogramowania, jek réwnicz ze wzgledu
na niezdefiniowanie pewnych wielkodci przez protokél X.,25 w vprogramo-
waniu fazy rozlaczenia, przyjeto jako parametry rastgpujace cane:

e identyfikator ogélny formatu pakietu,

- limit retransmisji pakietdéw/datagramdw RESET INDICATION,

- limit czasowy (DCE-TD3E) dla stanu d3,

~ czas oczekiwania na bufor.

Dane te sg dostgpne jako paraemetry instalacyjne wgzle we wspélnym
obszarze danych i moga byé zmienione w kolejnych generacjach oprogramo-
wania wezla podstawowego.
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Kasowanie potaczen logicznych w sieci komputerowej MSK

W artykule przedstawiono przebieg fazy rozlaczenis drogi logi-
cznej w sieci komputerowej MSK na poziomie protokolu pakietowe-
0 X.25, Podano przyczyny i sposéb realizacji rozlaczenia w we-
le sieci MSK. Oméwiono implementacj¢ programowg fazy rozlacze-
nia, rozwazajac zalety przyjetego rozwigzania.

W przebiegu transmisji danych migdzy dwoma uzytkownikami wyrdéznia
sil@ trzy etapy:

- faza nawigzania polgczenia,

- faza transmisji danych,

- faza roztaczenia polaczenia.

Dwie pierwsze fazy dla sieci komputerowej MSK zostaly przedstawione
odpowiednio w pracach [6]1 i1 [4]1, Celem niniejszej pracy jest prezenta~
cja realizacji fazy roztaczenia na poziomie protokolu pakietowego X.25
w sieci MSK,

Punktem wyjdcia do przeprowadzenia fazy rozlaczenis jest istnienie

- polgczenia logicznego (drogi logicznej), zalozonego w fazie nawiazania
potaczenia. Poleczenie to w sieci MSK jest stale przez caly okres pro-
wadzenia transmisji danych. W sklad polgczenia wchodza dwaj uzytkowni-
cy (DTE) crez wgzly podsieci komunikacyjnej. WSEréd wezidéw wyrdznia sie
wezel poczgtkowy - DCE, ktéry jest zwigzany z uxytkownikiem -~ DTE 2ada-
jacym polaczenia, wezet kohcowy - DCE zwigzany z uzytkownikiem - DTE,

£} Centrum Obliczeniowe Politechniki Wroclawskiej, Wybrzeze Wyspians-
kiego 27, 50-370 Wrociaw
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wywolywanym do transmisji. Inne wezi; wchodzgce w sklad polaczenia, to

wezly posrednie; wezly potaczune z DTE, beda nazywane wegzlami zwigza-
nymi z DTE, W sieci MSK transmisja danych w podsieci jest realizowana
przez wysylanie datagraméw, przez ktdére rozumie sie rozszerzone o nagié-
wek (nadawce) pakiety protokolu X,.25.

1. CHARAKTERYSTYKA I FUNKCJE FAZY ROZtLACZENIA

Celem fazy rozlaczenia jest likwidacja polaczenia logicznego (drogi
logicznej), zestawionej migdzy dwoma uzytkownikami przez pakiety RE~
QUEST/INCOMING CALL. Rozlgczenie odbywa sig¢ na 2gdanie dowolnego uzy-
tkownika polaczenia lub przez podsieé komunikacyjne w razie stwierdze=-
nia nieusuwalnych bledéw transmisji, np. odbiér nieznanych pakietéw,
niemozno4¢ reinicjacji lacza, awaria linii transmisji itp.

Rozlaczenie potgczenia logicznego przebiega w dwu etapach:

- przesylanie pakietu/datagramu z informacja o 2adaniu rozlaczenia,
tzn. CLEAR REQUEST lub CLEAR INDICATION, opcjonalnie z przyczyna rozita-
czenia,

- przesylanie pakietu/datagramu potwierdzenia przyjecia zadania roz-
taczenia, tzn, CLEAR CONFIRMATION lub CLEAR INDICATION,

Zarejeet}owanie przez podsieé komunikacyjna takiej wymiany informa-
cji powoduje likwidacje polaczenia logicznego, tzn. usunigcie opiséw
tej drogi z wezléw: poczatkowego, kofcowego i posrednich, wchodzgcych w
skiad tego potaczenia,

Istnieje réwniez "awaryjna" mozliwo$¢ likwidacji polaczenie logicz-
nego. Jesli w ustalonym czasie nie stwierdzi sig wspomnianej wymiany
informacji, to podsieC¢ automatycznie moze dokona¢ likwidacji tego pola-
czenia.,

W razie awarii elementu podsieci, jesli jest to mozliwe, przed doko-
naniem roztaczenia polaczeh wykorzystujgcych uszkodzony element, podsieé
przesyta informacje o awarii do uzytkownikéw polaczen, a nastepnie li-
kwiduje wszystkie polaczenia.

2. PRZEBIEG FAZY ROZt ACZENIA

Zadanie rozlaczenia potaczenia moze wyslaé dowolny uzytkownik - DTE
w dowolnej chwili przez wyslanie pakietu CLLAR REQUEST, Odebrany w we-
2le zwigzanym z DTE (wezel 2rédlowy) pakiet zostaje zamieniony na data-
gram CLEAR INDICATION i przestany po ustalonej drodze do drugieqo uzy-
tkownika - DTE., Jednoczesdnie informacja o zainicjowaniu fazy roztacze-
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nia zostaje zarejestrowana w opisie potaczenia (w ktérym uzyskano pakiet
CLEAR REQUEST) jako nowy stan tego potlaczenia.

Wezly posrednie, przez ktére nastepnie przesyla sie datagram CLEAR
INDICATION, réwniez przechowuja informacje o zapoczatkowaniu roztacze-
nia. Wezel zwigzany z DTE adresatem rozlaczenia (wezel docelowy) po o-
debraniu datagramu CLEAR INDICATION zamienia go na pakiet CLEAR INDICA=
TION i przesyla do uzytkownike - DTE. Uzytkownik po odebraniu tego pa-
kietu przesyla zwrotnie potwierdzenie rozigczenia w pbstaci pakietu
CLEAR CONFIRMATION, ktéry zamieniony w wezle docelowym na datagram CLEAR
CONFIRMATION zostaje skierowany do wezla Zrédiowego. Jednoczesnie w we-
2le docelowym likwiduje sig¢ opis polaczenia.

Jako potwierdzernie rozlaczenia jest traktowane réwniez odebranie w
wezle docelowym pakietu CLEAR REQUEST (zamiast CLEAR CONFIRMATION) . Zda=-
rzenie takie jest okreslane mianem kolizji wywolah rozlaczenia. Uzyska-
ny pakiet CLEAR REQUEST zostaje zamieniony na datagram CLEAR INDICATION
i jest wysylany do wezla Zrédiowego, a opis polaczenia jest likwidowany,
W kazdym wezle poérednim, przez ktéry jest transmitowany zwrotnie data-
gram CLEAR CONFIRMATION lub CLEAR INDICATION, dokonuje sie likwidacji
opisu potaczenia.

W wezle 2rédlowym otrzymany datagram CLEAR CONFIRMATION lub CLEAR
INDICATION zostaje zamieniony na pakiet i przestany do uzytkownika =
DTE, po czym likwiduje sie opis polaczenia. Faza rozlaczenia zostala
zakoficzona - zlikwidowano opis polaczenia w calej podsieci. Jeéli DTE -
- inicjator rozlaczenia nie uzyska potwierdzenia realizacji swojego zag-
dania, to po uplywie limitu czasowego retransmituje pakiet CLEAR REQUEST,
ktéry jest przestany w przedstawiony sposéb.

Liczba retransmisji jest réwniez ograniczona i po jej przekroczeniu
DTE podejmie ewentualnie decyzje o restarcie 1gcza, ktérym jest zwigza-
ne z podsiecia i na ktérym istnieje zlikwidowane poltaczenie (5). Opi-
sany przebieg fazy rozlaczenia przedstawiono schematycznie na rys. 1.

Odmiennie jest realizowane rozlaczenie‘dokonywane na zadanie podsie-
ci, a konkretnie dowolnego z wezléw podsieci zwigzanych z DTE. Zadanie
rozlaczenia jest wysylane jednoczesnie w postaci pakietu i datagramu
CLEAR INDICATION odpowiednio do obu uzytkownikéw poltaczenia (do lokal-
neao - pakiet, do zdalnego - datagram).

) vigzel - inicjator rozlaczenia oczekuje na potwierdzenie od obu uzy-
tkownikéw, a nieotrzymanie dowolnego z nich w okreslonym czasie powodu-
je retransmisie odpowiednio pakietu lub datagramu (lub obu). Uzyskanie
potwierdzen jest jednoznaczne z zakonczeniem fazy rozltaczenia i polacze=-
nie w podsieci jest zlikwidowane. Po wyczerpaniu limitu retransﬁisji

vlecaja likwidacji opisy poraczenia w wgzlach zwiazanych z obydwoma uzy-
thownilomi - DTE, Schematycznie przebieq teqo rozlaczenia przedstawiono

na rys, 2,
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DCE DCE ocE alre_ .
5 pakiet datagram dstagram dntagram FE:'\‘;gram pakiet )dbv:y:
s =5 CLEAR CLEAR CLEAR CLEAR CLEAR CLEAR ==Y fjff{wnm
rozfac REQUES INDICAT INGICAT, INDICAT. INDICAT, INGICAT.| e
L_.......—J
. wezet we ) 1
poczatkowy posredni ::v::owy
b pTE DTE
lokalne e fcE DCE 2daine
___0 x e ———
frédto | pakiet datagram datagram deizgram detegram ::mu
indenia L CLEAR KA CLEAR CLEAR CLEAR CLEAR |4 rozhczenic
roztacze- CONFIR. /% | CONFIR. CONFIR. CONFIR. CONFIR.
na
wezet wezet wezed likwidacia
poczatkowy pofredni korcowy potaczenia

hi — dowolny stan DCE
réiny od p6 i p7

p; — stan przy odbiorze pakietu/dstagramu

—) p; — stenpo wystaniu pakietu/datagramu

Rys.1. Przebieg poprawnej transmisji rozlaczenia na zadanie uzytkownika: a = transmisjé 2gdania roz-
taczenia, b - transmisja potwierdzenia rozlaczenie

Fig.1. Transmition process in disconnection phase - on user request: a - transmition of disconnection
request, b - transmition of disconnection acknowledge
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Rys.2, Przebieg poprawnej transmisji rozlaczenia na 2gdanie podsieci; a - transmisja 2g@denia rozlg-
czenia, b - transmisja potwierdzenia rozlgczenia przez DTE lokalne, c - transmisja potwierdzenia
roztgczenis przez DTE zdalne

Fig.2. Transmition process in disconnection phase - on subnetwork request; a - transmition of
disconnection request, b - transmition of disconnection acknowledge by local DTE, c - transmition
of disconnection scknowledge by remote DTE )
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Istnieje réwniez mozliwo$¢ dokonywania "awaryjnego” roziaczenia po-
laczenia w razie uszkodzenia linii transmisji lub Zzadania przez dowol-
nego uzytkownika - DTE restartu calego lgcza, ktdérym jest zwigzany z ﬁod-
slecig. W takiej sytuacji po wszystkich polgczeniach reslizowanych na
uszkodzonej lub restartowanej linii przesyla sig w przeciwnym kierunku
pakiet lub datagram CLEAR INDICATION z informacja o Wyst@pujacym zda-
rzeniu. Nie oczekuje sig potwierdzenia takiej informacji, a polgczenie
likwiduje si¢ natychmiast po wyslaniu pakietu czy datagramu [5]1,

3. STRUKTURA PAKIETOW, GRAFY I TABELE PRZEJSE

Do realizacji fazy rozlaczenia wykorzystuje sie 3 typy pakiétéw:
- CLEAR REQUEST,
- CLEAR INDICATION,
= CLEAR CONFIRMATION,
ktérych strukture przedstawiono na rys, 3.

a)
Oktet 8 7 5] 5 4 3 2 1
4 | Format Oqéln Nr Grupy Kanatu
Pakietu %GFI Logicznego (LCGN)
2 Nr Kanatu Logicznego (LCN)
Identyfikator Typu
3|lg 2 9 1 p 2 1 1 Pakietu  (PTI)
4 w Kod Przyczyny (CC)
5 Kod Diagnostyczny (DC)
b)
Oktet 8 7 6 5 4 3 2 1
1 Format 0Ogéln Nr Grupy Kanatu
Pakietu ?GFI Logicznego (LCGN)
2 Nr Kanalu Logicznego (LCN)
Identyfikator Typu
3jg ¢ ¢ 1 g 1 1 1 Pakietu (PTI)

Rys.3. Struktura pakietdéw fazy rozigczenia: a - format pakietu CLEAR
REQUEST lub CLEAR INDICATION, b - format pakietu CLEAR CONFIRFMATION

Fig.3. Structure of packets for the disconnection phase: a - CLEAR RE-
QUEST/CLEAR INDICATION packet format, b - CLEAR CONFIRMATIOM packet
format
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Kodowanie pola przyczyny rozlgczenis podano w tab. 1, natomiast wy-
korzystywsne kody diagnostyczne w tab, 2.
Tabela 1

Kody przyczyn ruztaczenia

. N & Kod
5 ) G5 432 .
1y & N g 4 dscmkowy
Rozlaczenis crzez DTE PoeRoepe 1%
Zajety numer Gparpepe@g1 1
Awaria OCLC VP gEad1gea 11
ttad procedury zdalnej WaP1eggga1 21
Cdbiornik nieadpowiednio wybrany Pg1@gR@P1 41
Zadanie niewlasciwego udoqodnienia {707 BV I . B e W 3
Lostep zastrzezony PpePd1g1a 13
RYzd rrocedury lokalnel PPP21LIPg11 23
Frzecigrenie sieci PP P1P1 5
Niedostepny DO PP2231101 15
Tabela 2
Yodw diannnstycezne fazy roztaczenia
: T Kod
Bity 87 6 54321 bsemk owy
Niewazny typ pakietu pPPo100009 2p
dla stanu p6 209011001 31
dla stanu p7 22110910 32
Niedozwolony pakiet PP1200090 49
niezdefiniowany pakiet PP i1eP001 41
pakiet zbyt krétki 2101189 46
pakiet zbyt diugi gPg1 @2 111 a7
niewazny identyfikator formatu oqélnego |@ P 1 @129 @ 5g
Przekroczony czas pPP1190008¢ 69
dla CLEAR INDICATION g 91 291 61
Uwaga. Pole kodu diagnostycznego nie jest wymagane w pakiecie

CLEAR REQULST; jesli zaden z podanych kodéw nie jest odpowiedni dla wy-
krytego w DCE b2edu, to pole kodu diagnostycznego moze zawiera¢ O,

Jak wynika z grafu (rys. 5) w fazie roztaczenia wyrézniono dwa sta=-
ny kanatu: p6 i p7. FPierwszy z nich oznacza odebranie przez DCE pa-
kietu CLEAR REQUEST, a drugi odebranie przez DCE datagramu CLEAR INDICA-
TION i wyslanie przez DCE pakietu i datagramu CLEAR INRICATION odpowied-
nio do DTE i d¢ podsieci.



114
Iwona Dubieiewicz

Tabela 3 stanowi uzupelnienie grafu i przedstawia zmiang stanéw w
DCE pod wplywem otrzymywanych z DTE pakietéw. Dzialanie oznaczone "biad"
nalezy rozumie¢ jako wyslanie do DTE i do podsieci odpowiednio pakietu
i datagramu CLEAR INDICATION.

Podane liczby #N sa liczbami 6semkowymi i oznaczaja kody diagno-
styczne wysylane w pakiecie/datagramie CLEAR INDICATION po wykrytym bie-
dzie.

Poprawny przebieqg fazy rozlaczenia przedstawia graf z rys, 5. Sto-
sowane w grafie symbole majg intérpretacj¢ jak na rys. 4.

PAK1 - pakiet powodujacy wejécie
do stanu pj

PAK3
stan kanalu
PAK2 - pakiet powodujacy wyjscie
ze stanu p,
1
Rys.4. Znakowanie grafu przejsc
Fig.4. Marking of transition graph
DCE
CLEAR CLEAR
REQUEST INDICATICN .
DCE
CLEAR 27N\ CALL
CALL . DCE ACCEPTED
CONNECTED REQUEST ~  CLEAR CLEAR ) hiub

INDICATION INDICAT .

REQUEST

DCE CLEAR CONFIRMATION

DTE CLEAR CONFIRMATION
lub CLEAR INDICATION

lub CLEAR REQUEST

Rys.5. Graf przejst ¢la fazy rozlaczenia

1

Fig.5. Transiticn araph for disconniction phase
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Tabela przejéé dla fazy rozlaczenia

Stan ka- Dowolny stan
nalu z wyjatkiem
DCE
Otrzyma- p6 i p7 p§ 7
ny pakiet
od DTE
CALL REQUEST btad dla standw btad odrzucenie
p2 — p7, #21 p6 —s p7 # 25 p7 —ep7
p4 —» p7, #23
CALL ACCEPTED blad dla standw biad odrzucenie
pl —» p7 # 20 p6 —= p7 # 25 p7 —e p7
p2 —» p7 # 21
p4 —» p7  #23
p5 —=p7  #F24
CLEAR REQUEST odrzucenie
Py — p6 p6 — pb p7 —=p1l
DTE CLEAR btad btad
CONFIRMATION p, —=p7 A21 | p6 —p7 #25 07 —w p1
# 22
M 23
# 24
A 25
Dane, RESET btad dla stanéw btad odrzucenie
INTERRUFY pl —=p7 #29 | ps —»p7 #25 p7 —» p7
p2 —= p7 #21
p3 —e p7  #22
p5 —e p7  #24
RESTART REQUEST jak wyzej btad odrzucenie
CORF IRMATION 2 P —=p7  #25| p7 —>p7
bitani 134
oktetu 1 1lub
bitami 148
oktetu 2#0
FFakiet krodtszy jak wyzej btad odrzucenie
od 1 oktetu lub p6 — p7 #25 p7 —w p7

nieznany DCE
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4, AKCIE WEZLA - DCE W FAZIE ROZLACZENIA
Aby poprawrie przeprowadzié¢ rozlaczenie,wgzel - DCE musi mie¢ odpo-
wiednie struktury danych i sterowania, ktére zapewnig opisane w punkcie

3 zachowanie DCE w réznych sytuacjach.

4,1, Struktury danych

Przyjeto, ze w celu opisu potaczenia (dfogi logicznej) W kazdym we-
#le wchodzacym w jego sklad datagram INCOMING CALL tworzy struktury do-
nych, zwang opisem kanalu logicznego - OKL.

W fazie rozlaczenia tylko niektére pola OKL sa wykorzystywane, I
tak, do zapisu i odczytu wykorzystuje sig:

- 2-bajtowe pole przyczyny rozlgczenia CAUSE,

- 2-bajtowe pole wskaznikdw podfaiy_WFAZE,

- 2-bajtowe pole licznikéw retransmisji LTIMIE i LTIN2E,

- 1-bajtowe pole stanu kanalu SKLE,

Strukture tych pél przedstawiono na rvs. 6.

bity .
oktet
oxL 8 7 [ ] 4 3 2 1

;zl SKLE ]
30 WFPH
WEAZE
n l CZM™ l CLH l
32
CAUBE
3
24 LTIME
8 LYINRE
S .

Rys.6. iola OKL wyknizystywane w ftazie rozigczenia

Fig.6. Fields of !or:cal Charnel Description structure using in discon-
nection phase

Dodatkowo korzysta sig¢ 2z informacji przechowywanych ria innych polach
OKL (tylko odczyt), np. linia odbiorcy i nadawey itd. Strukture psl o-
raz sposéb konstrukcji ich zapnisu moznu znalezd w pracy 721,

Fola SKLE oraz VFPH sa wykorzystywane nodebnic jal w innyeh fazach,

10, iz stanu pho 4 11, dlo

tzn. przechowujga one aktualny stan kanalu 3

Cade
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stanu p7) 1 wskazuja na aktualnie pracujaca fasze (4g - tnza roztaczenia),

Natomiast wylacznie przez fazg rozlaczenis sa wykorzyst

3

nc pozostate

pola z rys. 6 i stuza one do przechowywania specialnych ir"ormacji o
prowadzonym roztaczeniu.

Pole CAUSE zawiera na jednym (mtodszym) baicie informacie o przyczy-
nie rozlaczenia (odpowiednik pols (O pakietu - por. okt 3), natomiast
na drugim (starszym) bajcie kod diagnostyczry (ocpowiednik pola DC pa=
ismta).

i'ole licznikéw retransmisji jest podzielone na dwa liceniki retrazn-

smisjiz:
- do zliczenia wysytanych pakietéw 1| !imif,
- do Tliczenia wysylanych datagromdv (TINM2.0,

Tity rola VWFAZE, oznaczone CZit i Citl, ¢ wskadnibanmy nrowadzenia re-

transmi=ji odpowiednio datagramdw i pakietdwe,

211 prryimujg one wartosé 1, to ornanza, s¢ .ot orowadzona re-
ironermicin,  i'ola te sa zerowane alho po pomyiiveen ralkodczinia retrans-
53t luzvskanie potwierdzenia), 0lbo po wyczern i limite retransmi-

B e
striditura danych wykorzystywans w horstralo 3 rabintu 3 datagramu

wm- nustac struktury podanej dla bufora w pracy 3%,

4,2, Dzialtanie DCE w fazie

/tcje podeijmowane przez DCE w fazie rozlaczenia sz zalezne od:

a) stanu kanatu,

b) otrzymanego pakietu/datagramu,

c) dostepnosci zasobéw weztla.

Istnieje jednak kilka akcji standardowych, «tére sz pode mowane nie-
zaleznie od podanych warunkéw. Do akcji tych naleza:

a) rejestracja zdarzenia,

b) badanie formalnej i semantycznej poprawnos$ci pakietu/datacramu,

c) badanie kontekstu uzyskanego pakietu/datagramu,

d) w razie pozytywnego wyniku kontroli b) i c) zamiana pakietu na
datagram (lub odwrotnie), wysylanie przygotowanego pakietu/dataaramu
(wstawienie do kolejki wyprowadzania w linie).

Dzialania pozostale sa dziataniami kontekstowymi i naleza do nich:

4.2.,1. Odbiér pakietu

1. Cla stanu p6:
- badanie czasu uzyskania CLEAR REQUEST; jeéli po upilywie limitu
czasowego, to przesyta sie datagram CLEAR INDICATION; przeciwnie -

zwrnt bufora,
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- ignorowanie uzyskanych pakietéw CALL REQUEST lub CALL CONNECTED i
zwrot bufora,

- rejestracja btedu w razie uzyskania innych pakietéw; zmiana sta-.
nu na p7; generacja pakietu i datagramu CLEAR INDICATION i ich wysta-
nie; 1inicjowanie odliczania obu limitéw czasowych i oczekiwanie na po-
twierdzenie,

Je$li niemozliwe jest uzyskanie bufora do konstrukcji pakietu 1lub
wezel jest przecigzony (nie mozna inicjowa¢ odliczania limitu czasowegoL‘
to likwiduje sie opis kanalu logicznego - polaczenie jest zlikwidowane.,

2, Dla stanu p7:

- badanie czy odebrany z DTE pakiet jest potwierdzeniem dla Zrédio-
wego DCE (tzn. czy CLH =@), jesli tak, to pakiet jest wysylany w posta-
ci datagramu; zostaje skasowany opis‘kanalu logicznego, polaczenie jest
zlikwidowane; przeciwnie - odebrany pakiet nalezy traktowac jako po-
twierdzenie dla DCE na wyslane uprzednio zadanie rozlaczenia, zeruje sig
wskaznik CLH i bada, czy zerowy jest réwniez wskaznik CZH; jesli jest
zerowy, to oznacza, ze obaj uzytkownicy potaczenia potwierdzili rozia-
czenie i likwiduje sie opis kanalu logicznego, je$li natomiast CZH =1,
to nie zmieniajac stanu kanalu oczekuje sig¢ na potwierdzenie z podsieci.

3. Dla dowolnego stanu kanalu réznego od p6 lub p7:

- otrzymany pakiet CLEAR REQUEST jest wysylany jako datagram CLEAR
INDICATION, stan kanalu ustala si¢ na p6,

- pakiety inne niz CLEAR REQUEST nie moga by¢ przekazane do fazy
roztaczenia, bo nie sa w kontek$cie.

4,2.2, 0dbiér datagramu

1, Dla stanu p6:

- otrzymane datagramy CLEAR INDICATION lub CLEAR CONFIRMATION sa
wysytane jako pakiety do uzytkownika - DTE, likwiduje sig¢ opis kanaiu
logicznego, polaczenie przestaje istniec,

- ignoruje sig datagramy INCOMING CALL i CALL CONNECTED, zwrot bu-
fora,

- otrzymanie innych datagramdéw jest traktowane jako biad (nie sa w
kontekécie), zmienia sig stan kanalu na p7; wysyla si¢ pakiet i data-
gram CLEAR INDICATION z podaniem przyczyny bledu, inicjuje sig¢ odlicza-
nie limitu czasowego i oczekuje na potwierdzenie; jes$li nie jest moz-
liwa konstrukcja pakietu (w konstrukcji datagramu wykorzystuje sig uzys-
kany bufor z datagramem), to likwiduje si¢ opis kanatu logicznego i po-
taczenie przestaje istniec,

2. Dla stanu p7:

- badanie, czy uzyskany datagram CLEAR INLICATION lub CLEAR CONFIR-
MATION nalezy traktowac jako potwicrdzenie rozlgczenia wezla docelowego
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(tzn. czy CZH =1); jes$li tak, to zwalnia sig¢ bufor i kontroluje sig
czy uzyskano réwniez potwierdzenie od DTE zwigzanego; likwiduje sig
opis kanalu logicznego, je$li uzyskano oba potwierdzenia; w razie gdy
CZH= @, a wiec nie jest to potwierdzenie rozlaczenia, datagram CLEAR
INDICATION jest retransmitowany i nalezy go po przeksztalceniu na pakiet
wysytac¢ do zwiazanego DTE; .

- inne datagramy, jako nie uzyskane w kontekscie, ignoruje sie.

3. Dla dowolnego stanu réznego od p6 lub p7: .

- uzyskany datagram CLEAR INDICATION jest traktowany jako zedanie
roztaczenia przez drugiego uzytkownika nie zwigzanego z DCE; przesyla
sie pakiet CLEAR INDICATION do zwigzanego DTE, stan kanalu ustala sie‘
na p7,

- uzyskanie innych datagraméw jest niemozliwe, bo nie sa one poprawne

dla fazy rozlaczenia.
4,2.3, Obstuga biedu

V/ razie stwierdzenia w fazie innej niz faza rozlaczenia bi¢du kwa-
lifikujacego do roztaczenia polaczenia (np. przekroczony limit zerowan
polaczenia) informacja taka jest przekazywana do fazy rozlgczenia, stan
kanatu ustala sig¢ na p7, generuje sig¢ pakiet i datagram CLEAR INDICATION
podajac przyczyne bledu, inicjuje sig odliczanie limitu czasowego i o-
czekuje na potwierdzenie. Jes$li wezel jest przeciagzony (nie ma buforéw
do konstrukcji pakietu lub nie mozna mierzyc czasu), to likwiduje sie

opis kanalu logicznego, polaczenie przestaje istniec.

5, KONTROLA POPRAWNOSCI FAZY ROZLACZEKIA

Na kontrole poprawnoéci przebiegu fazy rozigczenia skladaja sie:
1. Kontrola poprawnosci pakietu/datagramu, formalna i semantyczna.
. Kontrola poprawnosci kontekstu odebranego pakietu/datagramu.

S)

w

. Kontrola upiywu limitu czasowego.

IS

. Kontrola limitu retransmisji,

Dwie pierwsze kontrole sa prowadzone dla kazdego pakietu/datagramu
w kazdym stanie kanatu logicznego.

W razie stwierdzenia niepoprawnosci pakietu/datagramu lub nieuzys-
kania go w poprawnym kontekscie, dokonuje sig:

- zapisu informacji o bke¢dzie w polu CAUSE OKL,

- zmiany stanu kanatu na p7 (jesli stan byk inny - por. tab. 3) i
dalszz akcje jak podano w punkcie 4,

- icnoruje sie wykryty blad (jedynie rejestruje sie jego wystapie-

nie w celu statystyki), jesli stan kanalu jest p7.
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Kontrola uptywu liritu czasowego jest mozliwa dzigki prowadzeniu
przez system sterujacy wezia odliczania czasu. Po stwierdzeniu wysta-'
pienia limitu czasowego dokonuje sig retransmisji pakietu/datacramu i
zwigksza sig odpowiedni licznik retransmisji. Stan tego licznika poréw-
nuje sig z limitem retransmisji {parametr instalacyjny, podecbnie jak li-
mit czasowy). Jes$li jest przekroczony, to likwiduje si¢ polaczenie
przez usuniecie opisu kanalu logicznego.

Vi zwigzku z przedstawiona kontrola poprawnosci fazy rczlaczenia, a
tokze dla statystyki i diagnostyki pracy wezla {podsieci) prowadzi sig
rejestracje nastepujacych zdarzen, stwierdzonych w fazie rozlaczenia:

- bledny datagram,

- biedny pakiet,

- odbidér pakietu CLEAR REQUEST,

- odbidér datagramu CLEAR INDICATION,

- brak wolnege bufora,

- rozlaczenie z powodu limitu retransmisji,

- rozlgczenie z powodu braku bufora,

- roztaczenie 2z powodu przeciazenia wezila,

- zakonczenie fazy rozlgczenia.

Informacje te sg przekazywane podprogramom diagnostycznym wezia,

€&, OPROGRAMOVIANIE FAZY ROZt ACZENIA

Na oprogramovianie fazy rozlaczenia sklada si¢ 6 podmoduldw, wyko-
rzystujacych 9 podprograméw wkasnych modutu X.25 oraz 6 podprograméw
7 udostepnionych przez oprogramowanie podstawowe wgzla,

Komunikacja oprogramowaznia fazy rozlaczenia z innymi fazami odbywa
si¢ za posrednictwem jedneao podmodulu - analizatora, ktéry uzyskuje
dane dla dzialania fazy 1 zgodnie z ustalonymi warunkami oraz danymi
przekazuje sterowanie do jednego z 5 podmoduldy, realizujacych nastgpu-
jece funkcje:

- obs}uge stanu po,

- obslugeg stanu p7,

- obslugeg zmiany fazy,

- obsluge wezla podredniego,

- obstuge w¢zla lokalnego.

Kazdy z 6 podmoduléw jest jednoweisciowy i z wyjatkiem podmodulu
analizatora - jednowyjéciowy.

Strukture oprogramowania fazy rozlaczenia przedstawiono na rys., 7.

Komunikacja miedzy podmodulami, tzn. analizator-dowolny podmodul,
jest realizowana przez wykorzystanie wspdlneqgo obszaru danych, na ktéry
skladaja sieg:
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Rys.7. Struktura oprogramowania ftazy rozigczenia

Fig.7. i'rogramming structure of disconnection phase

- rejestry ogdlnego przeznaczenia minikomputera SM-3,

- opis kanalu logicznego,

- bufor z datagramem/pakietem,

- dane instalacyjne wezia.

Ta sama zasada komuraikac)i zostala przyjete dla wspéipracy podmodu-
ty-podprogramy.

Oprogramowanie iazy rozigczenie w celu poprawnego dzialania wymaga
udostepnienia przez system sterujacy wezla nastgpujacych zasobdw:

- butoroéw do konstrukcji datagramu/pakietu,

- odliczania czasu,

“iymaganie odliczania czasu jest zwigzane z koniecznoscia pomiaru
limitu czasowego i przeprowadzenia retranszmisji pakietu/datagramu po
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jego uptywie. Po uptywie limitu czascwego jest inicjowany {przez pro-
gram sterujacy wezta) tzw. fragment zawieszony, ktéry realizuje akcje
retransmisji pakietu/datagramu. Fragment zawieszony stanowi w zasadzie
pewien fragment-podprogram wlas$ciwego oprogramowania fazy rozlaczenia.

Oba zasoby sa dostarczone przez specjalne podprogramy oprogramowa-
nia podstawowego wezia i sg inicjowane w dowolnym z podmoduiéw fazy
rozlaczenia. Podprogramy te zwrotnie podajg informacje o mozliwosdci
realizacji zadania.

Wylacznos¢ (synchronizacja) dostepu do wspdlnych danych wezla jest
zapewniona przez nieprzerywalno$c¢ wykonywania poszczegélnych podmodu-
16w/podprograméw, ’ '

Aby uzyskaC pewng mobilnoé¢ oprogramowania, jak réwniez ze wzgledu
na niezdefiniowanie pewnych wielko$ci przez protokdéi X.25 w oprogramo-
waniu fazy rozilaczenia, przyjeto jeko parametry nastgpujace dane:

- identyfikator ogélny formatu pakietu,

- limit retransmisji pakietéw/datagraméw CLEAR INDICATION,

- limit czasowy DCE i DTE zwigzanego,

- czas oczekiwania na bufor,

Dane te sg dostgpne jako parametry instalacyjne wezla we wspdélnym
obszarze danych i moga by¢ zmieniane w kolejnych generacjach oprogramo-
wania podstawowego wezia,
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DISCONNECTION PHASE -IN THE MSK COMPUTER NETWORK

This paper presents the phase of disconnection of virtual connec-
tion in the MSK computer network on the X.25 packets protocol level.
The causes and the way of realization of disconnection are given,

The programming system realizing in the node disconnection phase
is described and the advantages of implemented solution sre discussed.

Verified by Ruta Czaplinska
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[poBepuna Manroxara Xe#tmpmx






Prace Naukowe Centrum Obiiczeniowego
Nr 2 Politechniki Wroctawskiej

Studia i Materiaty ir 2

Sied komputerows, gt o4
pakietowy, potgczenia ». i, m

Jozef GOETZY)

Restart potaczen logicznych w siect komputerowej MSK

Przedstawiono zasady obsitugti ozt tus o e restarty protokotu -
kietoweqgo X.25 poziomu 2. (V195 RV Lo.mmeni3c)e resta‘tu i
wezla sieci komputerowe ) MoK,

1, CHARAKITERY - IVKA a4, REGTARTH

Celem restartu jest przv.otowznie lacza {interfejsu) DOTE/DCE pozio-
mu pakietowego do ponownege startu, tj. zalozenia polgczen logicznycn.
W fazie restartu nastegpuje rozdagc:enie wszystkich czasowych 1 statych
potaczen legicznych, zwiazsnych z okreslonym lokalnym DTE (tj. kodAcowym
siecicwym urzgdzeniem transmis): danych) .

Frzz restartu moze by¢ wywolana przez lokalne DTE badz przez DCE
(ti. vieciowe urzgdzenie transnisji danych lub inaczej wezetl DCE) .

Faza restartu, wywolans od lokalnego DTE, polega na przestaniu do
DCE odpowiedniego pakietu {RESTART REQUEST), na co DCE powinien odpowie-
dzie¢ notwierdzeniem otrzymania tego pakietu, Przesylanie od lokalnego
DTE do DCE innych pakietdéw, zanim otrzyma sig potwierdzenie na wczesnie]
wystany pakiet, prowadzi do wykrycia bi@du restartu, Wykrycie niepopra-
wnoéci w przesylaniu pakietow prowadzi do tego, 2e DCE przejmuje inicja-
tywe w wysylaniu odpowiedniego pakietu (RESTART INDICATION) do DTE i co-

czekuje na jego potwierdzenie okred$lony czas.

®) Centrum Obliczeniowe Folitechniki Wroctawskie:, Wybrzeze Wyspiars-
kiego 27, 50=-370 Wroctaw.
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Faza restartu jest wywoiana przez DCE wtedy, gdy na poziomie fizycz-
nym lub liniowym nastapi usunigcie uszkodzenia na laczu DTE/DCE., W tym
przypadku DCE wysyla do lokalnego DTE i do zdalnych DTE poigczonych =z
DCE polaczeniami staiymi odpowiednie pakiety z informacjg o tym zdarze=-
niu, Informacje (pakiety) sa ustalona liczbe razy retransmitowane tyl-
ko do lokalnego DTE, gdy #rddlem (inicjatorem) pakietéw jest DCE i brak
jest potwierdzenia od DTE.

MozliwoéC retransmisji pakietéw zrealizowano w celu zapewnienia sta-
bilnos$ci transmisji oraz daznosci do przeprowadzenia zapoczatkowanych
akcji do kofica. Przyjeto zasade, ze retransmisji pakietéw dokonuje zréd-
to generacji tych pakietdéw, Czas, po ktérym dokonuje sig¢ retransmisji
jest zwany limitem czasowym. Zaréwno limit retransmisji, jak 1 limit
czasowy zaleza od rodzaju urzgdzenia w sieci i rodzaju generowanego pa-
kietu/datagramu, Przyjeto w pracy, ze ogdlnie rézne wartosdci limitdw
sa przyporzadkowane kazdemu lgczu DTE/DCE.

Niezaleznie od #2rdédia wywolania fazy restartu, z DCE do sieci wysy-
ta sie odpowiednie informacje w datagramach (tj. pakietach uzupelnionych
0 adres nadawcy) CLEAR INDICATION i RESET INDICATION odpowiednio w po-
taczeniach czeeowyeh (¥C) i stalych (PVC), zwigzanyeh x denym lgezem
DTE/DCE, DCE wyszvlajgce datagramy mnis oxeka na ieh potwierdzenie.

2, ZASADY OBSLUGI W FAZIE RESTARTU

2.1. Struktura pakietédw, graf stanéw i tabela przejsc

Wykaz pakietéw akceptowanych w fazie restartu jest nastgpujacy:
RESTART REQUEST, RESTART INDICATION i pakiety potwierdzajace DCE RES-
TART CONFIRMATION oraz DTE RESTART- CONFIRMATION., Pozostale pakiety po-
ziomu X .25 sa ignorowane, badZ sa przyczyna wywolania obstugi biledu re-
startu, ‘

Na rysunku 1 przedstawiono strukturg pakietu fazy restartu. Pakie-
ty maja ustawione na @ bity 4, 3, 2 i 1 pierwszego oktetu oraz wszystkie
bity drugiego oktetu, Oznacza to, 2e pakiety te bgda przesylane w zero-
wym kanale logicznym, Kanal ten, nazywany systemowym, jest zwiazany ze
stalym potaczeniem, tzn. jest typu PVC. Kazde lacze DTE/DCE ma swjj sy-
stemowy kanal logiczny. Systemowe kanaly logiczne istnieja tylko na 1g-
czach lokalnych DTE/DCE.

Oktet 4 pakietu RESTART INDICATION zawiera kod przyczyny restartu.
Kodowanie tego pola jest nastgpujace:

1 - btad lokalny,
3 - przeciazenie sieci,
7 - sie¢ operatywna.
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Rys.1, Struktura pakietéw fazy restartu: a - format pakietu RESTART
REQUEST i RESTART INDICATION, b - format pakietu DTE i DCE RESTART
CONFIRMATION

Fig.1. Structure of packets for the restart phase: a - RESTART REQUEST
and RESTART INDICATION packet format, b - DTE and DCE RESTART CONFIR-
MATION packet format

Przyjeto, z_. bity pola Przyczyna Restartu w pakiecie RESTART REQUEST
beda ustawione na zero,

Oktet 5 zawiera dodatkowo informacje o przyczynie restartu, Dla
pakicitu RESTART INDICATION kod diagnostyczny jest ustawiany na zero,
kiedy nie sa wyspecyfikawane dodatkowe informacje o restarcie.

Przejscie do fazy restartu mOZe'nastapié przez wystanie pakietu RE-
START REQUEST, bgdZ DTE RESTART CONFIRMATION, badZ po usunigciu uszko-
dzenis na okreélonym laczu DTE/DCE,

Na rysunku 2 przedstawiono graf stanéw do poprawnego przebiegu fazy
restartu., Znaczenie poszczegdélnych uwag na rys. 2'jest nastgpujace:
uwaga 1 - stan pl lub dl odpowiednio dla kanaléw logicznych zwiazanych
z potaczeniami czasowymi lub staiymi, uwaga 2 - transmisja moze naéta—
pi¢ po upltywie limitu czasowego,

Akcja prawidiowego rozlaczenia potaczen logicznych jest poprzedzona
dwoma zdarzeniami:

- przesianiem pakietu RESTART REQUEST lub DCE RESTART INDICATION od-
powiednio z zagdaniem roztaczenia lub z przyczynas roztaczenia i wysta-
niem odpowiednich informacji w sie¢ w datagramach CLEAR INDICATION i
RESET INDICATION,
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Rys.2. Graf stanéw dla fazy restartu

Fig.2. Graph of states for the restart phase

przestaniem odpowiadajacego pakietu potwierdzenia:

DCE RESTART
CONFIRMATION lub DTE RESTART CONFIRMATION/RESTART REQUEST,

Przyjeto rozwiazanie, ze w stanie r2 pojawienie sie pakietu innego
niz RESTART REQUEST powoduje wysianie do DNTE pakietu RESTART INDICATION,

ktére nie jest potwierdzeniem wczedniej wyslanego pakietu do DTE (obstu-
ga blednego restartu) .
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Tabels 1 wyszczegdlnia akcje podejmowane przez DCE w fazie restartu

w odpowiedzi na pakiety,

Tabela 1

Akcje podejmowane w fazie restartu przez DCE w odpowiedzi na pakiety

Stan kanatu | PACKET LEVEL DTE RESTART DCE RESTART
logicznego READY REQUEST INDICATION
Pa- w DCE | (dowolny stan
kiet z od p1 do p7)
DiE z przypo-
rzgdkowanym ka- vl r2 r3
natem logicznym
RESTART REQUEST ﬁormalne Pominigc:a Normalne .
(r2) (r2) {p1 iub 1)
Uwage 3
DTE RESTART CONFIRMATION | Obsiuga bledu | Obsituga biecw: tlormaine
(r3)” #1217 (r3) " % 18 {p1 iub di)
Dopuszczalny pakiet ak-
ceptowany w innych fa- Tabela w Obsiuga biedrs Peminiecie
zsch (oprécz fazy res- 12,5,61 (r3)" #18 (r3)
tartu). Uwaga 4 :
RESTART REQUEST lub DTE
RESTAFT CONFIRMATION = Tabela w Obsiuga bledu Fgininiecie
bitami # @ dla oktetu 1 2.5 61 (r3) a1 (r3)
(bity 1-4). i dla ok=- ] ) =
tetu 2 (bity 1:8)
Pakiety majace identyfi-
kator typu pakietu kroé- . i
tszy niz 1 oktet lub pa- Igbglglw O?ié?gaﬁyigdu lomieiquze
kiety nie akceptowane o= 4 %33 e
przez DCE 3
RESTART REQUEST lub DTE
RESTART CONFIRMATION Tabela 2 Obsiuga bigdu | Cbsiuga biedu
przekracza dozwolong l1p. 2 i 5 (r3)” 18 (r3) " %39
diugosc Uwags 5 ;
i 4

nych z czasowymi lub stalymi polgczeniami,

Stany w nawiasach sa nowymi stanami, w ktcére wchodzi przy-
porzadkowany kanal lagiczny.

#N - oznacza kod diagnostyczny wysylany w pakiecie RES=-
Tylko jeden kod diagnostvczny moze byc

Stan pl lub d1 odpowiednio dla kanaléw logicznych zwiaza-

Reakcja DCE w stanach r2 i r3 jest niszalezna od formatu

bedu, ktéry moze byt zawarty w otrzymanym pakiecie,

Uwaga 1.
Uwaga 2.
TART. INDICATION,
wystany.,
Uwaga 3.
Uwiga 4,
Uwaga 5. Dla RESTART CONFIRMATION;

'

ESTART REQUEST pominigty (r2).

W *fazie restartu kanel logiczny, do ktérego zostaje skierowany pa-

kiet, m

cze znajdowal sie w stanach r2 lub r3.

Stan 2,

k oy

DTE RESTART

Jd e

REQUEST jest stanem, do ktérego przechodza kanaty logiczne zwiazane z
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taczem DTE/DCE, po ktérym odebrano pakiet RESTART REQUEST w zerowym ka-
nale logicznym. Stan r3, tj. DCE RESTART INDICATION jest natomiast sta-
nem, do ktérego przechodza kanaly logiczne zwiazane z naprawionym la-~

czem DTE/DCE 1lub zwigzane z }gczem DTE/DCE, po ktdérym odebrano niewltas$-

ciwy pakiet - jest to obsluga blednego restartu. Obsiuga biednego res-
tartu nastepuje w wyniku odebrania w stanie r2 albo r3 pakietu o niewla-
$ciwym formacie (bledy syntaktyczne) albo niewtasciwej tredci (biedy se-
mantyczne) , lub w niewtasciwym kontekscie, a takze w wyniku odebrania w
stanie rl1 pakietu DTE RESTART CONFIRMATION w zerowym kanale logicznym,

Wyjécie ze stanéw r2 i r3 dla wszystkich kanaléw logicznych, zwig-
zanych z okreslonym laczem DTE/DCE, nastepuje po otrzymaniu odpowiednio
potwierdzenia od DCE i DTE w zerowym kanale logicznym, zwigzanym z wyzej
okreslonym lgczem, przy czym otrzymanie w stanie r3 pakietu RESTART RE-
QUEST w zerowym kanale logicznym jest interpretowane jako potwierdzenie,.

Maksymalny czas trwania stanu r2 wyraza sie przez t(r2)= (n2+ 1)t2,
gdzie: t, - maksymalny czas, w ktérym oczekuje sig¢ potwierdzenie -od
DCE na pakiet RESTART REQUEST, n, - liczba dopuszczalnych retransmisji
pakietu RESTART REQUEST z lokalnego DTE,

Czas oczekiwani: na potwierdzenie (ta) na wystany od DCE pakiet RE-
START INDICATION jest ograniczony. Po wyczerpaniu tego czasu nastgpuje
ponowna retransmisja . informacja o retransmisji. W stanie r3 jest o-
graniczona liczba dopuszczalnych retransmisji ng pakietu RESTART INDI-
CATION do danego lokalnego DTE, Do kazdego lacza DTE/DCE przewiduje
sig¢ inny zbiér wartoéci ny, ty, Ng itg.

Przekroczenie wartoéci t(r2) lub ng powoduje, ze DCE ustawia wszys-
tkie kanaly logiczne typu VC i PVC zwigzane z danym laczem DTE/DCE odpo-
wiednio w stan p1 (READY) i stan di1 (FLOW CONTROL READY), tzn. rozlacza
czasowe polaczenia, a stale polaczenia przygotowuje do transmisji (kana=
iy logiczne staltych potaczeh moga by¢ tylko w fazie transmisji danych
lub reinicjacji, tj. w stanach d1, d2 lub d3),

3. DZIALANIE I AKCJE PODEJMOWANE PRZEZ DCE W FAZIE RESTARTU

Akcje podejmowane przez DCE w fazie restartu sa zaleZne od:

- stanu kanatu logicznego,

- 2rédta i typu pakietu/datagramu,

- poprawnoéci syntaktyczno-semantycznej pakietu,

- dostepnosci zasobéw DCE (wolnych buforéw, stosu do zainicjowania
fragmentu zawieszonego).

Pewne akcje sa wykonywane standardowo, np. wszystkie datagramy oraz

niektére pakiety w fazie restartu s pomijane albo w razie odebrania
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niewlaéciwego pakietu nastepuje przejécie do standardowej obstugi bled-

nego restartu,

3.1, Restart przez DTE

DTE moze w dowolnym czasie 2gdaé restartu przez transmisje przez
tacze DTE/DCE pakietu RESTART REQUEST w zerowym kanale logicznym. Kod
tego pakietu zostanie zidentyfikowany w fazie transmisji danych (61, po
czym sterowanie zostanie oddane do fazy restz-tu. W tej fazie, w przy-
padku poprawnos$ci pozostelych pdél pekietu, zostang ustawicne w stan 2
(DTE RESTART REQUEST) wszystkie kanalty logiczne zwiazane z laczem od
DTE, po ktérym przyszedl pakiet RESTART REQUEST,

Dalsze akcje, to skasowanie kolejek buforéw zablokowaznych (pakietow
i datagraméw) kanaléw logicznych zwigzanych z danym igczem oraz wysla-
nie datagraméw CLEAR i RESET z przekopiowanym kodzm przyczyny restartu
i kodem diagnostycznym z otrzymanego pakietu RESTART REQUEST,

Do wszystkich polgczeh czasowych, zwigzanych z danym laczem NTE/DCL,
zoazang wyslane datagramy CLEAR INDICATION, a do wszystkich polaczeh
stalych datagramy RESET INDICATION, W razie braku bufordw do wystania
powyzszych datagraméw zostaje zawiesrona na czas trwania limitu czasowe-
go akcja wyslania datagraméw CLEAR lub RESET,

W razie wysltania wszystkich datagraméw CLEAR i RESET przed czasem
t(r2) wezet DCE potwierdza restart przez transmisje pakistu DCE RESTART
CONFIRMATION i ustawia kanaily logiczne typu VC i PVC, zwigzane z danym
taczem, odpowiednio w stan p1 (przez skasowanie czasowych kanaldw lo-
gicznych) i w stan di. Przekroczenie czasu t(r2) powoduje akcje takie
jakie sa przewidziane po wysianiu pakietu DCE RESTART CONFIRMATION,

3.2, ObsXuga fazy restartu w stanie r2

Podczas, gdy w stanie r2 nie zostala dokoiiczona ak¢je wysyiania da-
tagraméw CLEAR i RESET z powodu braku buforéw, mogs pojewiat sie rézne
pakiety. Je$li przyjdzie pakiet RESTART REQUEST w zsrowym kanale logie
cznym, to jest on pomijény, poniswaz jest te ponowienie wozesniejszego
zdarzenia. Fo, uwienie sig¢ innych pakietow powsduje ustawienie odpowied-
niej do poprawnoéci i rodzaju pakietu przyczyny bledu restariu i kodu
dizgnoctycznego, a nastegpnie przejsdcie de obsiugi blednego restartu,

3.3. Obsiuca blednsyn rastartu

¥ razie pojawienia sig bigdnego restartu wezystkie kanaly logiczne,
zwigzane z danym lgczem OTL/DCE, ustawiz ei¢ w stan r3. Nastepnie zos=~
taja wystane datagramy CLEAR INDICATION i RESET INBICATION odpowiednio
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do wszystkich polgczed czasowych i staltych, zwigzanych z danym Zgczem

DTE/DCE. We wszystkich datagramach wskazuje si¢ hlad procedury zdalnej
i kod diagnostyczny., Do lokalnego DTE zostaje wysltany pakiet RESTART
INDICATION z kodem diagnostycznym odpowiednim do biedu.

W polu przyczyny bledu restartu tego pakietu wskazuje si¢ biad pro-
cedury lokalnej. Czas nadestania pakietu potwierdzenia DTE RESTART CON-
FIRMATION jest ograniczony wartos$cig t3. Po tym czasie wystgpuje retran-
smisja pakietu RESTART INDICATION w zerowym kanale logicznym, Retrans-
misje sg powtarzane, az do wyczerpania limitu retransmisji, po czym w
kanalach zwiazanych z danym taczem DTE/DCE nastgpuje standardowa akcja
koAczaca, tj. kasowanie czasowych kanaléw logicznych (przejsdcie w stan
pl) , natomiast state kanaly logiczne zostaja przeprowadzone w stan di.

3.4. Obsiuga fazy restartu w stanie r3

W stanie r3 oczekuje sig¢ w zerowym kanale logicznym pakietu DTE
RESTART CONFIRMATION badZ RESTART REQUEST, ktdre sag interpretowane jako
potwierdzenie na wczednie]j wyslany pakiet RESTART INDICATION, Jezeli
otrzymanym pakietem by} DTE RESTART CONFIRMATION, to jezeli byl on odpo-
wiedzig na wystanie z DCE RESTART INDICATION, ktdéry z kolei zostal zai-
nicjowany wywolaniem restartu tacza, to nastapi wystanie datagraméw RE-
SET INDICATION po wszystkich stalych polaczeniach z informacja, ze zdal-
ne DTE jest operatywne. W razie otrzymania oczekiwanego w tej fazie pa-
kietu nastgpuje standardowa akcja kornczaca, zwiazana z danym laczem

DTE/DCE. Datagramy sg pomijane, a reakcje na inne pakiety podaje tab. 1.

3.5. Obsluga restartu }acza DTE/DCE

Viszystkie kanatly zwiszane z naprawionym taczem DIE/OCE zostaja us=
tawionc w stan r3. Do lokalnego DTE zostaje wystany pakiet RESTART
INDICATION ze wskazaniem przyczyny rcstartu - sied operatywna. Zasada
oczekiwania na potwierdzenie, tj. wystanie pakietu DTE RECGTART CONFIR-

FATION, jest identyczna jak w puntcic Z.2. Fo otrzymaniu przez DCE pa-
hietu LVE RESTART COHFIRUAGION zostaja wyskane dataqramy HESET INDICA-
TION po wszvstkich polnczeniach stalych ze welazonior przyczyny restar-

tu zdalneoo OTE operatyvinego,

4, KGNTROLA, ODIACNOSTYKA I REJESTRACIA ZUARZEN

Vi fazie restartu jest prowsdzons kontrola i diacnostyka ze wzgledu
na:

- poprawno$C syntaktyczno-scmantyczra pakietu,
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- poprawnodé kontekstowa (tj. badanie czy pakiet/datagram jest do-
puszczalny w 'stanie kanalu logicznego),

- przekroczenie limitu czasowego,

- przekroczenie limitu retransmisji.

Kontrola ze wzgledu na dwie pierwsze pozycje jest prowadzora w kaz-
dym stanie kanatu logicznego. W wyniku tej kontroli zostaje:

- pominigty pakiet lub datagram (zwrot bufora, w ktérym jest zapisa-
ny do puli buforéw wolnych),

- zapisana odpowiednia informacja o restarcie lub bledzie restartu,
tj. zostaje ustawiony i wpisany kod przyczyny restartu i kod diagnosty-
czny do odpowiednich pél.

Przekroczenie limitu czosowego jest kontrolowane przez zadanie ze-
gara wchodzgce w sktad oprogramowaniaz wezia [7). Po stwierdzeniu uply-
wu limitu czasowego, w zaleznoéci od okolicznosci, ponawia sig pytanie
o bufor potrzebny do wystania pakietu RESTART INDICATION lub datagraméw
CLEAR INDICATION, RESET INDICATION, W przypadku otrzymania bufora dla
pakietu RESTART INDICATION retransmituje sige. Jednoczeénie zwigksza
si¢ odpowiednio licznik liczby pytan o bufor i licznik retransmisji,
Stany tych licznikéw poréwnuje sig z limitami liczby pytan o bufor i li-
mitami retransmisji. Limity te, podobnie jak limit czasowy, moggs byc
ogslnie inne dla kazdego lacza DTE/DCE. Jezeli jest przekroczony limit,
to roziacza sig¢ wszystkie czasowe i stale polaczenia logiczne zwigzane
z taczem DTE/DCE, dla ktdérego nastapilo przekroczenie limitu, Wymienio-
ne czynnoéci po upltywie limitu czasowego sa zakodowane we fragmencie za-
wieszonym, ktéry jest po tym czasie aktywowany przez zadanie zegara.

Vi wyniku kontroli w fazie restartu identyfikuje sie¢ bledy przytoczo-
ne w tabeli 2, Kod diagnostyczny w tabeli odpowiada diagnostyce i jest
umieszczeny w pakiecie lub datagramie w oktecie 5.

W pakiecie (datagramie) zawartos¢ pola kodu diagnostycznego nie
zmienia znaczenia zawartosci pola przyczyny. Niewyspecyfikowany kod
diagnostyczny w pakiecie powoduje akceptacje pola przyczyny przez DTE,

Moze by¢ wiecej niz jeden blad zwigzany z pakietem. Porzgdek kon-
trolowania nie jest znormalizowany, dlatego kod pierwszego napotkanego
btedu jest ustawicny,

W wyniku pojawienia sig rdéznych zdarzehn w fazie restartu, w wyszcze-
gélnionych w tabeli 3 pakietach i datagramach sa ustawione (w oktecie 4)
kody przyczyny restartu.

Do akcji standardowych wykonywanych w fazie restartu naleza wyzej
wymienione rodzaje kontroli oraz rejestracja zdarzen odpowiednia do sta-
nu kanalu logicznego, £rédla, typu pakietu oraz jego poprawnosci., W ce=-
lu statystyki i diagnostyki pracy wezla sa rejestrowane nastgpujgce zda=-
rzenia:
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Wykaz bledéw wykrywanych w

Tabela 2
fazie restartu

Typ pakie= Kod przy- Typ pakie- | Stan,w | Kodzaj
tu, w ktéd- czyny tu, w kté- | ktérym | akcii
Lpel rym wykry~ | Diagnostyka Kod | rym umiesz- | wykry- | inicjo~
to biad diagno~ | cza si¢ ko~ | wa sie | wanej
(zdarzenie) styczny dy blgi
1 2 3 4 B 7
1 RESTART Niewtadciwy RESET : Wystanie
REQUEST identyfika- 5/40 INDICATION 4 w zero-
tor formatu P wym ka-
ogélnego nale lo-
GFI gicznym
do lokald
nego DTE
2 RESTART Przekrocze- RESET
REQUEST nie dopusz- INDICATION
czalnej diu- 5/39 p4 "
gosci pakie-
tu
3 RESTART Ustawienie RESET
REQUEST pola przy- INDICATION
czyny w 5/35 p4 "
oktecie 4)
niepoprawne
4 RESTART Pakiet zbyt RESET
REQUEST krotki (bez INDICATION
pola przy- 5/38 p4 v
czyny i diag-
noatyki
5| DTE RE- Niepoprawny RESTART Obstuga
START CON- | pakiet w 1/17 INDICATION r1 btedne-
FIRMATION stanie p4 go res-
tartu
6 | DTE RESTART | Niepoprawny RESTART
CONFIRMA~ pakiet w INDICATION
TION 1lub stenie r2 1/18 r2 "
dopuszczal-
ny pakiet
akceptowa-
ny w innych
fazach
7 Dowolny Niewlasciwe RESTART "
pakiet GFI 1/40 INDICATION | T2
8 | RESTART RC- Restart w RESTART
QUEST 1ub | niezerowym INDICATION =
RESTART CON-| kamalec lo- 1/41 e
FIRMATION gicznym
9 | Pakiet spo-| Niezidenty=- RESTART
za dopusz- | fikowany pa- INDICATION
czalnych w kiet 1/33 r2 "
protokole
X,.25
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Dc_tab. 2
1 2 3 4 5 A
10 | RESTART Przekroczenie RESTART Obstuga
REQUEST | dopuszczalnej INDICATION btedne~
lub RES- | dlugosci pa=- 1/39 r3 go res-
TART CON- kietu tartu
FIRMATION
11 | Brak od- | Upitynat limit RESTART Wysta-
powiedzi czasowy 7/52 INDICATION nie pa-
lub r3 kietu
1/52 RESTART
INDICA-
TION

Tabela 3

Wykaz kodéw przyczyny restartu wykorzystywanych w fazie restartu

yp pakie-
Kod tu lub da-
Stan, w kté-
rzy-| Znacze- | tagram . .
Lpe| L4 Typ gzyZy ni:ck:- k:gr;mu'ut Fym wykPywa | Rodzaj iniejo=
zdarzenia | ' 2 du mieszcza si¢ przyczy- wanej akcji
tartu sie kod iy FEstaRed
przyczyny
1| Niewta$ci~ Blad RESET Wystanie w ze-~
wy pakiet 5 lokalny | INDICATION 4 rowym kanale
RESTART P logicznym do
REQUEST DTE lokalnego
2 | RESTART 2 Inicja- CLEAR 4 Wystanie w siec
REQUEST cja od | INDICATION P datagraméw
w zerowym DTE ‘ CLEAR i RESET
kanale inicja- RESET
logicznym| @ cja od | INDICATION p4
DTE
3 | Dowolny 17 Btad CLEAR r2 Vlystanie w sieé
pakiet zdalny INDICATION datagraméw
oprécz 3 btad RESET r2 CLEAR i RESET
prawido- zdalny INDICATION oraz pakietu
wego RES- 1 btad RESTART r2 RESTART do 1lo-
TART RE- lokalny | INDICATION kalnego DTE
QUEST
4 | Usuniegcie 9 Zdalne RESET Restart 1g- |Wystanie data-
uszkodze- DTE o- INDICATION cza graméw RESET w
nia na ia- peraty- sie¢, a pakie-
czu wne tu RESTART IN=-
DTE/DCE 7 Sie¢ o= RESTART DICATION do lo-
peraty- | INDICATION kalnego DTE
wna

nem,

- odebrano

Zadanie restartu w zerowym kanale logicznym,
- odebrano formalnie bledny pakiet lub pakiet jest niezgodny ze sta-

- przekroczono limit retransmisji,
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= zakonczono feze restertu z okresleniem liczby retransmisji pakie-
tu RESTART INDICATION,
- restar lacza,

= brak bufors do wyslania pakietu lub datagramu,

- odrzucenie zgdania uruchomienia po okredélonym czasie fragmentu
programu, ktéry np. uruchemia retransmisje pakietu RESTART INDICATION
lub zada przydzielenia bufora do wysianie pakietu/datagramu.

Rejestracja dwéch ostatnich zdarzef wynika ze standardowych koritro-
1i deostepnosci odpowiednich zasobdéw wezla DCE.

5. OPROGRAMOWANIE FAZY RESTARTU

5.1, Struktura oprogramowania

Oprogramowanie fazy restartu sklada si¢ z 4 podmoduldw oraz podmodu-
tu analizatora, wykorzystujacych 1C wtasnych podprograméw i 3 fragmenty
zewieszone oraz wiele podprogreméw oprogramowania protokoiu X.25 i wie-
le podprograméw giobalnych {2,3,5-7) oprogramowania wezia (rys, 3). W
sktad oprcogramowania fazy restartu wchodzg nastgpujace wiasne podprogra=-
my i fragmenty zawieszone: _

SZOKLH - szukaj OKL wedlug P-wego kanatu logicznego i ustalonej linii
(tj. tacza), :

WYSCRH =~ sterowznie wysylaniem CLEAR-6w i RESET-éw w siec,

FZCRH - fragment zawieszony na bufor potrzebny do wystania CLEAR=-éw,
RESET~6w i RESTART-u,

WRESTH - uformowanie i wysylanie pakietu RESTART INDICATION lub CONFIR-
MATION,

RESTRF - wysylanie RESET-éw w siec,

RESCLG - wysylanie CLEAR-éw w siec,

SZOKL.G - poszukiwanie opisu dla linii (tj. tacza),

ODMINH - - odmowa inicjacji fragmentu zawieszonego lub przekroczenia li-
mitu retransmisji,

RIHH - fragment zawieszony w celu ponownego wyslania pakietu RESTART
INDICATION, )

WYRESH « wysitanie RESTARTU INDICATION coraz za2inicjowanie fragmentu za-
wieszonego,

FBUH - fragmwent zawieszony ra bufor dla RESTARTU INDICATION,

P1D1H - ustawienie stanéw pl i di,

KASKOH - kasowanie kolejek i fragmentdéw zawieszonych.

Przejécie do fazy restartu odbywa sig¢ za po$rednictwem analiratora
wspbélnego podmedulu z faza rozltaczenia, ktdéry uzyskuje dane dla dziaka-

nia fazy zgodnie z ustalonymi warunkami i przekazuje sterowanie w razie
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wyjscie z faz: nawigzywanie potaczenia logicznego.
transmisji danych

ANALIZATOR
RESTARTU
CLERE
wejécie:
z poziomu fizycznego
! lub liniowego
Obstuga w stanie R2 - Obstuga Obstuga Obstuga
OBSR2H w stanie R3 zmiany fazy restartu
Obstuga biedu restartu - OBSR3H na restart tacza
~ ZR3H - RESTRH PRLIN3

| 3

Biblioteka podprograméw

Rys.3. Struktura oprogramowania fazy restartu
Fig.3. Software structure of the restart phase

restartu, do jednego z trzech nastepujacych podmoduléw:

- obstuga fszy restartu w stanie r2 i obstuga bledu restartu,

- obstuga fazy restartu w stanie r3,

~ obstuga zamiany fazy na restart (obstuga pakietu RESTART REQUEST).

Inny podmodu} - obsltuga restartu lacza DTE/DCE - zostaje wywolany z
poziomu fizycznego lub liniowego z przekazaniem w rejestrze R@ numeru
tacza i formalnie jest traktowany jako podprogram,

5.2. Struktura danych

Komunikacja miedzy podmodutami oraz miedzy kazdym podmodulem a wyko-
rzystvywanymi przez niego podprogramami odbywa sie przez zastosowanie
wspdlrego obszaru danych, W sklad wspdlnego obszaru danych wchodza:

- opis kanalu logicznego,

- bufor z datagramem/pakietem,

- rajestry ogélnego przeznaczenia R@, Ri,...,R7,

-~ zmienne i dane robocze fazy restartu.

W fazie rawigzywania polaczenia do 6pisu potaczenia logicznego zo-
staje utworzona struktura danych, zwana opisem kanaiu logicznego - OKL
4,51,
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W fazie restartu sg wykorzystywane nastgpujace pola:

NKLWEE
NKLWYE
PTWE

ANADE
LIWEE
LIWYE
SKLE

WFAZE
CAUSE

LTIM1E

LLTIM2E

TOSTPE

nr kanatu logicznego na wej$ciu, 2-bajtowe,

nr kanalu logicznego na wyjéciu, 2-bajtowe,

pole 1-bajtowe wskainikéw, bit 8 rdéwny 1, to polaczenie typu
PVC, lub typu VC - gdy réwny @,

adres nadawcy, 4-bajtowe,

nr linii od nadawcy, 1-bajtowe,

nr linii od odbiorcy, 1-bajtowe,

stan kanatu logicznego, 1-bajtowe,

pole wskatnikéw fazy, 2-bajtowe,

kod przyczyny restartu, 2-bajtowe - mlodszy bajt zawiera in-
formacje o przyczynie restartu, starszy zawiera kod diagnos-
tyczny, '
licznik limitu czasowego, 1-béjtcwe - uzywane do zliczania
liczby retransmisji pakietdédw RESTART INDICATION,

licznik limitu czasowego, 1-bajtowe - uzywane do zliczania
pytat o wolne bufory,

chwila wystania ostatniego pakietu, 2-bajtowe.

Strukture pola WFAZE przedstawiono na rys. 4,

o

ktet
OKL

Fi

bity
8 7 6 ] 4 3 2 1
30 WFPH RLH RFH CFH
WFAZE
31

Rys.4, Struktura pola WFAZE dla fazy restartu
g.4. WFAZE field structure for the restart phase

Znaczenie wybranych bitéw jest nastegpujace:

\\wPH - fa

RFH, CFH
lu
RE
wa

RLH - WS

1
zy
to

za pracujaca, dla restartu = 101,

- wskazniki prowadzonych transmisji; ustalone na 1, gdy trwa
b jest nie zakoficzona akcja wystania cdpowiednio datagramdéw
SET INDICATION i CLEAR INDICATION, w przeciwnym razie wyzero-
ne,

kaznik ustawiony na 1, gdy zostal zapoczatkowany restart okre-
onego tgcza i wyzerowany w momencie gorowosci wezla do nawig-
wania polaczeh na tym laczu (tzn. po wysltaniu informacji o go-
woéci wezla DCE do DTE lokalnego i DCE zdalnych).
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Prawidiowa transmisja w fezie restartu jest prowadzona na taczu
DTE/DCE w zerowym kanale logicznym, Opis OKL dla zerowego kanatu logi-
cznego zawiera NKLWEE = NKLWYE oraz LIWEE = LIWYE, Informacja o restar-
cie lub blednym restarcie w datagramach CLEAR INDICATION i RESET INDI-
CATION jest wysylana w sie¢ w kanatach logicznych, zwigzanych z odpowie-
dnim zerowym kanalem logicznym (tj. zqiazanych z odpowiednim taczem
DTE/DCE) . OKL dla zerowego kanatu logicznego jest jakby reprezentsantem
pozostalych OKL z nim zwigzanych,

Zotem pola: WFAZE (wskazniki RLH, RFH i CFH), CAUSE, LTIMI1E, LTIM2E
stuza zaréwno do odczytu i zapisu tylko w zerowym OKL, Pozostate pola,
oprécz SKLE, sa wykorzysfywane we wszystkich kanatach logicznych tylko
do odczytu zawartych w nich informacji i to przede wszystkim do wyboru

kierunku transmisji. Pola SKLE i WFPH sg wykorzystywane dc zapisu i
odczytu i tak, jak w innych fazach przechowuja odpowiedni stan kanalu
(r2 = 10, r3 = 11) oraz aktualnie pracujaca faze.

Struktura danych bufora z datagramem i z pskietem jest opisana w

pracy (4],

5.3, Parametry zewngtrzne i dodatkowe parametry lokelne

Faza restartu wykorzystuje parametry globalne, przekazywane jej w
nastgpujacych rejestrach i odpowiadajacych ich komérkach:

R@ - mlodszy bajt zawiera przyczyng restartu, starszy bajt zawie-
ra kod diagnostyczny,

R2, R2E - adres OKL,

R3, R3E - numer linii, po ktdérej przyszedil pakiet/datagram,

R4, R4AE - typ informacji, tj. pakiet/datagram,

R5, RSE - adres bufora, w ktérym znajduje sie pakiet/datagram,

W razie poprewnej transmisji informacji rejestr R@=@, Komérki
R2E,...,R5E sa wykorzystywane do odnawiania parametréw globalnych,

Przyjeto zasade, ze parametry sa przekazywane dla podprograméw
przez rejestry maszynowe ze wzgledu na szybkos¢ wykonywania operacji
na rejestrach.

W celu wielokrotnego uaktywnienia w tym samym przedziale czasu tych
samych fragmentdéw dodatkowo (oprécz OKL) zostaly wykorzystane nastepu-
jace zmierne parametryzowane numerem tacza DTE/DCE:

- zmienna, pod ktéra przechowuje sig¢ aktualny kod przyczyny restar-
tu i kod diagnostyczny zwigzany z danyw }gczem DCE/DTE w celu przesta=-
nia w datagramach CLEAR INDICATIOCN,

- zmienna, pod ktéra przechowuje sie kody jak wyzej, do przestania
w datagramach RESET INDICATION.
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Warto zaznaczy¢, ze aktualny i zwiazany z danym taczem DTE/DCE kod

przyczyny restartu i kod diagnostyczny wysylany w pakiecie RESTART IN-
DICATION jest przechowywany w odpowiadajacym zerowym opisie kanaiu lo-
gicznego i jest dostepny fragmentom zawieszonym, “"pracujacym” na tym
OKL-u (nr OKL jest parametrem przekazywanym podczas inicjowania frag-
mentéw zawieszonych).

Ze wzglgdu na to, ze pewne wielkoéci nie sg zdefiniowane przez pro-
tok6r X.25 (11 oraz ze wzgledu na zatozong duzg elastycznos¢ oprogramo-
wania protokoiu X.25, przyjeto jako parametry zewngtrzne:

- limit retransmisji pakietéw RESTART INDICATION dla kazdego tacza
DTE/DCE, :

- limit pytan o bufor w stanie r2 w celu wysltania datagraméw CLEAR
INDICATION i RESET INDICATION dla kazdego lacza DTE/DCE,

- limit pytah o bufor jw. w stanie r3,

- limit czasowy w stanie r3 dla kazdego %gcza DTE/DCE,

- limit czasowy do ponowienia pytania o bufor w celu wysania data-
graméw CLEAR INDICATION i RESET INDICATION i wyslania pakietu RESTART
INDICATION dla kazdego lgcza DTE/DCE,

Za kazdym razem, jezeli czas oczekiwania na bufor w stanie r3 do
wystania pakietu RESTART REQUEST przewyzszy limit czasowy dla tego sta-
nu przyjeto, ze nastgpi dynamiczne zmniejszenie limitu retransmisji pa-
kietu RESTART REQUEST o 1.

5.4, Zasoby udostepniane fazie restartu

Oprogramowanie fazy restartu wymaga udostgpnienia przez system ste-
rujacy wezla nastepujgcych zasobéw (oprécz biblioteki podprograméw) :

- buforéw do uformowania pakietu/datagramu,

- obszaru pamigci do uformowania danych potrzebnych do aktywowania
fragmentu zawieszonego po uplywie limitu czasowego.

Wymienione zasoby sg dostarczone przez specjalne podprogramy, ktére
moga by¢ wywolywane w dowolnym podmodule z odpowiednimi parametrami.
Jezeli brak jest odpowiedniego zasobu, to te podprogramy zwrotnie o tym
informuja. W tych przypadkach zostaje¢ zainicjowany odpowiedni fragment
zawieszony lub nastapi przejscie do stanu roztaczenia czasowych i sta-
tych polaczed logicznych, zwiazanych z okredlonym lokalnym DTE, Réwniez
sg dostgpne podﬁrogramy, ktére pozwalaja zwraca¢ wymienione zasoby do
puli wolnych zasobéw (71.
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5.5. Zasady wspéipracy z innymi fazami

Podmoduly fazy restartu zostaja uruchomione przez podmodui fazy ze-
stawienia potaczenia, podmodul fazy transmisji danych lub modu poziomu
HDLC, W fazie restartu sterowanie jest przekazane odpowiedniemu podmo-
dutowi, ktéry podejmuje stosowne akcje opisane wyzej bez przerywania
swojego dzialania. W ten sposéb jest zapewniona synchronizacja (wytacz-
nos¢) dziatania w oprogramowaniu protokolu X,25, co gwarantuje duzg nie-
zawodno$¢ oprogramowania. Podmoduly, do ktérych wchodzi si¢ z analiza-
tora restartu, koficza swoje dziatanie przechodzac do wspdlnej etykiety
podprogramu, skad przechodzi sig¢ do wyjécia z zadania.

6. UWAGI KONCOWE

Z tego wzgledu, ze protokdél X.25 nie precyzuje wszystkich reguil
postepowania, w wielu przypadkach nalezato je u$ciélié. Uéciélenis
przyjete w pracy nie powoduja ograniczeh w sensie mozliwo$ci sieci i
nie sa sprzeczne z tym protokolem, .

Przyjecie modulowego oprogramowanis umozliwia wnoszenie poprawek i

rozbudowanie o nowe funkcje.
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RESTART OF VIRTUAL CALL IN THE MSK COMPUTER NETWORK

This paper describes the principles of the services and the restart
functions for the packet-switched recommendations of X.25 level 3. The
restart software implementation for the MSK computer network node is al-
so described, '

Verified by Ruta Czaplinska
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Implementacja protokétu linicwego w sieci komputerowej MSK

Przedstawiono protokdél liniowy implementowany w Migdzyuczelnia-
nej Sieci Komputerowej - MSK, Omdéwiono jego realizacje progra-
mowa w wezle podsieci komunikacyjnej i wartosci parametréw tego
protokoiu. Przedyskutowano ponadto kierunki przysziych badan

nad ulepszeniem protokolu liniowego oraz rozwigzah programowych.

1. UWAGI WSTEPNE

Od kilku lat. Centrum Obliczeniowe Politechniki \Wroctawskiej realizu-
je tiedzyuczelniang Siec¢ komputerowa (MSK), majacqa w wersji pilotowej
objal swoim zasiegiem trzy uniwersyteckie os$rodki obliczeniowe w Polsce:
Viroctaw, Warszawe i Gliwice (11,

Viezty podsieci komunikacyjnej bedg zbudowane na radziecckich minikom-
puterach Sh-3 oraz adapterach liniowych ALS-11, bedacych odpowiednikami
adapterdéw DUP-11 produkowanych przez firme DEC (21, Zdecydowano, ze be-
dzie to sie¢ z komutacja pakietéw, w ktérej trzy najnizsze warstwy beda
oparte na zaleceniach X.25 CCITT (3} (rys. 1),

W pracy przedstawiono protokdt liniowy zastosowany w powstajacej
sieci komputerowej MSK, oméwiono jego realizacje programowa w wezle
podsieci komunikacyjnej oraz wartosci parametrédw tego protokoiu. Prze-
dyskutowano réwniez kierunki przyszitych badar protokotu liniowego i roz-
wiazann programowych, ‘

x)

Centrum Obliczeniowe Politechniki Wroclawskiej, Wybrzeze Wyspiads-
kiego 27, 50-370 Wroctaw,
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Rys.1. Poziomy zdefiniowane zaleceniem X.25: DTE - DATA TERMINAL EQUIP-
MENT - urzgdzenie kohcowe transmisji danych, OCCE - DATA CIRCUIT EQUIP-
MENT - urzadzenie komunikacyjne transmisji danych

Fig.1. Layers Covered by X.25 Recommendation: DTE - DATA TERMINAL EQUI~
PMENT, DCE - DATA CIRCUIT EQUIPMENT

2, PROTOKGL LINIOWY SIECI MSK

2.1. Zastosowana wersja protokolu

W warstwie liniowej sieci MSK zastosowano protokél HDLC [4) w wer-
sji zaleconej przez CCITT (chociaz jeszcze formalnie nie zatwierdzonej).
Procedura ta, zwana procedura dostepu do tacza (Link Access Procedure-
-LAP) , dotyczy wymiany danych na styku DCE/DTE. Ze wzgledu na symetry-
cznoé¢ procedura ta bedzie obowigzywala réwniez wewnatrz podsieci komu-
nikacyjnej na styku DCE/DCE. W wegile podsieci komunikacyjnej bedzie za-
stosowana tylko wersja oznaczona symbolem LAPB, czyli wersja dla tacza
zréwnowazonego (balanced) z asynchronicznym trybem odpowiedzi, odpowia-
dajaca procedurze BA-ISO z opcjami 2 i 8 [5,6).

2.2, Format i funkcje ramek

Wymiana informacji pomigdzy stacjami odbywa sig¢ przez ramki majace
jednolity format pokazany na rys. 2. Transmisja kazdej ramki jest po-
przedzona 1 zakoficzona co najmniej jedna sekwencje flag F = @111111@.
Flaga korhcowa moze by¢ jednocze$nie flaga poczatkowa nastepnej ramki.

Pole adresowe A zawiera informacj¢ o miejscu powstania ramki (DCE
lub DTE) oraz o rodzaju ramki ("komenda" lub "odpowiedz").

Pole sterujace ¢ sluzy do oznaczania ramek nastegpujacego typu:

- informacyjnych,

- nadzorczych,

- nienumerowanych,
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FLAGA ADRES ST:gtLngs mg;fncvuue Koz?rL:mne 2 I
F A c I FCS F
PH1mg 8 BITON 8 BITOW N- BITON 16-BITOw P 1144149
Rys.2. Struktura ramki HDLC
Fig.2. HDLC Frame Structure
FORMAT KOMENDY ODPOWIEDZI KOD
INFORMACYINA I ¢ | N | P | MR
NADZORCZE RR . R 1999 P | N(R)
RNR RNR 17915 19 | Plr | N(R)
REY RET 19004 PlE N(Rl
NIENUMEROWANE oM 1414 F | ¢99
SABM 1444 P 4¢¢' )
DISC 1199 P ¢4¢ ‘
UA 1199 Fo| 19
FRMR 1449 F | 9¢4

Rys.3. Typy ramek HDLC

Fig.3. HDOLC command and responses

Formaty pola sterujécego dla powyzszych ramek pokazano na rys. 3,
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Ramki informacyjne siuzg do przenoszenia danych, ramki nadzorcze dco
sterowania transmisja ramek informacyjnych, natomiast nienumerowane -
do nawiazywania i rozkagczenia polaczenia na poziomie liniowym.

Pole FCS jest sekwencja kontrolng ramki, siuzaca do sprawdzania
transmisji ramki przez kanal transmisyjny.

2.3. Opcje protokotu i przyjete parametry

Implementacja protokolu liniowego wymaga okreslenia jego parametréw
oraz opcji. Przyjgcie konkretnego rozwigzania jest zalezne od stosowa-
nego sprzetu, m.in. od rodzajéw modemdéw, jakosci laczy, pojemnodci pa-
migci weziéw,

W zaleceniu X.25 pozostawia sig pewne parametry i opcje nieustalo-
ne zaznaczajac, 2e przyjecie konkretnych rozwiazah pozostawia sig do de-
cyzji projektantéw sieci lub umowy z administracja poczty. Na ogét
przyjmuje sig@ je arbitralnie na podstawie badar symulacyjnych prowadzo-
nych na modelu w wyniku Zmudnych wyliczehd matematycznych, lub wreszcie
na zasadzie analogii, przez poréwnanie podobnych wersji zrealizowanych
sieci. Po przyjeciu ustalen wstepnych przechodzi si¢ do badan istnieja-
cej wersji, ktérych celem jest taka modyfikacja rozwiazania, ktéra pro-
wadzilaby do poprawy jakosci oraz niezawodnodci przesylanej informacji
przez siec.

Tak postapiono réwniez w pilotowej sieci MSK, gdzie oparto si¢ na
zaleceniach dla sieci w krajach RWPG (7] i spotkaniu roboczym “Ustale-

_ nie norm nt, podsiect kanunikacyjne sieci komputerowych™ w Szklarskiej
Porgbie w marcu 1980 r,

Podstawowymi parametrami i opcjami przyjetej procedury liniowej sa:

a) czas oczekiwania na potwierdzenie - T1,

b) maksymalna liczba niepotwierdzonych remek informacyjnych (okno)
-k, *

c) maksymalna liczba powtérzen transmisji - N2,

d) maksymalna liczba oktetéw w ramce informacyjnej - Ni,

e) ustawienie bitu P i F,

f) zasada potwierdzania przyjmowanych ramek informacyjnych.

2.3.1. Czas oczekiwania na potwierdzenie

Czas oczekiwania T1 jest to maksymalny czas oczekiwania reakcji na
wystang ramke lub grupg¢ ramek typu informacyjnego, tzn. czas, po ktérym
nastepuje retransmisja tej ramki, przejécie do odpowiedniej procedury
rozlaczania albo ponownego nawigzania polgczenia, lub tez ustalenia sta-
nu tacza komehda nadzorcza.
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Minimalny czas oczekiwania na potwierdzenie wynika z czasu przesyla-

nia najdiuzszej dopuszczalnej ramki (13910 oktetéw w sieci MSK) przez
kanal o ustalonej przepustowodéci, czasu na jej przetwarzanie oraz czasu
trwania transmisji ramki potwierdzajacej wraz z jej przetwarzaniem w
stacji nadawczej. W decydujacy sposéb na warto4C tego parametru ma
wplyw szybkod¢ linii.

Vie wstgpnej realizacji dla sieci MSK przyjmuje sig, Ze c¢zas oczeki-
wania bedzie wynosil 4 s, Jest to zgodne z wartodcia teqo parametru,
przyjeta przez totewskz Akademig Nauk (7] dla transmisji nie mniejszej
niz 600 bit/s.

Przewiduje sieg, ze w przyszios$ci mozliwe begdzie wprow: dzenie szyl«
szych transmisji. W zwigzku z tym istnieje potrzeba, aby wg2zly podsie-
ci komunikacyjnej byly tak zrealizowane, aby mogily rcaguwac v czasie
mniejszym niz c¢zasy podane w tabeli 1,

Tabela 1
Zalezno3¢ czasédw oczekiwania od szybkos$ci transmisji w sieci

MSK
Szybkodé¢ trgnsmisji Czas oczekiwania
(bit/s) (s
600-1200 5
1200-2400 4
2400-4800 3
ponad 4800 2

Podczas eksplootacji systemu zostana przeprowadzone odpowiednie ba-
dania symulacyjne, sluzgce do wyznaczenia optymalnej wartoéci czasu o-
czekiwania na odpowiedz przy réznych szybkodéciach transmisji.

2.3.2., Maksymalna liczba niepotwierdzonych ramek

Maksymalna liczba  niepotwierdzonych ramek informacyjnych (k) moze
wynosi¢ 7, poniewaz procedura X.25 LAPE nie przewiduje rozszerzenia nu-
meracji ramek informacyjnych ponad zakres 0-7%,

Zbyt mata liczba’ k moze sztucznie powstrzymywal wysylanie kolej-
nych rame« informacyjnych z danymi do chwili otrzymania potwierdzenia.
Gdy liezbe k jest mals, wéwczas potwierdzenia bedg nusialy byl wysyla-
ne czesciej, co tedzic obcigzalo kanal transmisyjny, ktéry w sieci MSK
:st bardzo wolny - 2400 bitéw/s. Gdy za$ liczba k jest zbyt duza,
vbweczas trzeba retransmitowaé duzg liczbe ramek informacyjnych w razie,
guy nastapil przektamanie w jednej z poczgtkowych ramek w sekwencji.

x)

¥ procedurze HCLC istnieje mozliwo$C rozszerzania okna do 128 ramek
sl.
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Konkluzja z tych pobieZnybh rozwazan jest nastepujaca: wigkszy roz-
miar okna mozna bedzie zastosowa¢ w razie korzystania z kanaléw transmi-
syjnych lepszej jakoéci oraz w weztach z odpowiednia pamiecig na buforo-
wunie ramek, kiedy prawdopodobienstwo retransmisji jest stosunkowo mate.
Mniejszy rozmiar - dla kanaldéw gorszej jakosci, gdy spodziewamy sig, ze
mechanizm retransmisji bedzie musiat by¢ cze$ciej stosowany.

W sieci MSK z zastosowaniem kanatéw dupleksowych o szybkosci 2400
ritéw/s oraz pamigci na bufory - 5k sitéw,’ przyjety wstepﬁie maksymalny
dopuszczalny rozmiar okna wynosi 7.

2.3.3. Maksymalna liczba retransmisji ramek

Retransmisja ramki jest préba wyjécia z sytuacji wyjatkowej. Duza
Lczba retransmisji moze byé stosowana w taczach z malg stopa bledéw.

tie mozna niestety wykluczyé szczegdlnego przypadku, np. przerwania
ircznosci, nagtego pogorszenia wiasciwoéci transmisyjnych lacz, utraty
synchronizacji itp., gdy nieograeniczona liczba powtérzen w procedurze
kontroli poprawnosci transmisji moze doprowadzi¢ do stanu bez wyjécia.
Zbyt mala liczba retransmisji mogtaby natomiast doprowadzi¢ do wyltacze-
nia sprawnej linii, w ktérej mogto dojsc¢ do chwilowego tylko, przemija-
jacego zaklécenia, co jest zjawiskiem czegstym w taczach komutowanych.

W sieci MSK przyjeto zgodnie z zaleceniem [7] warto$é tego parame=-
tru N2 = 3,

2.3.4. Maksymalna liczba oktetdédw w ramce informacyjnej

Maksymalna liczba oktetéw w ramce informacyjnej N1 jest parametrem
systemowym zaleznym od maksymalnego pola danych, transmitowanego przez
styk DCE i DTE lub DCE i DCE. Dugo$¢ tego pola zalezy praktycznie tyl-
<o od pojemno$ci pamigci oraz od charakterystyk wystepowania bledéw w
kanale transmisyjnym, Biorac pod uwage te zalezno$ci wyznaczono wstep-
nie wartoé¢ tego parametru,

Zaklada sie, ze liczba N1 wynosié bedzie 135 oktetdw (128 oktetéw
pola. informacyjnego oraz 7 oktetéw organizacyjnych) - do przesylania
pomigdzy DTE i DCE lub 139 oktetéw (128 oktetéw pola danych, 7 oktetédw
organizacyjnych oraz 4 oktety zawierajgce adres nadawcy i odbiorcy) -
do przesytania w podsieci komunikacyjnej.

Nie przewiduje sie na razie implementacji opcji FAST SCLECT (poziom
3 praotokoiu X.25), w ktérej dopuszcza sig transmisje¢ diuzszych ramek
niz 139 oktetdw, '

2.3.5. Zastosowanie bitu P oraz F

Bit P bedzie ustawiony podczas retransmisji ramek SABM, DISC w ko=~
mendach nadzorczych ustalajacych stan tacza oraz w ramkach informacyj-
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nych. Ustawienie bitu P w komendach zgodnie z procedura X.25 LAPB wymu-
‘sza potwierdzenie takiej ramki odpowiedzia z ustawionym bitem F,
W wezle sieci MSK przyjeto, 2e bit P ustawia sig¢ ponadto w ramce in-
formacyjnej ostatniej w kolejce wyjsciowej do danej linii lub ostatniej
w oknie, w celu wymuszania potwierdzenia od stacji odbiorczej.

2.3.6. Zasada potwierdzania przyjmowanych ramek informacyjnych

W procedurze X.25 LAPB nie istnieje konieczno4¢ potwierdzenia ramek
informacyjnych z nieustawionym bitem P, Wybdr momentu generowania po=-
twierdzania pozostawia sie do uznania projektantowi.

¥ tym przypadku nalezy wybiera¢ pomiedzy czestym potwierdzeniem,
ktére zwieksza ruch w kanatach, a zbyt rzadkim - mogacym powodowaC chwi-
lowe powstrzymywanie dalszej transmisji ramek-informacyjnych do chwili
nadej$cia potwierdzenia.

W wezle komputerowej sieci MSK zastosowano metode potwierdzania co
frzeciej ramki przez transmisje ramki nadzorczej wtedy, gdy w kolejce
wyjéciowej brak jest ramek informacyjnych réwniez przenoszacych potwier-

dzenie.

3. OBSLUGA RAMKI HDLC W WﬁZLE SIECI MSK

W fazie projektowania sieci komputerowej jest ustalany sposéb rea-
lizacji protokolu liniowego. Funkcje tej warstwy moga byé realizowane
sprzetowo lub programowo. Przyjgeto, 2e w sieci MSK adapter liniowy
ALS11 (9) bedzie realizowal sprzetowo nastepujace funkcje protokotu li-
niowego X.25 LAPB:

1. Synchronizacjg oraz fazowanie.

2. Zabezpieczenie przed blgdami transmisji:

a) sprawdzenie ciagu kontrolnego ramki (FCS),

b) przerywanie transmisji (znaki ABORT),

c) zapewnienie przezroczystosci tr~ansmisji przez wstrzykiwanie
zer (bit stuffing).

Pozostale funkcje tej warstwy beda realizowane przez oprogramowanie
operacyjne wezléw oraz komputerdw komunikacyjnych.

3.1. Fazy obstugi ramki HDLC

Ogélny schemat blokowy obstugi ramki HDCC w weZle sieci MSK, zgod=-
nie z przyjeta procedura X.25 LAPB, pokazano na rys. 4.

'stgpna obstuga ramki HOLC polega na kontroli poprawnoé$ci kodu adre-
su, po ktérym rozpoznaje sig czy ramka przychodzgca z danej linii jest
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komenda czy odpowiedzia. Przyjeto, 2e komendy przesylane na styku
DCE/DCE beda posiadaty kod adresu typu (¢¢¢¢¢¢11), a odpowiedzi typu A
kod typu B (@9@@p@@1) . Kody stosowane na styku DTE/DCE pozostang nato-
miast bez zmian zgodnie z protokotem (31,

G

KONTROLA DOPUSZALNE]
DEUGOSCI RAMKi HDLC

PRZYGOTOWANIE
KOLEINET
RAMKI

1 KONTROLA POLA
ADRESOWEGO A

IDENTYFIKACTJA TYPU RAMKI

[ ] 2 ] 3
| | |

0BSLUGA 0BStUGA OBSEUGA

RAMKI NiE- RAMKI NAD/ RAMKI

| NUMEROMA - - RORCZEN INFORMACY34

- NET - NED
/WETISCIE DO
OBSLUGI W WAR =

STHIE WYZSZET

Rys.4, Schemat blokowy obstugi ramki HDLC w weZle sieci MSK

Fig.4. Structure of HDLC frame service task in the node of MSK computer
network

, Po tej analizie nastepuje kontrols minimalnej dtugodci ramki. Ram-
ki majace bledny kod adresu lub blad diugos3ci sa odrzucane i nie sa do-
puszczane do dalszego przetwarzania.

Po przejsciu przez te¢ faze odbywa sig identyfikacja typu ramki oraz
wejscia do odpowiedniego modulu obstugi, gdzie odbywa sig ralsza obréb-
ka polegajagca m.in. ne zmianie stanu kanalu transmisji zgodnie z tsbela
kontroli przeplywu ramek informacyjnych (patrz tabela 2), wysylaniu ra-
mek potwierdzajacych itp.
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Tabela 2
Tablica zmian stanu linii po odebraniu ramki HOLC
Stan
linii SABM pISC DISCP FRMR ITP ACS
Ramka
5ABM SABM pDISCP | ITP TP iTP ITP
(uA) (pM) (uA) (UA) (UA) (UA)
- DISCP DISC DISCP DISCP DISCP
DIS: (oM) (ua) (oM) (ua) (ua) | ACS
U TP prsce | prsce | FRMRC o%gg)P ACS
- - SABM - B x
‘ SABM SABM SABM
DM (saM)* | (saBM) | PISCP | (sasM) | (saBmM) | ACS
lub ACS :
. FRMRC®
SABM < A (FRMR)
FRI R (SABM) (Zﬁgm) DISCP lub (gﬁ‘g;’) ACS
lub ACS SABM
(sABM)
: N FRMRC®
RR . (komenda) (FRMR)
RNR (komenda —— . DISCP
RED ékomenda SABM DISC (b150) ézgm ITP ACS
1 {(z P=1) (SABM)
RR (odpowiedz)
RNR (odpowiedz A '
RES éodpowiedz SAB Lisc CISCP FRMR ITP ACS
I z P=@)

Uwaga 1. 3ez nawiasdédw podaro stany linii, w nawiasach - typy ramek
wysytanych po przejéciu linii do nowego stanu (brak tego oznacza niewy-
sylanie zadnej ramki).

Uwaga 2, Gwiazdka oznaczono rozwigzania arbitralnie przyjete przez
autora wtedy, gdy protokdl nie wskazuje konkretnego rozwigzania lub po-

daje rozwiazanie alternatywne.

Jezeli odebrana i przetworzeona przez poziom liniowy ramka jest ram-
kg informacyjnz z niezerowym polem danych, to nastepuje przejscie do ob-
stugl na wyzszym poziomie pakietowym, \ przypadku przeciwnym powraca

sie do programu wprowadzajacego informacjg.
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4., PRACA PO PRZEKROCZENIU CZASU OCZEKIWANIA NA CDPOWIEDZ

4.,1. Czas_oczekiwania na_odpowiedz

W skiad oprogramowania poziomu liniowego wchodzic¢ beda tzw. fragmen-
ty zawieszone,uruchamiane po upltynigciu czasowego limitu oczekiwania na
okredlong ramke. Ich funkcja sprowadza si¢ przewaznie do retransmisji
tej samej ramki, dla ktérej ostatnio bylo sygnalizowane przekroczenie
czasu oczekiwania na odpowiedZ. ZaloZono, ze odmierzanie tego czasu do-
konywane bedzie w wegZle dla wszystkich komend, ramek DM, FRMR oraz po
zablokowaniu wspétpracujacej sasiedniej stacji DCE lub DTE z powodu bra-
ku pamieci.

Po przejéciu czasu oczekiwanis na ramke informacyjng przed retrans-
misja bedzie wysylana komenda nadzorcza w celu ustalenia stanu sgsied-
niej stacji. Dopilero potem ewentualnie nastgpowa¢ bgdzie retransmisja
ramek informacyjnych. Szczegdélna sytuacja nastapi po trzech przejéciach
czasu oczekiwania na ramke FRMR, Wysylana bgdzie wtedy komenda SABM w
celu nawiazania polgczenia liniowego. Po przejéciu czasu na okres za-
blokowanis sgsiedniej stacji nastepowa¢ bedzie préba ustalenia stanu
tej stacji przez wysitanie do niej komendy nadzorczej.

Interesujgcg propozycje na temat innego sposobu reakcji po przejs-
ciu czasu oczekiwania na odpowiedz przedstawiono w pracy (101,

5. KIERUNKI BADAN ORAZ UWAGI KONCOWE

Nalezy podkreslic¢, ze protokél HDLC jest coraz czesciej brany pod
uwage przez instytucje realizujgce sieci komputerowe. Jest on na przy-
ktad zrealizowany w kanadyjskiej sieci DATAPAC, jest uwzgledniany w ar-
chitekturze sieci komputerowej EIN oraz minikomputerowej sieci firmy
Honeywell. Ponadto JIS (Japanese Industral Standards) zdecydowalo sig
wykorzystaé protokét HDLC w swojej sieci DCNA (Data Communication Net-
work Architecture) ze wzgledu na jego efektywnos$¢ i niezawodnos$é [11),
Protokét ten jest réwniez brany pod uwage przez totewska Akademig Nauk,
realizujgcqg sieé¢ z komutacjg pakietéw (7).

v Przyjeta wersja protokolu liniowego jest jedng z mozliwych.do przy-
jecia. Nie jest ona na péwno pozbawiona wad. Jej poprawnosé, a takze
poprawno$¢ przyjetych wartosci parametréw zostanie zweryfikowana pod-
czas eksploatacji systénu. W sieci MSK sg planowane bedania analitycz-
ne i1 doswiadczalne, ktére beda prowadzone na obiekcie symulowanym i na
obiekcie rzeczyﬁistyn, w wyniku ktérych powinno otrzymac¢ sie optymalne
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wartodci parametréw i optymalna strukture procedury ze wzgledu na przy-
jete podstawowe kryterium jakoéci, jakim jest opéznienie tranzytowe pa-

kietu.

Zaleta obecnego rozwigzania programowego jest to, ze wykazuje

ono strukturg modulowa, dzigki ktérej wprowadzanie lub usuwanie pewnych
fragmentéw nie bedzie w zasadzie zadnym problemem.

Myéli sig obecnie, aby w przyszloéci - wobec postepu technologicz-~

nego - wigkszoéé funkcji protokoiu bylo speinianych przez mikroproceso-

[

(1)

[21

(33
[4]

[5)
6l
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(81
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IMPLEMENTATION OF LINE LEVEL PROTOCOL IN THE MSK COMPUTER
NETWORK

The paper presents a line level CCITT X.25 protocol implemented in
the MSK computer network. The structure of HDLC frame service task,
the accepted values of tne parameters of the protocol and implemented
version are given. Directions of future imestigations on the improve-
ment of line level protocol implemented in MSK computer network are al-

so discussed.
Verified by Ruta Czaplinska
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Rejestracja pomiaréow w sieci komputerowej MSK

Przedstawiono koncepcje rejestracji zdarzel w wegZzle pomiarowym
sieci komputerowej MSK. Zarejestrowsne zdarzenia stanowig baze
pomiarowa niezbedng dla statystyki, stsrowania siecig diag-
nostyki itp. Opisana jest réwniez organizacja danych niezbedna
do realizacji rejestracji zdarzen,

1. WSTEP

Sieci komputerowe stanowia do$é skomplikowany mechanizm wspéidziala-
nia elementéw sprzgtowych i programowycii, Zaréwno uruchomienie sieci,
jak i jej eksploatacja i modernizacja, wymaga;q doxladnej znajomodci
procesdw zachodzgcych w sieci pod = wzgledem jakosciowym i ilos=-
ciowym. Mozliwe to lest przez wbudowanie juz na etapie projektowania
sieci integralnie zwigzanego z nia systemu pomiarowego,

W systemie pomiarowym zaprojektowanym dla =sieci komputerowej MSK wy-
dzielono niezalezny podsystem miernictwa dotyczacy podsieci. W prakty-
ce oznacza to przede wszystkim rejestrowanie poszczegélnych aspektéw
pracy wezia w podsieci, a nastepnie wspilpracy miedzy wezlami skladaja-
cymi sie na podsiec.

Prizetworzone wyniki pomiaréw sktuzg do sterowania, diagnostyki, oce-
ny efektywnosci sieci i obliczania kosztéw. Na ich podstawie mozns o=
szacowaC takie istotne parametry, jak np.:

x) Centrum Obliczeniowe Politechniki Wroclawskiej, Wybrzeze Wyspiars-~
kiego 27, 50-370 Wroclaw.
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- czas przebywania pakietu w weile,

- przepustowos$¢ wezila,

- niezawodno$¢ podsieci itp.

Do oszacowania tych 1 inrych parametréw konieczne jest posiadanie
bazy pomiaréw elementarnich, skladajacych si¢ z rejestracji poszczegél-
nych zdarzeh zachodzgcych w wezle w trakcie normalnej pracy sieci oraz
stanéw w jakich si@ on znajduje. Celem niniejszego artykuiu jest przed-
stawienie podsystemu rejestracji tworzacego baz¢ pomiarowg dla dalszego
przetwarzania,

Do rejestracji jest wytypowany arbitralnie pewien zbiér zdarzefh o-
raz stanéw bedacy w chwili projektowania sieci, zdaniem autoréw, zbiorem
reprezentatywnym stanowigcym o stanie i pracy sieci. Zbidr ten nie jest
zbiorem zamknietym i w trakcie eksploatacji moze w razie potrzeby ule-
ga¢ zmianom. Jednym z podstawowych kryteriéw w projektowaniu systemu
miernictwa byla jego mozliwie duza elastyczno$c¢, zwlaszcza w zakresie:

- liczby rejestrowanych zdarzen,

- zbioru rejestrowanych zdarzen,

- gposobu rejestracji dodatkowych parametréw charakteryzujacych zda=-
rzenia.

System rejestracji podzielono na 2 grupy:

- rejestracje zdarzen,

- rejestracje stanéw.

Kryterium stanowi tu przede wszystkim tryb wykonywania pomiaréw.
Plerwsza grupa jest realizowana w sposéb permanentny w trakcie calego
czasu pracy sieci, druga - w sposéb okresowy.

2, REJESTRACJA ZDARZEN

Pracg wezla mozna rozpatrywa¢ z punktu widzenia rozpoznawania i ob-
stugi zdarzehA naptywajacych do wezla z otoczenia oraez generowania pew~
nych zdarzeh do otoczenia. Do rejestracji wybrano okreslony zbiér zda-
rzeh charakteryzujacych pracg wezla w sieci. Kazde rejestrowane zdarze-
nie ma przyporzgdkowany jednoznacznie numer. W tabeli podano przypo-
rzadkowanie numeréw do okreslonych zdarzeri. Kazde wystgpienie zdarze-
nia z danego zbioru powoduje w programie obslugujacym dane zdarzenie wy-
wolanie podprogramu miernictwa, ktdrego zadaniem jest zargjestrowanie da-
nego zdarzenia., Po zarejestrowaniu, ktére musi trwaé¢ tak krétko, aby
mozliwie mato wptywalo na zmniejszenie efektywnoéci pracy, wezel powra-
ca do wykonywania normalnych funkcji. Najprostsza rejestracja zdarze-
nia polega na zwigkszeniu o 1 licznika przyporzadkowanego danemu zdarze-
niu. Rejestracja zlozona sklada si¢ z rejestracji prostej, czyli
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Tabela

Tabela aktualnie rejestrowanych zdarzed

Numer

Informacja

Typ bloku in-

formacyjnego Znaczenie
zdarzenia | dodatkowa NPROGK
1 2 3 4
- - Rezerwa
1 _ - Zerowy adres fragmentu zawieszo-
nego w tablicy limitéw czasowych
2 - _ Przepeinienie tablicy limitéw
czasowych w podprogramach
3 - _ Zadanie kasowania limitéw czaso-
wych nie istniejgcych w tablicy
4 - - Zgdanie zegara - wywolane przy
zerowym semaforze
Pusta kolejka transmisji dla mo-
5 _ _ nitora ekranowego podczas wej$-
cia do fragmentu zawieszonego
6 - - Btad transmisji w sterowaniu DZM
B Pusta kolejka transmisji dla DzM
7 - - podczas wejécia de fragmentu za-
wieszonego
8 - - Blad transmisji w sterowaniu PT
g - - Bigd transmisji w sterowaniu CT
10£15 - - Rezerwa
Préba oddania do puli bufora o
16 - - adresie spoza obszaru puli bu-
foréw
Préba kierowania opisu kanalu
17 - - logicznego nie znajdujgcego sig
na liscie OKL
18 - - « | Rezerwa
19 - - Rezerwa
20 _ _ Wywotanie podprogramu DKWYP3
dla nie istniejacej linii
21 _ _ wzwolanie podprogramu DKWYK3
dle nie istniejacej linii
20 _ _ Wywolanie podprogramu DKWYI3
dla nie istniejacej linii
23 _ _ Wywotanie podprogramu OKWY3 dla

nie istniejgcej linii
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1 3 4
54 - Wywozanie podprogramu LKWY3 dla
- nie istniejgcej linii
25131 - Rezerwa
- - Biedne wywolanie zadanis pozio-
: mu 3/2
Instrukcja TRAP z niezerowym
33 - miodszym bajtem lub biednym ty-
pem albo trybem
Przepeinienie tablicy oczekuja-
34 - cych zadah poziomu 2 (nowe za-
danie odrzucons
35 - Bledne uaktywnienie poziomu 2/3
Przepelnienie tablicy uaktywnien
36 - zadat poziomu 2/3 (stare zada-
niz odrzucona)
Przepelnienie tablicy - uaktyw
37 - nien zadah poziomu 3/2
38261 - Rezerwa
62 - Bledne wywotanie Mi7
_ Brak linii z ustawionym semafo-
63 - rem
64 - Za krétka ramka
65 - Abort w ramce
Btad adapters odbiornika - za=-
66 - palone bity zarezerwowane
67 - Biad CRC
68 - Biad za diugiej ramki
Btad ramki z niedopuszczalnym
69 - polem informacyjnym
70 - Btad OVERRUN
71 - Ramka RNR
72 - Blad N(R)
73 - Blad N(R) (odbiér REJ)
74 _ Nieimplementowany protokéi APB,
gdy B=9
75 - Niedopuszczalny kod pola adreso-

wego
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1 2 3 4

76 - _ Licznik nadawaih ramki SABM wy-
zerowany

77 _ - Licznik nadawafh ramki FRMR wy-
zerowany

78 - - Retransmisja ramek sterujacych
Retransmisja ramek informacyi-

79 - - nych z powodu przekroczenia li=-
mitu czasowego

80 - - Odbiér ramki FRMR

81 - - Wytaczenie linii

82+95 = - Rezerwa

96 - - Poprawnie nawigzana transmisja

97 - - Rozitaczenie z braku wolnego OKL
Roztgczenie z braku wolnych ke-

=g - - natéw na wyjsciu

99 _ _ Roztaczenie z powodu stanu res=-
tartu na wyjéciu
Rozlgczenie z powodu kolizji wy-

100 - - wotah na wyjsciu (roziaczenie
potaczenia zdalnego
Rozlgczenie z powodu kolizji wy-|

101 _ - wotan i braku wolnych buforéw
na wyjsciu (rozlaczenie polacze-]
nia zdalnego i lokalnego?

102 - - Roztaczenie z powodu zapegtlenia
Rozlaczenie ze wzgledu na brak

103 - - przegécia (awaria drég fizycz-
nych

104 _ Rozlaczenie z braku wolnych bu-

- foréw

Rozlaczenie z innych przyczyn,

105 - - np. odrzucenie zadah przyjecia
fragmentu zawieszonego
Rozlgczenie z powodu osiagniegcia

106 nr linii 1 limitu retransmisji (gtucha li-
nia)

107 - - Biedny pakiet (formalnie lub w
kontekécie)

T8 _ _ Bledny datagram (formalnie lub

w kontekscie)
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1 2 3 3
109 Numer 1 Wygenerowanie restartu na pozio- -
linii mie X.25
110 - - Odebranie gdania restartu od PS
wezta
131 T:zzz 1 Odebrane zadanie restartu od KK
Liczba re-
112 transmisji 3 Zakoficzenie fazy restartu
113 - - Odebranie pakietu CLEAR REQUEST
(CLR)
114 - - Odebranie datagramu CLEAR INDI-
- CATION
Wygenerowanie CLEAR INDICATION
115 - - (btedny pakiet, bledny datagram
lub innef
Liczba re- Zakonczenie generowane w podsie-
116 transmisji 3 ci fazy Clear - kierunek lokal-
CLI-pakiet ny KK
Liczba re= Zakoticzenie generowanej w pod-
117 transmisji 3 siecl fazy Clear - kierunek
CLI - date~ zdalny KK
gram
118 - - Odebranie pakietu RESET REQUEST
119 _ Odebranie datagramu RESET INDI-
: CATION
Wygenerowanie pakietu/datagramu
120 - - RESET - INDICATION z powodu bledu
w pxzeplywie danych
— - _ Wygeneroﬁanie pakietu/datagramu
= RESET INDICATION
122 Liczbs re- 3 Zakoriczenie generowanej w podsieci
transmisji fazy Reset - kierunek lokalny KK
123 Liczba re- 3 Zakoficzenie generowanej w podsieci
transmisji fazy Reset —kierunek zdalny KK
1d; tzizgig B Zmiana dlugos$ci kolejki zabloko-
124 -1 - usunat wanych pakietdéw/datagraméw
z kolejki
125 - - Zarejestrowanie braku walnego bufora
Zarejestrowanie pakietu CAR z nie-
126 - - dopuszczalnymi adresami (niepo-
prawna diugosc lub tresc
127 - - Rezerwa
128 _ - Odebranic pakietu, datagramu, da-

tagramu miernictwa
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1 2 3 4
129 - - Odebranie pakietu informacyjnego
130 - - Odebranie datagramu informacyjnego
131 Rezerwa

Numer bledu
132 diagnostylu 3 Blad rejestracji zdarzen
i pomiaréw

1334158 - - Rezerwa i

Chwila zaje~
cia bufora

159 (R1-mlodsza 5 Oddanie bufora do puli
cze$¢, R2 -
starsza
160 - - Odebranie ramki HDLC
161 - - Odebranie ramki informacyjnej
162£190 - - Rezerwa

Chwila zalo-
zenia OKL
191 (R1-mtodsza 5 Zwolnienie bloku OKL
cze$é, 2 -
starsza)

zliczania zdarzeh, oraz specjalnej rejestracji pewnych parametréw zwig-

zanych z tym zdarzeniem, Numery przyporzadkowane zdarzeniom nie sg upo-
rzadkowane w stosunku do ich tre$ci merytorycznej. Dzieki temu mozliwa

jest w przyszloséci dowolna zmiana zbioru rejestrowanych zdarzen. Wyréz-
niono jednak 2 grupy zdarzen.

Pierwsza grupa zdarzen ma przyporzadkowane numery od 1 do 127. Cha-
rakteryzuje sig¢ tym, ze przewidywana czgstotliwo$¢ pojawiania sie zda-
rzenia jest na tyle mata, ze odpowiedni licznik rejestrujacy zdarzenie
jest zbudowany na 1 stowie. Stad maksymalna jego pojemnos$¢ wynosi
216(1777778) zdarzen,

Uruga grupa zdarzeh ma przyporzadkowane numery od 128 do 192. Licz-
niki rejestrujace te grupe zdarzeh zbudowano na 2 sitowach, a maksymalna
ich pojemno$¢ wynosi 231(377777777778) zdarzeri, Sa one przystosowane
do duzej czestosci pojawiania sie danego zdarzenia. W zaleznosci (d
przewidywanej czgstosci wystepowania, kazde zdarzenie zostaje umieszczo-
ne w pierwszej lub drugiej grupie numeréw.

Istnieie jecdnak mozliwod¢ przekroczenia licznika na przyklad na sku-
tek wadliwej pracy sieci lub z powodu blgdnego oszacowania czestosdci
wystgpowania danego zdarzenia. Brak rejestracji tego zjawiska mégiby
doprowadzic¢ do uzyskania falszywych wynikéw pomiaréw. Aby temu zapo-
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biec przewidzianc obszar przekroczen OPK, ktérego wielkoé¢ ustalono
wstgpnie na 20 bajtéw. Numer zdarzenia, ktérego licznik ulegi przepei-
nieniu, zostaje wpisany na kolejne bajty obszaru przekroczenn. Przegla-
dajac tablice¢ przekroczef mozna tatwo odtworzyC rzeczywi.tiy stan licz-
nika, dodajgac do aktualnej wartoséci licznika 216.

Niektdére zdarzenhia wymagajg, oprécz zliczenia, dodatkowej rejestra-
cji. 2darzenia te, wywolujac podprogram rejestracji, oprécz swege nume-
ru identyfikacyjnego. podaja drugil parametr zwigzany ze zdarzeniem, kté-
ry jest przedmiotem dodatkowej rejestracji, Przewidziano 3 zasadnicze
typy dodatkowej obslugi oméwione ponizej. W razie potrzeby z duzg 1a-
twoécia mozna rozszerzyC system na inne typy obslugi.

1. Czasowy typ obsitugi

Typ ten s}uzy do rejestracji czasu trwania okreslonego polaczenia
logicznego w sieci lub czasu zajeto$ci danego bufora. Parametrem dodat-
kowym jest czas pojawienia sie@ zdarzenia. Czas korca zdarzenia jest
chwilg wywolania podprogramu rejestracji z podaniem numeru identyfika-
cyjnego zdarzenia. W obsludze tego typu, précz normalnego licznika
zdarzen, rejestruje sig na biezaco éredni czas trwania zdarzenia oraz
maksymalny czas trwania zdarzenia.

2. Parametryczny typ obstugi

Typ ten sluzy do rejestracji okredlonego parametru zwiazanego z da-
nym zdarzeniem. Przykladem mote byC zdarzenie retransmisji, z ktérym
jest zwigzany parametr okreslajacy liczbe powtérzeh transmisji do chwi-
1i, gdy transmisja zakoficzy sie¢ powodzeniem. Parametr ten musi byé
przekazany do podprogramu rejestracji jako dodatkowy obok numeru iden-
tyfikacyjnego zdarzenia. W tym typie obstugi oprécz licznika zdarzen
rejestruje sie drednig wartos$c parametru oraz jego maksymalmg wartosc.

3. Bitowy typ obsitugi

Typ ten stosuje sig wtedy, gdy pod jednym numerem identyfikacyjnym
zdarzenia kryje sie pewien podzbiér zdarzern mozliwych i koniecznych do
odréznienia, przy czym zliczanie zdarzer w poszczegélnych grupach nie
jest konieczne. Kazdy podzbiér zdarzen ma przyporzadkowany okreslony
bit w slowie. Je$li wystapi przynajmniej jedno zdarzenie z danego pod-
zbioru, to przyporzagdkowany mu bit przyjmuje warto$¢ 1, Jesli zdarze-
nie nie wystapi, wéwczas bit ma wartos$¢ O,

Przykladem tego typu zdarzeh moze by¢ uszkodzenie linii, Parametrem
dodatkowym przekazanym do podprogramu rejestracji, oprécz numeru identy-
fikacyjnego zdarzenia, jest numer uszkodzonej linii. Numer ten odpowia-
da odpowiedniemu numerowi bitu w stowie.

W niektérych typach obslugi jest przewidziana rejestracja wartosci
$redniej parametru, Algorytm obliczania $redniej, zastosowany w podsys-
temie rejestracji, ze wzgledu na swoja specyfikge wymaga dodatkowego iy~
jasnienia.
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Podstewowym kryterium jako$ci podprogramu rejestracji jest, oprécz
spelniania funkcji rejestracji, krétki czas dzialania. Natomiast typo-
wy algorytm obliczania na biezgco $redniej wymaga wykonania kiiku dzie-
led i mnozefi, Dzielenie w SM-3 musi by¢ zrealizowane przez specjalny
podprogram 1 wymagas duzo czasu, Zdecydowano sig wiec tak zmodyfikowad
algorytm, aby podczas rsjestracji przy liczeoniu érednisj wykonywsé tyl-
ko dzislenie przez potege 2.

Dodatek A ilustruje dzialanie itsracyjncgt algorytmu cbliczania na
biezgco éredniej bez udziasiu dzielenia: gdzie: 7; - J~te drednia wy~
liczona dla n=2J skiadnikoéw,

Z powyzszego slgorytmu widaC, ze érednis jest obliczana dla liczby
zdarzen bedecej potgga dwéjki. Jedli licznik zdarzer -io jest poteqy
dwéjki, to nastepuje tylko sumowanie paremetréw od ostainiiegso zdarzenia
bedgcego potega 2. Oczywiscie w kazdej chwili w razie potrzsby mozns
odtworzy¢ dokladng warto$é éredniej, poniewaz odpowisdnie argumen:ty sa
pamigtane (patrz baza danych). Podczas odtwarzania dokiadnej wartosct
dredniej naturalnie konieczne jest wykonanie dzielenizs. Dzisiznie to
Jjednak w najgorszym razie jest wykonywane raz przez podorcgram wyprowae
dzenia, ktéry nie ma tak ostrych uwarunkowaf czasowych.

W systemie pomiarowym przyjeto zalozenie, ze $rednia wartosé rejer-
trowanych parametréw jest pamigtena na biezaco. Kazdy z algorytméw ob-
liczania dredniej na biezgco wymaga co najmniej jednei opsracji dziele-
nia. Na przyktad mozna obliczac¢ 4rednig wedlug ponizszego wzoru:

a, = Sr
k k=1
Srk = Srk-l + -——-—-—k—-——- .

gdzie: §r, - $rednia z k skladnikéw,
SO $rednia z k-1 sktadnikéw,
ay - k=ty skladnik $redniej.

Na podstawie liczby wykonywanych instrukcji (uwzglpdriiajac iteracje!
oszacowano czas obliczania wartodci d$redniej nz podotawie powyiszege
wzoru oraz algorytmu aktualnie przyjgtego w systemie. W pierwszym pirzy-
padku czas wykonania jest okolo 10-krotnie diuzszy. MNerzucone na sys-
tem ostre uwarunkowania czasowe nie pozwalajg na przyjecie tegs rodzaju
rozwiaguzsnia, nawet w razie znacznego zopiymalizowanla programu dziele-
nia. Znaczne skrécenie czasu obliczen okupione zostaloc tvm, 2ze nie dla
katdego pomiaru ctrzymuje sig aktualna wartod$¢ dredniej. Czestosé obli-
czania $redniej zmienia si¢ od bardzo duzej dla niewielkiej liczby po-
miaréw do matej w miare zwigkszania sig tej liczby. $Srednis jest liczo-
na dla nastepujacego ciaqu liczby pomiardéw: 1,2,4,8,16,32,64 itd. Przy
zatozeniu stabilno$ci parametru rozrzut Sredniej powinien zblizac sie
do O w miare zwiekszania sig¢ liczby pomiaréw. O ile $rednia z 2 pomia-
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réw moze sie bardzo réznié od $redniej z 4 pomiaréw, o tyle drednia =z

512 nie powinna wiele sig¢ réznié¢ od $redniej z 1024 pomiaréw. Gdy pa-

rametr jednak wykazuje okres$lony kierunek zmiany wartos$ci, wtedy powyz-
sze rozwazania nie sa prawdziwe., W przyszlos$ci przewiduje sig wprowa-

dzenie dodatkowego parametru, ktérego celem byloby wykazywanie kierunku
zmian warto$ci mierzonej.

Obecnie -~jesli jest to konieczne - mozna uzyskac aktualng wartosc
séredniej uzywajac jednej z opcji wyprowadzania wynikéw (w formacie roz-
kazu wyprowadzania drugim parametrem komendy powinno by¢ 6). W trakcie
wstepnej eksploatacji przewiduje si@ analize wartosci $rednich przez
poréwnywanie wartosci podawanej przez system wedlug obecnego algorytmu
oraz wartosci liczonej dokladnie dla kazdej liczby pomiardéw. Analiza
taka pozwoli na ostateczna oceng proponowanego sposobu liczenia $rednigj
dla kazdego mierzonego parametru.

3. BAZA DANYCH DO REJESTRACJI ZDARZEN

Do realizacji przedstawionej koncepcji rejestracji zdarzen koniecz-
na jest odpowiednia struktura danych (rys. 1) . Podstawowym obszarem w pa-
mieci, zarezerwowanym w celu rejestracji, jest tablica licznikéw zdarzen
TZK indeksowana numerem zdarzenia. Do zliczania zdarzen o numerach od
1 do 128 zarezerwowano jedno slowo, a do zliczania zdarzen od numerdw
129 do 192 - dwa slowa. Jest to 256-stowowa tablica licznikéw wszys-
tkich rejestrowanych zdarzer., W przyszlosci, w razie potrzeby, tablica
ta moza zostal powigkszona. Zliczanie zdarzefi prowadzone jest w kodzie
binarnym, -

Pewna liczba zdarzern, oprécz zliczania, wymaga rejestracji okres$lo-
nych parametréw dodatkowych. Rozpoznawanie tego typu zdarzef mozliwe
jest za pomoca tablicy TNOZK indeksowanej numerem zdarzenia. Dla kaz-
dego zdarzenia jest zarezerwowane w tej tablicy jedno stowo. Je$li zda-
rzenie nie wymaga dodatkowej obsitugi, to w slowie tym jest pamigtane @.
W przeciwnym razie w slowie tym jest pamigtany adres poczatku bloku in-
formacyjnego zdarzenia.

Dla kazdego zdarzenia wymagajgacego dodatkowej rejestracji w dowol-
nym miejscu pamigci jest umieszczony blok informacyjny zdarzenia. vlok
ten sklada sig@ z nagiéwka i z tredci. Nagiéwek zajmuje dwa slowa.
Pierwsze siowo zawiera adres podprogramu obsltugi dodatkowej danego zda-
rzenia. W trzecim bajcie nagléwka jest pamigtany typ danego zdarzenia
NPROGK. Typ ten jedncznacznie okresla rodzaj i wielkosC parametréw pa-
migetanych w tresci bloku informacyjnego. <Czwarty bajt nagzidwka o naz-
wie LK jest zmienng binarna, ktéra blokuje progran przet-arzajgcy dany
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Tablica TNOZK wskazujgca adresy blokéw informacyjnych zdarzeh wymagaja-
cych dodatkowej obstugi oraz przyklady blokéw informacyjnych.

Adres = OPK

142 ] @
B3] 1
2

RP

Obszar przekroczen, w ktérym kolejno wpisany zostal 142 i 54 numer zda-
rzenia. Oznacza to, ze w tablicy TZK liczniki zdarzer 142 i 54 zostaly

przekroczone.,

Rys.1. Baza danych do rejestracji zdarzen

Fig.1. Data base for event registration
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blok informacyjny z powodu np. przekroczenia jednego z parametréw, W
razie braku takiej blokady mogtoby doj$é do niesensownych wynikéw, np.
z powodu zerowej liczby zdarzeh., Tres$é bloku informacyjnego zewiera
parametry, ktérych liczba, a takze liczba sléw zarezerwowanych dla kaz-
dego pamig@tanego parametru jest zmienna i nalezy do typu bloku informa-
cyjnege (jednoznacznie okredla go parameir nagiéwks NPROGK} .

Dla NPROGK = 1 wystepuje blok informacyjny o bitowym typie obsiugi o
treéci skladajacej sie z Jjednego parametru l-slowowego, w ktérym kazdy
z 16 bitdéw ma wilasng interpretac)@ zeleing od zdarzenia NPROGK=2,

Blok informacyjny o bitowym typile obslugi o tresci skiadajace] sie
z jednego parametru 2-stowowego, w ktérym kazdy z 32 bitéw ma wiasna
intsrpretacje zaleZna od zdarzenia.

Dls NPROGK = 3,4,5,6 utworzone sa bloki informacyjne o czasowym lub pa-
rametrycznym typile obslugi, ktérych tres$é sklada sig z 4 parametréw:

- liczba zdarzen do obliczania s$redniej,

- $rednia,

- maksymalna wartos$c,

- suma sktadnikéw nie wzigtych do obliczania $redniej (patrz algo-
rytm obliczanis éredniej).

Bleki te réznia si¢ miedzy soba liczbg siéw rezerwowanych dla kaz-
dego parametru, Zalezne jJest to od przewidywanej licznoéci danego zda~-
rzenia, a takze od przewidywanej wielkos$ci parametru, dla ktérego liczy-
my’ wartosé érednia i maksymalng. Wartoé¢ $rednia jest pamigtana zawsze
na dwu stowach, z ktérych mlodsze jest wartoscig ulamkowg sSredniej, a
starsze - czes$cia calkowita. Dla poszczegdlnych typéw blokéw informa-
cyjnych podano w nawiasach liczbe sidéw przewidzianych dla poszczegél~
nych parametréw w kolejnoéci, w ktérej zostaly wymienione powyzej:

NPROGK = 3 (1,2,1,2)
NPROGK = 4 (2,2,1,2)
NPROGK = 5 (1,2,2,3)
NPROGK = 6 (2,2,2,3)

Bloki informacyjne zdarzer moga by¢ dowolnie definiowane w zalezno$-
ci od konkretnych potrzeb, Liczba ich typdéw jest ograniczona zakresem
zmiennej NPROGK, czyli moze by¢ rozszerzona do 28(25610)«

4, REJESTRACJA STANOW (FOTOGRAFIA)

Ta grupa pomiaréw w przeciwiefstwie do rejestracji zdarzen nie jest
realizowana w trybie permanentnym. Pomiary te sa przeprowadzone cykli-
cznie i inicjowane przez program zegara. Pod wzgledem merytorycznym po-
‘miary te mozna podzielié¢ na 2 rodzaje.
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Pierwszy rodzaj rejestrowanych pomiardéw dotyczy stanu wezla w chwi-
li wykonywania pomiaru. Informacje te majg charakter biezacy 1 gléwnzs
zastosowanie w diagnostyce biezacej.

Drugi rodzaj rejestrowanych pomiaréw ma charakter usdredniasnych sts-
tystyk. Typowym przykladem tego typu pomiaréw jest liczba wolnych bufo-
réw, na podstawie ktérej, analogicznie jak w razie rejestracji niekté-
rych zdarzef, oblicza si¢ na bie2aco s$redrnig oraz maksymalng liczbe wol-
nych buforéw. Parametry/te mozna by réwniez uzyskaé przez rejestracjg
zdarze, przyjmujac jako zdarzenie pobranie lub oddanie bufora. Przyje-
to jednak, 2e w stosunku do pewnych parametrdéw pomiar okresowy bedzie
szybszy, a dokladnos$¢ zostanie zachowana.

Ta grupa pomiaréw opiera¢ sig bedzie przede wszystkim na wspélnych
danych programowych, ktére zostang poddane pewnemu przetwarzaniu i prze-
pisane do obszaru rejestracji. W przeciwienstwie wigc do rejestracji
zdarzen proces pomiaréw nie stanowi nawet w matej czes$ci integralnej
sktadowej blokéw programowych, sktadajacych sie na funkcjonalne opro-
gramowanie wezla, Dlatego tez realizacja tego typu pomiaréw bedzie re-
alizowana péiniej. Tak wiec szczegdiowy wykaz rejestrowanych stanéw,
jak i baza danych podprogramu rejestracji oraz typy przetwarzania pomia-
réw, zostana podane po realizacji tej czesci systemu miernictwa.

Przedstawiono jeden z istotnych elementéw systemu pomiarowego pod-
sieci Pitagoras. Dotyczy on zbierania i rejestracji danych w wezle pod-
sieci, Dane te sg bazg, na ktérej opiera si¢ dzialanie pozostatych ele-
mentéw skladajacych sig¢ na calo$c systemu pomiarowego, tzn.:

- sposoby 1 cele monitorowania pomiaréw,

- przetwarzanie pomiardw,

- transfer informacji migdzy wezlami (pakiety pomiarowe) ,

- centralne zarzadzanie pomiarami w podsieci (centrum pomiarowe) .

Praca wptynela do Redakcji 12.12.1980 r.
Po poprawieniu §3.03.1982 r,

Dodatek A
Iteracyjny algorytm obliczania $redniej
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REGISTRATION FOR THE MEASUREMENT DATA IN THE MSK COMPUTER NETWORK

In the paper a method of evenis registration in the node is descri-
bed. There are in the node a database and diagnostic control system for
measurement and statistical purposes.

verified by Ruta Czaplinska

PFTYICTPAIVA UBMEPATENBHNX IAHHWX 3 CETHM 3BM MSK

PaccMarpmBaeTcs woHIENMI DETHCTPAINW COGHTR

DR BS 1 WOHIeI'UI DeTHCTPS B HA3MEDUTENTBHOM y-
%ge,HCOCTaBHHDﬂeM U3MEPDUTEABHY Oasyo UCHOMB3YIILY0 Uean CTagHCTERn yZ
OpaBJeHNa CeTH, MMUATHOCTUKA M T. 1. OnzcHBaeTcA $a33 MaHHHX, HeoOXxo,

IJIA DEeTACTPaIRn COOHTA. ’ A

ilpoBepmia Wajiroxara XeAmpmx



Prace Naukowe Centrum Obliczéniowego

Nr 2 Politechniki Wroctawskiej Nr 2
Studia | Materiaty Nr 2 : 1983
Sie¢ komputerowa,

rejestracja informacji
Elzbieta HUDYMA®! Elzbieta KOSMULSK A-BOCHENEK™!

Edycja rejestrowanych pomiaréw w sieci komputerowej MSK

Przedstawiono sposoby wyprowadzania informacji diagnostyczno=-po=-
miarowych zgromadzonej w pamigci w sieci komputerowej MSK, Dane
s3 wyprowadzane w postaci dwéch giéwnych typdéw raportéw: cyklicz-
nego i standardowego. Ten ostatni daje ki{ka mozliwosci informo-
wania operatora o aktualnym stanie sieci.

1. WSTEP

Przydatno$¢ zgromadzonych w wezle danych pomiarowych zalezy w duzym
stopniu od sposobu przekazania ich obstudze systesmu, Podstawowymi kry-
teriami dobrego monitorowania, oprdcz jako$ci wyprowadzanej informacji,
s@: czytelnosé, przejrzystos¢ i jednoznacznod¢. Czytelno$é zapewnisa
dziesigtna postac liczb, przejrzysto$é uzyskuje sie przez tabelaryzacje
danych, jednoznaczno$¢ natomiast mozna uzyska¢ uzupelniajac dane liczbo-
we opisami stownymi, Takie ostre kryteria organizacji wydruku wymagaja
zaréwno duzego obszaru pamieci, jak i diugiego czasu przetwarzania, co
wobec skromnych mozliwos$ci hardwarowych i softwarowych maszyny obsiugu-
jecej wezel w sieci komputerowej MSK jest trudne do przyjecia.

Jednoczesnie wiadomo, ze wymagania stawiane monitorowaniu zarejes-
trowanych informacji sa uzaleznione od kwalifikacji osoby, dla ktérej
sa przeznzzone, Przyjeto, ze odbiorca informacji ma by¢ inzynier, co

znacznie iagodzi wymienione kryteria. Zrezygnowano wigc z dziesigtnej

%) Centrum Ob.iczeniowe iFolitechniki Wrociawskizi, Wybrzeze Wyspianskie-
go 27, 50-370 Wroctaw.
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postaci wynikéw, zastepujac ja formg ¢ésemkowa oraz z wszelkich opiséw
stownych, zachowujac przy tym sztywny format wydrukéw.

Prawidlowej oceny systemu mozna dokona¢ na podstawie analizy ektu-
alnych danych oraz historii systemu. Wylania sig tez drugi problem
zwigzany z monitorowaniem: dostgpnosé i skladowanie danych. Przyjeto
dwa podstawowe typy raportdéw: raport biezacy (na zadanie) oraz raport
cykliczny (standardowy). Zadsniem pierwszego jest natychmiastowe prze-
kazanie aktualnych danych dotyczacych zdarzenh wyselekcjonowanych przez
operatora. Raport cykliczny ma na celu systematyczne przekazywanie
wszystkich informacji okresowo zbieranych na urzgdzenie pamigci (np.
dysk) w celu dalszego przetwarzania. Raporty te szczegdiowo oméwiono w
punkcie 3 1 4, ’

2., ZALOZENIA EDYCJI

Monitorowana informacja jest sterowana komenda operatora, ktéra ba-
zuje na bloku sléw zawierajacym odpowiednie parametry. Obecnie sg usta-
lone trzy paremetry, a w przyszlodci lista ta moze by¢ rozszerzona (rys.).

Ry 1

R1 - rejestr zawierajacy
adres listy parame-
trow

Pierwszy parametr

Drugi parametr

Trzeci parametr

Rys. Struktura komendy operatorskiej
Fig. Structure of operators command

Pierwszy parametr komendy okre$la zadanie do zrealizowania. Ustalo-
no 5 zadan, ktérym odpowiadaje numery 1-5:

1 - zmiana urzadzenia wyjéciowego (standardowo urzadzeniem tym jest
monitor) ,

2 - wyprowadzenie raportu biezgcego, dajgcego opis jednego zdarze-
nia lub grupy zdarzeh,

3 - wyprowadzenie raportu biezacego zawierajacego wszystkie niezero-
we zdarzenia poczawszy od zadanego,

4 - wyprowadzenie raportu standardowego,

5 - wprowadzenie daty i czasu rozpoczecia pomiaréw.

Drugi parametr komendy okre$la poczatkowy numer zdarzenia, dla kté-
rego sa 28dane informacje.
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Parametr trzecl okredéla liczbe zdarzeri do wyprowadzania. Gdy para=-

meir nie jest podany, wydrukowane zostanie tylko jedno zdarzenis,

3. RAPORT STANDARDOWY

Raport standardowy mozna uzyskaC dwoma sposobami: jako raport gy«
kliczny uruchamiany zegarem lub przez komerds roeratore,

Treécig raportu standardowegc s@ wszystkie rejestrowane informacjc.
Informacje te pochodzg z dwéch Zrédet. Jedno £rédio, to rejeetracja wy-
typowanych zdarzeh, a drugie - toc rejestracja stanu w3yziz w zadanaj
chwili, ciyli tzw. fotografia wezla. Szczegéiowy opic rajestrowanych
zdarzenh zawiera praca [1). Na obecnym etapie prac jest zragl!zowana
tylko rejestracja zdarzeh, natomiast dane z fotografii znstang dolgczo-
ne w terminie pézniejszym,

Ze wzgledu na ograniczong pojemnos¢ bufora wyjsciowegn (256 siéw)
caloé’ raportu zostals podzielona na trzy czedci (edycje; . Kazda edy~
cja zaczyna sie@ 10~slowowym nagléwkiem, na ktéry sklada sie dats, czas
oraz numer edycji (1, 2 lub 3). Pozostaly obszar jest przeznaczony na
dane z rajestracji. Podstawowa wielkoscia mierzona sa liczniki zdarzen,
ktére moga by¢ jednoslowowe lub dwuslowowe. Niektére zdarzenia, oprécz
notowanis liczby wystapienia, wymagaly jeszcze dodatkowych informacji.
Informacje te sag zapisane w blokach siéw zwiazanych z danym zdarzeniem,
zwanymi blokami informacyjnymi zdarzed.

Na pierwsza edycje skiadajg sie dwie grupy danych:

1. 128 licznikéw jednosiowowych odpowiadajgcych zdarzeniom o nume-
rach od O do 127.

2. Bloki informacyjne zdarzeh o rozszerzonym przetwarzaniu z zakre-
su od O do 127.

Druga edycja zawiera trzy grupy danych:

1. 64 liczniki dwusiowowe dla numerdéw zdarzed 128-191 (razem 128
siéw) .

2. Bloki informacyjne zdarzen o rozszerzonym przetwarzaniu z zakre-
su od 128 do i%91.

3. 20-bajtowy . obszar przekroczen, gdzie sg spisywane numery zda-
rzen, dla ktérych liczniki zostaly przepeilnione.

Na trzecia edycje skiadaja sig¢ dane z fotografii wezia.

Fo skompletowaniu jednej edycji, zawartod¢ bufora zostaje wyprowa-
dzana na dysk 1lub dodatkowo na inne przydzielone urzgdzenie.

Przeznaczeniem rapertu cyklicznego jest przechowanie zarejestrowa-
nej informacji w celu péiniejszego jej przetworzenia. Clatego tez skila-
dowane dane na dysku sa zachowane w postaci binarnej. Aczkolwiek jest
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przewidziane wyprowadzenie raportu standardowego ne monitor lub drukar-
ke (pierwszy parametr komendy operatora = 4), korzystanie bezpoérednic
z tych danych wymaga znajomos$ci kodu wewnetrznego maszyny.

4, RAPORT BIEZACY

4,1, Tresé raportu

Zadaniem raportu biezgcego jest wyprowadzenie na Zgdanie operatora
selektywnej infermacji w czytelnej postaci. Dla pierwszego parametru
komendy operatora = 2 moze to by¢ wyprowadzenie licznika (oraz dodatko-
wo bloku informacyjnego zdarzenie, je$li zdarzenie takie zawiera) dla
jednego zdarzenia, ktérego numer podano w drugim sitowie komendy opera-
tora (trzecie slowo niespecyfikowane) lub wyprowadzenie informacji do-
tyczacych kolejnych zdarzen, gdzie poczatkowy numer zdarzenia podano w
drugim slowie komendy operatora, natomiast trzecie slowo okresla liczbe
zdarzed do wyprowadzenia.

Gdy pierwszy parametr przeslany od operatora wynosi 3, wéwczas sa
wyprowadzone informacje dla kolejnych zdarzen, poczawszy od zdarzenia,
ktérego numer jest okreslony drugim parametrem komendy operatorskiej.
Koniec listowania jest warunkowany koficem strony urzadzenia, np. moni-
tor pozwala na wyéwietlenie 15 wierszy 80-znakowych. Dane sa wyprowa-
dzane w kodzie ASCII.

W celu przekazania maksymalnej informacji we wszystkich przypadkach
biezacego raportu drukuje sige tylko dane o zdarzeniach, ktére wystagpily.
Jezeli licznik zdarzenia ma warto$¢ zero, wyszukiwane jest zdarzenie o
numerze nastepnym. Wykonanie zadanego zadania jest sygnalizowane symbo-
lem konca wydruku o postaci: cr, 1f, x.

4,2, Organizacja wydruku raportu biezacego

Zaréwno ograniczona wielko$¢ bufora wyjsciowego, jak i przypadkowoéc
numeracji zdarzeh uniemozliwialy tasbulacje wynikéw oraz wprowadzenie o-
piséw stownych,

Przyjeto zasade sekwencyjnego wyprowadzania par: numer zdarzenia,
licznik. Separatorem kolejnych par jest podwdja liczba spacji w odnie-
sieniu do liczby spacji wewnatrz pary. Prawidlowos$C te zaburzaja zda-
rzenia o rozszerzonym przetwarzaniu. 0la tych zdarzen od nowego wiersza
jest wyprowadzany numer zdarzenia, a po nim blok informacyjny dla tego
zdarzenia i nastepuje zmiana wiersza.

Binarna posta¢ danych jest tiumaczona na kod AZCII, przy czym kazdo-
razowo jest kompletowany jeden wiersz wydruku (maksymalnie 80 znakéw)

i przekazany na wyjscie.
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5. REALIZACJA KOMEND O PARAMETRACH 1 i 5

Jezeli pierwszy parametr komendy operatora ma wartos$é 1, nalezy
zmienié urzgdzenie wyj$ciowe na nowe, ktérego numer jest okreslony w
drugim stowie komendy. Realizacja komendy polega na wypelnieniu nowa
wartoscia stowa Typ/Tryb [2] pola sterujacego urzadzeniem. Daje ona moz-
liwo$¢ utrwalenia danych przez wykorzystanie drukarki lub chwilowe prze-
gladanie informacji na monitorze,

Odczyt czasu rozpoczecia pomiaréw (pierwszy parametr komendy = 5)
jest bardzo istotny w ocenie ilosciowej w czasie mierzonych parametréw.

6. UWAGI KONCOWE

Konstrukcja opracowanego programu wyprowadzania wynikéw pomiaru po-
zwala na rozszerzenie jego mozliwoéci w kierunku zwiekszonej ilosci mo-
nitorowanej informacji oraz w kierunku przyjmowania i analizy dalszych
komend od operatora. Przewiduje sige edycje przetworzonej informacji
skladowanej na dysku w postaci raportdéw caltosciowych oraz selektywnych,

sterowanych réznymi parametrami.
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EDITION GF THE MEASUREMENT DATA IN THE MSK COMPUTER
NETWORK

The a way for obtaining the reports of the collected measurement and
diagnostic data is given. The report msy be generated as a cyclic one
or for an operator demand. Using the report, the operator has a possi-
bility to get an actual data regarding the state of the network.

Verified by Ruta Czapliniska
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Pakiety miernictwa w sieci komputerowej MSK

Przedstawiono koncepcj¢ przesylania informacji pomiedzy centrum
pomiarowym i poszczegdlnymi wezlami. Noé$nikami tych informacji
sa specjalne pakiety pomiarowe wysylane z centrum pomiarowego, od-
powiednio obstugiwane w wezlach i odsylane z powrotem do centrum
pomiarowego. Oméwiono ogélny format pakietu pomiarowego oraz
szczegblowo przedstawiono kilka typdéw takich pakietédw rédzniacych
si¢ zbiorem przenoszonych informacji.

1. WSTEP

Zaréwno w fazie uruchamiania podsieci, jak i podczas normalnej pra-
cy sieci, bardzo przydatne sa pakiety pomiarowo-diagnostyczne. 2Za pd-
mocg takich pakietéw mozna stwierdzié czy siec¢ jest sprawna oraz okres-
1li¢ ewentualne przyczyny niesprawno$ci sieci. Dobierajac odpowiednie
typy pakietéw mozna uzyska¢ w miare dokladny obraz pracy sieci.

Pakiety diagnostyczne sa generowane przez centrum pomiarowe (CP),
przy czym takie centrum moze byC¢ zrealizowane w dowolnym z weziléw pod-
sieci komunikacyjnej. Zadaniem centrum pomiarowego jest wystanie odpo-
wiedniego pakietu do odbiorcy, odebranie odpowiedzi oraz przetworzenie
informacji zawartej w pakiecie,

*) Centrum Obliczeniowe Politechniki Wroclawskiej, Wybrzeze Wyspians-
kiego 27, 50-370 Wroctaw.



176
E, Hudyma, E., Kosmulska-Bochenek

2. POSTAC PAKIETU

Pakiety pomiarowe od pakietéw uzytkowych krazacych w sieci réznia
sie kodem GFI, Kazdy pakiet, majacy kod GFI rézny od standardowych,
jest kierowany do podzadania miernictwa, gdzie nastepuje najpierw bada-
nie czy prawidlowy jest nagitéwek pakietu, a nastepnie, jezeli pakiet zo-
staje zakwalifikowany jako pakiet miernictwa, odszyfrovpmuje si¢ typ tego pa-
kietu, Za prawidlowy uwaza sig nagidwek zawierajacy na polu GFI kod
réwny czterem jedynkom (GFI =1111). Typ pakietu jest zapisany na dru-
giej czeéci pierwszego bajtu nagidwka i Jest zawarty pomiedzy @ i 15.
Ked typu pakietu réwny @@QP@ identyfikowany jest jako btad. Nagiéwek pa~
kietu miernictwa przedstawiono na rys. 1. Zawiera on oprdcz identyfi-
kacji i typu pakietu adresy nadawcy i odbiorcy, czas wystania pakietu
oraz znacznik odbicia. Znacznik odbicia jest binarng informacja zapi~
sana ra bajcie syghalizujacg, ze pakiet dotarit do odbiorcy.

GFIK ] TYP
REZERWA
| _Adres weztla
docelowego
| _Adres wezia
nadajacego
Czas wysiania
™  pakietu ] Fig.1. Head of measurement and diagnostic packet
Znacznik
odbicia

Rys.1. Nagléwek pakietu miernictwa i diagnostyki

3. TYPY I FUNKCJIE PAKIETOW POMIAROWYCH

Informacje do pakisetdédw pochodzg z pdél diagnostycznych, gdzie sg wpi-
sywane rejestrowane okresowo liczniki zdarzen oraz odpowiednio przetwo-
rzone dane, charakteryzujace stany [1)., Wyréznia sie 7 typéw pakietdw
pomiarowych.

3.1, Pakiet zbierania danych ogdélnych

Pakiet wysytany jest z centrum pomiarowego do wybranego wezla, gdzie
sg@ wpisywane odpowiuvdnie dane i pakiet zostaje skierowany do nadawcy.
Dane te sa brane z po6l diagnostycznych wezla i dotycza przede wszystkim
wykorzystania bufordw, linii oraz wazniejszych informacji czasowych o
podsieci, a zwtaszcza:

- éredniego czasu pobytu pakietu w wezle,

- maksymalnego czasu pobytu pakietu w wezle,
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- 4redniego czasu trwania poiaczenia wirtualnego,

- maksymelnego czasu potaczenia wirtualnego,

- $redniej liczby zajetych buforéw,

- maksymalnej liczby zajetych bufordw,

- $redniej liczby zalozonych poigczefri logicznych,

- maksymalne; liczby zaloZonych potaczen lcgicznych,

- $redniej dlugoséci ramki informacyjnej,

- Sredniej liczby retransmisji pakietdw zakonczonych z pozytywnya
skutkiem, '

- maksymalnej liczby retransmisji pakietdéw zakoriczonych 2 pozviy.-
nym skutkiem,

~ $redniej liczby retransmisji ramek zakoriczomwh z pocrtywyamskutl fem

- maksymalne; liczby retransmisji ramek z pozytywnyw skutkics,

- wykazu gktualnie pracujacych linii wezia,

- wykazu linii wezia,

- liczby pakietéw informacyjnych odebranych w weile,

- liczby ramek odebranych w weile,

- liczby ramek informacyjnych odebranych w wgiie,

3.2, Pakiet sonda

Zgdanie: tego pakietu jest wyslanie pakietu powrotnege z kazdego
wezta drogi do centrum pomiarcwego. Pakiet powrotry zawlera numer wez.-
ta, z ktérego jest wystany, numer linii wyjsciowej orax numer wegziz do-
celowego. Cefitrum pomiarowe notuje czas przyhycic sakierr 2 kozdego
wezla i sprawdza znacznik odbicia.

Pakiet sonda umozliwia kontrole drogi od wezla pierw-tirego do donte-
lowego. Analizujac czas przybycia pakietu powrstnage morna oc2nic wpdz.
nienie jakie daje kolejny wezel.

3.3. Pakiet echo

Jest to typowy pakiet dla kaidej sieci komput -eowej. W,sizny 2z cen-
trum pomiarowego do okredlonego wgzla decelowego powoduje adwréceriie
adresu, ustawienie znacznika odbicia i przeslanie pakietu z powrotem do
nadawcy, Centrum pomiarowe notuje cras wysitania pakirtu oraz czas przy-
byzia pakietu powrotnego. Pakiet echo moze byl pomncny w wykrywaniu
niedroznodci sieci. Gy break odpowiedzi pe uuiywie zotozoneco limitu

czasu, nalezy sied wznaC za niesprawna.
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3.4, Pakiet rejestracii drogi

Pakiet rejestracji drogi daje obraz drogi jaka przebyl pakiet od we-
z}a nadawcy (centrum pomiarowe) do wezla docelowego. Kolejne wezly po-
éredniczace wpisujg do pakietu swoje numery oraz numery linii wejscio-
wych 1 wyjsciowych, Wezel docelowy odwraca adresy i odsyita pakiet do
nadawcy. W centrum pomiarowym notowany jest tez czas wystania i powro-
tu pakietu,

3.5. Pakiet kontroli drogi wymuszonej

Droga pakietu jest doktadnie ustalona przez CP i z kazdego kolejne-
go wezta drogi sa wysylane do CP pakiety powrotne. Funkcje pakietu  sa
podobne jak dla pakietu sonda z tym, ze droga jest wymuszona. Pakiet
powrotny zawiera numer wezla i numer linii wyjsciowej.

3.6. Pakiet zbierania danych X,25

Tredcig pakietu sg dane charakteryzujace protokét X.25. Wielostron-
na analiza tych danych pozwala na oceng efektywnoéci pracy sieci na tym
poziomie. Informacje zbierane przez wezeil:

- liczba wszystkich pakietéw odebranych przez wezet,

- liczba pakietéw informacyjnych odebranych przez wezetl,

- liczba pakietéw z biednym nagléwkiem,

- maksymalna liczba retransmisji pakietéw zakorczonych z pozytywnym
skutkiem,

- érednia liczba retransmisji zakoniczonych z pozytywnym skutkiem,

- liczba zgubionych pakietéw,

- liczba pakietéw, ktére nie dotariy do odbiorcy,

- liczba zdarzeh polegajgcych na przecigZeniu wezila,

- liczba zdarzen polegajacych na braku wolnych kanaléw logicznych
na wejéciu,

- liczba kolizji wywotlat,

- drednia liczba retransmisji pakietéw zalezna od limitu czasowego,

- liczba pakietéw o niepoprawnym formacie.

3.7. Pakiet zbierania danych poziomu HDLC

Z okreslonych pél diagnostycznych sa wpisywane dane charakteryzuja-
ce protoké6t HDLC, zwilaszcza:

- wykaz linii wezla,

- wykaz aktualnie sprawnych linii weztia,
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- liczba wszystkich ramek odebranych przez wezel,

- liczba ramek informacyjnych odebranych przez wezetl,

- $rednia 1 maksymalna liczba retransmisji ramek sterujacych,

- drednia 1 maksymalna liczba retransmisji ramek informacyjnych spo-
wodowanych odrzuceniem ramki,

-~ $rednia i maksymalna liczba retransmisji ramek informacyjnych za=-
lezna od limitu czasowego,

- liczba wystanych ramek FRMR w wyniku przekroczenia diugos$ci ramki

informacyjnej,

- liczba wystanych ramek FRMR w wyniku odbioru ramki nieimplemento-
wanej lub za krdétkiej,

- liczba wyelanych ramek FRMR w wyniku odbioru ramki z niedopuszczal-
nym polem informacyjnym,

- érednia liczba ramek nie potwierdzonych,

- liczba wystanych ramek niegotowo$ci odbioru.

4, STEROWANIE PAKIETAMI DIAGNOSTYCZNO-POMIAROWYMI

Oprogramowanie dodatkowe wezla peinigcego funkcjg centrum pomiarowe-
go musi uwzgledniaé obsluge pakietéw. Program obslugi pakietdw sktada
8i¢@ z dwéch podstawowych czeéci. Pierwsza - sterujgca jest wspélna dla
wszystkich pakietdéw, natomiast w sklad drugiej wchodzg procedury obsiu-
gi kolejnych pakietéw. Na sterowanie pakietami sklada sie analiza na-
gléwka pakietu oraz deszyfracja typu pakietu (rye. 2). Zadaniea progra-
méw obstugujacych pakiety jest analiza kolejnych pél pakietu i odpowied-
nie ich przetworzenie. Efektem przetwarzania pakietéw zbisrajacych da-
ne (ogélne, X.25, HOLC) sg zbiory statystyk dajacych miarodajne informa-
cje na temat pracy podsieci. Przetworzenie innych pakietéw {(echo, son=
da, kontrola drogi automatycznej i wymuszonej) polega na analizie pél
odpowiadzi wystanych pakietéw, z czego mozna zorientowaé sig o stanis
wezléw sieci, )

Oprécz oprogramowania specjalistycznego centrum pomiarowego kazdy
wezel sieci musi byé wyposazony w dodatkowe oprogramowanie, umozliwiajg-
ce obstuge pakietu pomiarowego. Obsluga ta polega na przyjeciu pakietu,
wykonaniu czynno$ci wynikajgcych z 2gdah pakietu (zapelnienie pél pomia-
rowych, ustawienie znacznika edbicis itd.) oraz odeslaniu go do centrum
pomiarewego lub innego wezta. '



180
E. Hudyma, E. Kosmulsks-Bochenek

WEJSCIE

Czy
prawidtowy
nagtdowek

pakietu
pomiar.

Deszyfrakcja
i ] I Bt 3d i

typu pakietu
pomiaroweao

1 2 3 4 5 6 7 INNY

— o~ [2a) = [¥a) V) ~

3 o 3 @ 3 © 3 © 3 © 3
33 gﬁu o o o & o+ o+
3o 30 po 1) J o 39 =) 3 o
A = - — - — A — e - —
w X n X w X n X w x v x 0 X <
o @© o © .o © o 1 -0 © n o o @© o
o o =) © A o Q o Ao O o a ®

\

{ WYJSCIE ’

Rys.2, Uproszczony schemat obstugi pakietéw diagnostyczno-pomiarowych

Fig.2. Simplified diagram of service of the diagnostic-measurement pac-
kets ;
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MEASUREMENT PACKETS IN THE MSK COMPUTER NETWORK

The paper presents a method of swapping diagnostic data beetwren the
separate nodes of the network and the Measurement Center., The data are
recorded on the special measurement packets, which are controlled by Me-

asurement Center. Measurement Center sends a special packet to the rece-
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Metoda wyboru drogi w sieci komputerowej MSK

Sposéb wyboru drogi ma znaczny wplyw na charakterystyki uzytkowe
sieci z komutacjg pakietéw. Przedstawiono metody wyboru drogi w
sieciach komputerowych oraz przestanki uzasadniajace zastosowanie
metody drdég ustalonych z drogami alternatywnymi. Opisano imple=-
mentacje zastosowanej metody, podajgc pewne informacje szczegélo-
we o rozwigzaniach programowych zastosowanych w wetle sieci MSK,

1. WSTEP

W sieciach komputerowych z komutacja pakietéw, do jakich zalicza sie
Miedzyuczelniana Sieé Komputerowa (MSK), sposéb wyboru drogi dla przesy-
tanych pakietéw ma zasadniczy wplyw na podstawowe charakterystyki uzyt-
kowe, jakimi sa $redni i maksymalny czas przesylania pakietéw od nadaw-
cy do adresata. Sposéb ten ma takze wplyw na globalna przepustowos$é
sieci, gdyz okreéla liczbe laczy wykorzystywanych w przesylaniu pakie-
téw.

W sieciach komputerowych speiniajacych zalecenia X.25 CCICT (11
(a takg ma by¢ sieé¢ MSK) przesylane pakiety nie zawieraja informacji
podajgcych drogi, jakie maja one przebywac. W zwigzku z tym w kazdym
wetle podsieci komunikacyjnej, stanowiacej autonomiczng czg$C¢ sieci kom-
puterowej speiniajacej zalecenia X.25, nalezy podejmowac decyzje, do
jakich laczy przesylaé odebrane pakiety. Takie zdecentralizowane meto-

x)

Centrum Obliczeniowe Politechniki Wroclawskiej, Wybrzeze Wyspians-
kiego 27, 50-370 Wroctaw.
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dy wyboru drogi sa stosowane w wiekszosci znanych duzych sieci kompute-
rowych (2,31,

Przyjmujgc metode wyboru drogi dla sieci komputerowesj MSK nalezy
uwzgledni¢ ograniczenia, jakie beda wystepowa¢ podczas realizacji tej
sieci.

Pu pierwsze, nalezy sig@ spodziewaC stosunkowo matej niezawodnoéci,
sprzetu w poréwnaniu ze znanymi sieciami., Wynika to stad, Ze cze$é u-
rzgdzen komunikacyjnych, np. adaptery liniowe, hedzie miala charaktar
prototypowy, a doswiadczenia uzyskane podczas eksploatacji standardo-
wego sprzetu przeznaczonago do pracy w sieci MSK réwniez wskazuiag na
gorsze charakterystyki niezawodnoéciowe w poréwnaniu ze sprzetem wyko-
rzystywanym w innych sieciach.

Po drugie, przepustowo$¢ lgczy telekomunikacyjnych bedzie czynni-
kiem znacznie bardziej ograniczajacym niz w innych znanych sieciach.
Modemy, jakie bgda dostgpne do wykorzystywania w pierwszej wersji sieci
MSK, beda pracowaly z szybkos$cia - w najlepszym razie ~ 2400 b/s lub
4800 b/s w poréwnaniu z szybkodéciami transmisji miedzyweztowej rzedu co
najmniej kilkudziesig@ciu tysiecy bitdw na sekunde, jakié s3 stosowane w
znanych sieciach.

Po trzecie, sie¢ MSK bedzie stopniowo rozbudowywana od prostej, tréj
wezlowej konfiguracji poczatkowej do zlozonej sieci lzczacej co najmnigj
wszystkle wazniejsze oérodki akademickie w kraju. Zatam metoda wyboru
drogi powinna da¢ sig latwo adaptowa¢ do nowych topologii sieci.

Po czwarte, system pomiarowy dla sieci MSK bedzie tworzony z pewnym
opéznieniem w sfosunku do pierwszej wersji tej sieci, Wynika to z bra-
ku doswiadczeh praktycznych dla sieci tworzonych przy podobnych ograni-
czeniach sprzetowych, a takze z ograniczonych zasobéw (zwlaszcza pamieg-
ci operacyjnej) minikomputerdédw SM-3, na jakich majg by¢ zbudowane pierw-
sze wezty sieci MSK.

Zatem w pierwszym etapie tworzenia sieci MSK nie beda dostepne, je~
2eli w ogdle beda okreslone charakterystyki, ktére sa potrzebne do roz-
sadnej optymalizacji przeplywu pakietdédw, Okredlenie i pomiary tych cha-
rakterystyk stang sig¢ mozliwe po pewnym okresie eksploatacji i badan
sieci MSK. Zatem sposéb wyboru drogi pcwinien dac¢ sie stosunkowo latwe
adaptowaé¢ do nowej sytuacji, w ktérej mozliwa i cclowa bedzie dynamicz-
na (tzn, uwzglednisjgca zmiany istotnych charakterystyk sieci) optyuali-
zacja przepiywi pakietéw.

W dalszej czgéci niniejszego artykulu zostang oméwione znane metody
wyboru drogi ze szczegélnym uwzglednieniem metody przyjetei dla sieci
MSK,
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2. METODY WYBORU DROGI STOSOWANE W SIECIACH KOMPUTEROWYCH

Metody wyboru drogi przesytania pakietéw mozna podzieli¢ ogélnie na
metody statyczne i metody dynamiczne (4. W metodach statycznych drogi
przesyiania pakietéw sg okredlone z géry podczas tworzenia poszczegdl-
nych wezidéw sieci. Natomiast metody dynamiczne uwzgledniajg zachodzgce
w czasie zmiany konfiguracji i charakterystyk sieci. Drcga dla pakietu
jest wyznaczana na podstawie pewnej oceny aktualnego (chwilowego) stanu
sieci.

Do metod statycznych nalezg:

- metoda rozplywowa,
- metoda losowa,
- metoda drég ustalonych,
- statyczne metody optymalne.
Wéréd metod dynamicznych wyréznia sie metody nastgpujace:
- metody heurystyczne,
- metody adaptacyjne,
- metode hierarchiczna,
~ dynamiczne metody optymalne.

2.1. Metoda rozptywowa

Metoda rozpitywowa, nazywana tez metoda zatrzymania binarnago (4]
polega na tym, ze wezei otrzymujgcy pakiet przesyia gn do »azystkich
jego sgsiadéw. Pakiety sa okreslane jednoznacznie przez kolsjiny numer
oraz wezet #rédiowy. Pakiety sa wysylane z wizr~, je4ii nie jest o
wezel docelowy. Pakiety, ktém byty wczesdnie] przyjere w danym wgzle,
znstaja odrzucone,

Metoda rozplywowa zapewnia przekazan:ie pakieiu do wazia docalowegn
neikrétszg moxliwg droga i jest bsrdzo odporna nz u2zkodzenie wezadw
craz laczy telekomunikacyjnych. Jednak z oczywistyech wzgleddy Lardze
zwigkeza ruch w sieci i nie moze by¢ wi korzystysana w siscisch o inten-

sywnym przepiywie pékietéwn

2.2, Metoda losowa

Ta metodg wyboru drogl wezel wysyia odebrany sakict, krdédry nie jest

‘a3 niege skisrowany, de losowo wybranego sgsiada.,  Jedli wybdr bedzie

wyznaczony przez odoowiednio debrane prawdopudobLicfste s, To mozna dopro-
wadziC do sensownego rozkiadu cheoiazed poszczeygblnych laczy sieci. Jed-
nak losowy wybédr drogi, cho¢ chroni przed skutkami uszkodzen lgczy i
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wezléw, moze w pewnych przypadkach doprowadzié¢ do diugotrwalego bladze-
nia pakietéw w sieci przed osiggnieciem wgzla docelowego. Skutki takiej
metody bylyby szczegélnie niepozadane dla sieci MSK, w ktérej szybkosci
transmisji przez lacza telekomunikacyjne sg stosunkowo male.

2.3, Metoda drég ustalonych

W metodzie tej jest wykorzystywana informacja ¢ topologii sieci. W
kazdym wezle przechowuje si¢ tablice, w ktérej dla kazdego wezila docelo-
wego w sieci jest okredlony wezel, gdzie nalezy kierowaé dany pakiet.
Jest to metoda prosta i skuteczna, ale bardzo nieodporna na awarie w
sieci, Zwykle stosuje sig wiec dla tej metody pewna ﬁodyfikacj@, dzie=
ki ktérej oprécz drogi podstawowej jest okreslona droga zastegpcza (1lub
kilka drég zastepczych), wykorzystywana podczas awarii na drodzs pod-
stawowej .

Metoda drég ustalonych z drogami zastepczymi prowadzi do przepitywu

‘

pakietéw po drogach najkrétszych w warunkach normalnej pracy sieci (bez
awarii) , a takze pozwala na skuteczne nawigzywanie %lacznodci miedzy na-
dawca informacji a ich odbiorcg w razie awarii na drodze najkrdétszej.
Ponadto, je$li zawartos$¢ tablicy wyboru drogi bedzie zmieniana dynamicz-
nie w zaleznosci od aktualnege stenu sieci, to mozna stosunkowo latwo
rozwinaé te¢ metode w bardziej zlozong metode dynamiczng.

2.4. Statyczne metody optymalne

Metody te wyznaczaja drogi dla pakietdéw na podstawie rozwigzania
specjalnych zadah optymalizacji okreslonych dla danej sieci z uwzgled-
nieniem ogranicze# wynikajgcych z konfiguracji sieci, szybkosci trans-
misji w poszczegélnych taczach oraz przewidywanego ruchu w sieci. Dla
optymalizacji statycznej przyjmuje sig@ na ogéi jeden z ponizszych celéw:

~ mozliwie najlepsze wykorzystanie taczy przez réwnomierne rozioze-
nie ruchu, ’

- minimalizacja czasu przejécia pakietu przez sied,

- minimalizacja diugoéci drogi przebywanej przez pakiety,

- minimalizacja liczby weziéw przez jakie przechodza pakiety.

Po rozwiazaniu zadania optymalizacji statycznej zostaje opracowana
tablica drég jak w metodzie poprzedniej.

2.5. Metody heurystyczne

W tych metodach za cel przyjmuje sig minimalizacje¢ opéinienia tran-
zytowego. Przykladem moze byC metoda Barana (51, w ktérej opdznienia
na drodze -od wezta Zrdédiowego i do wezia docelowego T szacuje sie
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na podstawie cpdZnien transmisji w kierunku przeciwnym, Warto$ci opdsnien
moga byc przekazywane przez dowolny pakiet z wezla T do wezla I.

W praktyce stosowanie tej metody jest dos$¢ trudne. Dokladny pomiar
opéznieth wymaga synchronizacji zegardw w réznych weztach, co jest trud-
ne i kosztowne. Mozna szacowaC opéznienia na podstawie np. diugos$ci ko=
lejek czy liczby wolnych bufordw informacji, ale wprowadza to biedy,
ktére moga doprowadzié¢ do wynikéw nieprawidlowych, Ponadto opéinienie
na drodze od wezla I do wezia T moze by¢ rézne od opdbznienia na tej dro-

dze, lecz w kierunku przeciwnym.

2.6, Metody adaptacyjne

Przykladem metody adaptacyjnej jest metoda wykorzystujaca wektory
opéinienjowe obliczone dla drogi prowadzgcej dla kazdego wezia docelowe~
go przez tacza danego wezia. Wektory re sa aktualizowane za kazdym ra-
zem, gdy pakiet zostanie umieszczony w kolejce lub opuszcza wezel,

W wyborze drogi wykorzystuje sig¢ tez informacje o wektorach opéinie-
niowych dla wezidw sasiadujgcych z danym wezlem, Wektory opdéinieniowe
do wezléw sgsiadujgcych mogg by¢ przesylane cyklicznie (metoda synchro-
niczna) lub po pewnych zdarzeniach, np. gdy wektor opdznieniowy zmieni
sig¢ o wiecej niz o okreslona wczesniej wartosc At (metoda asynchro-
niczna) .

Zastosowanie tej metody moze prowadzi¢ do lepszego wykorzystania
podsieci komunikacyjnej. Jednak, aby dobrze sterowal przeplywem,nalezy
opracowaC wkasdciwy sposdéb szacowania wektordéw opéznieniowych, do czego
potrzeba dodwiadczen praktycznych dla sieci pracujacych przy takich o=
graniczeniach, jakie beda wystgpowaly w sieci MSK,

2.7. Metoda hierarchiczna

"W tej metodzie wezly sieci sa grupowane w grona o strukturze hie-
rarchicznej. Pojedynczy wegzet stanowi grono poziomu O, grupa pewnej
liczby sgsiadujacych weziéw -~ grono poziomu 1, zbiory gron poziomu 1
tworza grona poziomu 2 itd. W weile sa przechowywane szczegélowe dane
o wierzchotkach grona poziomu 1, do ktérego ten wezel nalezy i mniej in
formacji o wezlach bardziej oddalonych. Wada tej metody jest wydiuze-
nie drogi pakietéw w sieci, a zreszta - podobnie jak dla metody poprze-
dniej - trudno ckre$li¢ na etapie projektowania sieci jakie informacje

pozwola na wybér najlepszych drig.
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2.8. Dynamiczne metody optymalne

Dynamiczne metody optymalne polegajg na rozwiazywaniu statycznego
zagadnienia optymalizacji ze wzgledu na okredlone kryterium, ale z uwz-
glednieniem aktualnych danych o stanie sieci. Zadanie to moina rozwig-
zywaé cyklicznie albo po stwierdzeniu zmian w sieci. Metoda ta, oprécz
koniecznoéci zbierania i nrzesylania odpowiednich (a trudnych do okres$-
lenia na tym etapie) informacji pomiarowych ma te wade, ze wymaga udos-
tepnienia znacznych zasobéw obliczeniowych komputeréw w weztach sieci.

3. METODA WYBORU DROGI W SIECI MSK

3.1. Uwagi wstepne

Uwzgledniajac oméwione na wstepie ograniczenia istniejace w sieci
MSK postanowiono zastosowaé metode drég ustalonych z drogami alternatyw-
nymi. Podczas tworzenia tablic wyboru drogi w poszczegélnych weztach
bedzie sig przyjmowaé kryterium miniialnej liczby wezléw, przez jakie
maja przechodzi¢ pakiety do wezla przeznaczenia. Przy réwnomiernym roz-
ktadzie ruchu pakietdéw pomiedzy rézne wezly sieci i przy podobnych roz-
wiazsniach wezléw oraz identycznych szybkoséciach transmisji w réznych
taczach, co mozna przyja¢ dla pierwszego etapu budowy sieci MSK, kryte-
rium to zapewni minimalizacje opéZnierh tranzytowych, ktére sa charakte-
rystyka najbardziej istotna dla uzytkownikdéw sieci.

Zastosowanie metody drég ustalonych z drogami alternatywnymi nie po-
woduje koniecznoéci dokonywania pomiaréw okreslonych charakterystyk ru-
chowych w sieci MSK w celu sterowania drogami pakietéw. Niemniej
jednak, jesli takie charekterystyki zostana okre$lone na etapie badan
pierwszej wersji sieci MSK i bede mierzone, to bedzie mozliwe dynamicz-
ne modyfikowanie zawartosci tablic wyboru drogi przez proces w wezle,
niezalezny od samego procesu wyboru drogi. Dzieki temu begdzie mozliwa
zmiana metody wyboru drogi bez koniecznos$ci zmiany wczesniej uruchomio-
nego i sprawdzonego oprogramowania wylgcznie przez dodanie nowego frag-
mentu oprogramowania.

3.1. Opis implementacji metody wyboru drogi w wezle sieci MSK

Proces wyboru drogi w wezle sieci spelniajgcej wymagania X.25 nale-
2y do warstwy oprogramowania pakietowego (poziom 3 weditug podziaiu ISU
(61) . Proces wykonano w postaci osobnego po&programu, stanowigcego nie-
zalezny modul oprogramowania wezia (71, co ma umo.liwicC tatwe€ zmiany nro-



189
Metoda wyboru drogi w sieci komputerowej MSK

cesu wyboru drogi i jednoczes$nie uniezaleznié¢ od protokolu pakietowego

stosowanego w sieci. Ponrogram ten otrzymuje na wejsciu adres docelo~-
wy, a na wyjéciu podaje numer linii (tacza), do ktérego nalezy przeskted
dany pakiet.

Szczegdly implementacji metody wyboru drogi zostaty podyktowane
przez wymagania X.25, a takze przyjeta koncepcja struktury oprogramowa-
nia wezta. W osobnym module oprogramowania wezia, tzw. module konfigu-
racji, ktéry jest generowany indywidualnie dla kazdego wezls w sieci i
zmieniany (bez koniecznosci zmian samego podprogramu wyboru drogi, co
spelnia podane we wstgpie wymaganie tatwej adaptacji metody wyboru dro-
gi dzieki zmianom topologii sieci) wraz ze zmianami konfiguracji sieci,
sg zawarte tablice wyboru drogi. Zgodnie z wymaganiami X.25 [1] abonen-
ci sieci (DTE - data terminal equipment) moga byé okreslani przez jedno~
znaczny adres o diugoséci nie przekr.-zajacej 15 pdéioktetéw. Dla pierw=-
szej wersji sieci MSK przyjeto (8] adresy DTE o diugos$ci 4 péloktetéw,
z ktérych dwa pierwsze okreslaja numer wezla, a dwa ostatnie numer kom=-
putera komunikacyjnego podigczonego do tego wezia. Nalezy sie jednak
liczyé z tym, 2e w przyszlosci sie¢ MSK bedzie wspdipracowal z innymi
sieciami krajowymi i/lub zagranicznymi, w zwigzku z czym bedg stosowa-
ne adresy o innej diugos$ci. Dlatego przyjeto strukture tablic wyboru
drogi uniezalezniajaca dzialanie podprogramu wyboru drogi od dlugosci
adreséw DTE (rys. 1).

Indeks tablic wyboru drogi podaje adresy tablic wyboru drogi dla
diugosci adreséw w pétoktetach: 2<k1< kz,...,kmgls, dopuszczalnych w
danej wersji sieci MSK, Ograniczenie dolne wynika z zarezerwowania
dwéch pétoktetdw na numer komputera komunikacyjnego dolaczonego do wez-
ta, a gérne z maksymalnej diugosci pola adresu DTE, przewidywanej w za-
leceniach X,.25.

Tablica wyboru drogi dla adreséw DTE o diugos$ci - przyktadowo =~ Kn
zawiera na poczatku maksymalny numer wegzla dla tej diugosci adreséw DTE
a nastegpnie t pozycji opisujacych drogi do weziéw o numerach n <r1 <
...<nT. Zauwazmy, ze rézne tablice wyboru drogi moga mieé r62na dlu-
go$¢, a numery wezléw o diugosci ku<1kv nie muszg stanowic¢ czesci nume-
ru wezla o diugosci kv. co jest zgodne z zasadami skréconego adresowa-
nia dopuszczalnego przez zalecenie X,25,

Kazda pozycja w omawianej tablicy wyboru drogi zawiera numer wezla
n: (przy czym n';< ng,....<nv":,...,n:') oraz numer :‘.mii podstawowe j 1:
prowadzacej niekoniecznie bezpos$rednio do wezila n, oraz numer linii al-
ternatywnej jx. W celu uproszczenia przetwarzania przez podprogram wy-
boru drogi uzupelnia sig numery wezldéw o nieparzystej liczbie pdlokte=~
téw kodem F16
cy wyboru drogi wedlug rosnacych numerdéw wezidw sltuzy réwniez do skréce=~

do peinych 8-bitowych bajtéw. Dobre uporzgdkowanie tablie

nia przeszukiwania tej tablicy.
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Indeks tablic wyboru drogi

s r—

Maksymalna diugo$¢ adresu

DTE  (kps Tablica wyboru drogi
Adres tablicy wyboru dro- o Maksymalny numer wegzia sieci ni
gi dia adresdw o diugoici . T
Kq Numer wgzia ny
$ Numer linii podstawowe i;
Adres tablicy wyboru dro- Numer 1linii alternatywnej ji
gl dla adresdw o diugodci
k .
m .
Numer wezia ng
Numer linii podstawowej iz
Numer linii alternatywnej 32
L Maksymalny numer wezta sieci n?

[
1

Numer linii podstawowe} iT
x

Numer wezis n

Numer linii alternatywnej

eeso

m

Numer wezia n

LM
t
Numer linii alternatywnej j?

Numer linii podstawowej

Rys.1. Tablice wyboru drogi w wgzle sieci MSK
Fig.1. Routing tables in MSK network node

Droga prowadzaca do wezta docelowego n™ jest okredlana nie przez nu-
mer wezla sasiedniego, jak sie podaje w literaturze (31, lecz przez nuuer
linii (gcza i: lub jx prowadzace do tego wezla). Dzigki temu tablice
wyboru drogi sa krétsze (numer wezla zajmuje nie mniej niz jeden bajt,

a numer linii zawsze jeden bajt), a poza tym numer linii jest parametrem
wygodniejszym do komunikacji z warstwa oprogramowania poziomu liniowego
(w sieci MSK realizuje ona protokél LAPB (91 stanowigcy podzbiér proto-
kotu HDLC (101), ktéra jest dzieki temu uniezalezniona od adresowania
DTE.
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Indeks numerdw danego wezia

Adres numeru danego wezia
dia adreséw DTE ¢ diugos-

ci 3(Ag)
- i+l
Adres numeru danego wezla Numer danego wezla lE(=7r--E(z)>
dla adreséw DTE o diugos-~ e dla adresédw DTE o

ci z (Az) cdlugodci =z ] bajtdéw

.
®
e

Adres numeru danego wezila
dla adresdéw DTE o diugos-
ci 15(A15)

Tablica DTE danego wgzia

Maksymalny numer DTE r,

Numer DTE ry

Numer linii igq

Numer CTE o

Numer linii i

p

Rys.2. Tablice danego wezia
Fig.2. Tables of a node

Tablice wyboru drogi pozwalajg na okredlenie linii prowadzacych do
innych wezidéw. Natomiast do okresélenia drogi prowadzacej do DTE, pod=-
laczonego do danego wgzla, sa wykorzystywane inne tablice (rys. 2).

Indeks numerdw danego wezla zawiera 13 pozycji, ktére zawieraja ad-
res numeru danego weztla AZ(Béz €15), przy czym A, =0, je$li diugoéé
adresu DTE réwna z nie jest dopuszczalnaz w danej wersji sieci MSK,
Numery danego wezia sa uzupelniane kodem Fig do calkowitej wielokrot-
nosci bajtdéw.

Numery DTE podtaczc ych do danego wezta (tj. numery komputeréw komu-
nikacyjnych wedtug pracy (81) r,& rp<.e...&r, oraz prowadzace do
nich linie i, 12,...,ip sa okreslone w jednej tablicy DTE podlaczo-
nych do danego wezta, gdyz numeracja ich bgdzie identyczna dla kazdej z
dopuszczalnych diugosci adreséw DTE. W pierwszej wersji wezléw sieci
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MSK przyjeto 2 jako dopuszczalne diugodci adreséw DTE {pozwala na uzys-

kiwanie polaczeh pomiedzy réznymi DTE podiaczonymi do danego wezla) o-
raz 4.

3.3. Algorytm realizowany przez podprogram wyboru drogi

Podprogram wyboru drogi moze byé wywoilany przez podzadanie X.25 i
datagraméw (111, stanowigce zasadniczg cz@$¢ warstwy oprogramowania po-
ziomu 3 w wyniku odebrania pakietu CALL REQUEST (ewentualnie INCOMING
CALL) (11, albo przez podzadanie miernictwa obstugujace pewien pakiet
miernictwa (81, Podprogram wyboru drogi sprawdza, czy podana w parame-
trach wejéciowych (rys. 3) diugo$¢ adresu DTE, k, jest dopuszcialna w
danej wersji sieci. Zachodzi to wtedy, gdy pozycja indeksu numeréw da-
nego wezta dla ditugodci k (rys. 2) jest niezerowa lub k=2, Je$li tak,
to podprogram wyboru drogi sprawdza, czy dany wezel jest wezlem docelo-
wym (k=2 lub zgodnoé¢ numeru wediug parametréw wejéciowych z numerem
danego wezla). Gdy jest speilniony warunek, wéwczas podprogram okredli
linie¢ do DTE na podstawie tablicy DTE podlaczonych do danego wezla
(rys. 2).

Rejestr @ Pole adresu DTE
Adres pola adresu Dlugoéé adresu
DTE  (Ay) XXXX DTE (k)
Adres DTE
{k péloktetéw)

Uwaga: X=0 lub 1

Rys,.3., Parametry wejsciowe podpregramu wyboru drogi
Fig.3. Input parameters of routing subroutine

Natomiast jedli pakiet jest zaadresowany do innegc vieziza, to numer
linii zostaje okreslony przez przeszukanie tablicy wyboru drogi dla ad-
reséw DTE o diugogéci k (rys. 1). Jesli znaleziona linia i jest nie-
sprawna, to znaczy, ze nie znajduje sie w stanie nawlgzanego pclaczenia
na poziomie liniowym (stan Information Transfer (91), to zosiaje wyzna=-
czona linia zsstepcza J.

Niesprawncs¢ linii prowadzacej do DTE podlaczonego do danego wezia,
obu linii na dreodze do innego wezta lub brak odpowiednich pozycji w ta=
blicach wyboru drogi (rys. 1) lub DTE podiaczonych do danego wezla
(rys. 2) powoduje odpowiedZ negatywng podprogramu wyboru drogi (zerowy
numer linii). Moze to oznacza¢ brak mozliwo$ci nawiazania polaczenia
wirtualnego albo informacje, ze pakiet pomiarowy dotarl do wezla docelo-
wego .
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3.4. ’abezpieczenie przed cyklami w sieci

Zastosowana metoda wyboru drogi moze w niektérych wypadkach awarii
w sieci doprowadzié¢ do powstania petli zamknietej (cyklu) w podsieci
komunikacyjnej. W razie nawigzywania polgczenia wirtualnego sytuacje
takg wykrywas sig, jedli w wezle znajduje sig juz tablica opisujgca to
potaczenie {tzw. opis kanatu logicznego (OKL} (111). Jedli tak, to we-
zel wysdle zwrotnie (tj. do sgsiada nadajgcegs pakiet CALL REQUEST 1lub
INCOMING CALL) pakiet CLEAR powodujgcy rozilgczenia tege nieudanego po-
taczenia wirtualnego. Spowoduje to skasowanie odpowiednich (KL we wszys-
tkich weztach od danego wezla do wezia nadewcy.

W pakietach miernictwa sam pakiet zawieraé bedzie informacje umozli-
wiajace stwierdzenie przeplywu po cyklu i odrzucenie tego pakietu.

4, UWAGI KONCOWE

Metoda wyboru drogi dla pierwszej wersji sieci MSK, tj. metoda drég
ustalonych z drogami alternatywnymi spelnia wymaganie narzucsne przez
omawiane zastosowanie., Jest odporna na awarie sieci (caitkowicis dia
pierwszej wersji tréjwezilowej sieci znanej pod nazwe PITAGORAS) . Kryte-
rium ustalania drogi podstawowej, zapewniajacej osiggniecie adresats po
przejéciu minimalnej liczby wezidéw, wydaje sie sensowne dle pierwszsj]
wersji sieci MSK. Zmiany topologii sieci, a nawet zasad adresowania
DTE, nie majga wplywu na sam podprogram wyboru drogi. I wreszcie, gdy
zostang okreslone charakterystyki ruchowe najistotniejsze dla uzytkowni-
kéw sieci i beda mozliwe pomiary tych charakterystyk, wéwczas rmctode wy-
boru drogi moznea bedzie stosunkowo tatwo zmienic¢ na barcziej ziozong
(np. dynamiczna) przez dodanie procesu aktualizujgcego tsblice wyboru
drogi na podstawie dokonanych pomiaréw, lub tez przaz zmiang podprogra-
mt. wyboru drogi, ktéry stanowi indywiduslny modul progremowy wezla.
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ROUTING METHOD IN THE MSK COMPUTER NETWORK

The routing method has major influence upon operational characte-

ristics of any packet-switching network. The paper presents routing
methods used in computer networks and the reasons justifying the appli-
cation of the fixed route method with alternate routes. Implementation
of the method used is described and some detail information about soft-
ware solutions applied in the MSK network node given.
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Gospodarka buforami w wezle sieci komputerowej MSK

Rozpatrzono prace wezla podsieci komunikacyjnej =z punktu widze-
nia buforowania informacji. Opisano rézne metody organizacji .
przydzielania buforéw oraz oceniono ich wplyw na efesktywnosc pro-
gramu wezta (wyrazona zuzyciem czasu procesora i stopninm wyko-
rzystania pamigci). Zaprezentowano rozwigzanie problsmu buforo-
wania przyjete w programie dla wezla sieci MSK, cpartegn na mini-
komputerze SM-3,

1. WPROWADZENIE

Dzialanie wezla sieci komputerowej, polegajace na ciagiym odbiorze
informacji naptywajacych z 1inii i nadawaniu tych informacji po przetwo~
rzeniu w odpowiednie linie, wigze si@ z potrzeba stalego buforowania in-
formacji w wezle. Szybkoé¢ linii jest wielokrotnie mniszjsza od szybkod-
ci jednostki przetwarzajacej. Zastosowanie pamigci Luforowej pozwala
wyréwnaé réznice miedzy tymi szybkodciami. Jednostky przesyiania i
przetwarzania informacji w wezle jest ramka - porcja informacji o zmier-
nej dtugoéci (od kilku do kilkuset oktetdw). Ramkl muszg byé buforowa-
ne w wezle podczas odbioru i nadawania {ze wzgledu na szeisgowy sposéb
przesytania informacji w liniach oraz podczas pobytu w wezle) w réznych

B 3 :ad Elektronicznej Techniki Obliczeniowsj, wu.., Ofiar Odwigcims-
we) kich 7/13, 50=069 Wroctaw.

Centrum Obliczeniowe Politechniki Wroclawskiej, Wybrzeze Wyspiads-
kiego 27, B50-370 vrociaw,.
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kolejkach: wejéciowej, do przetwarzania, wyjsciowej, a takze w kolej-
kach zwigzanych z mechanizmami retransmisji. Pami@é buforowa jest wigc
niezbedna do wladciwego zestrojenia szybkodci linii i jednostki przetwa-
rzajacej wezla oraz umozliwia wspdlbieznoé¢ realizacji proceséw odbioru
ramek z linii, ich przetwarzanie oraz wysytanie w linie. W weile pamiel
buforows spelnia nastepujace zadania:

- magazynuje kolejne znaki dostarczane przez linig¢ dla programéw
kompletujacych je w ramki:

- okresowo przechowuje skompletowane ramki dles programéw uzytkowych
wezla;

- stanowi obszary robocze dla programéw wyprowadzajgcych, z ktérych
wysyla sie w linie kolejne znaki. )

Sposéb buforowenia i zwigzena z nim organizacja oprogramowania wez-
la ma - oprécz innych czynnikéw - istotny wplyw na wiasnoéci uzytkowe
sieci. W artykule omawia sie wymagania funkcjonalne dla wezla, zwigza-
ne z buforowaniem informacji, a nastgpnie - po krétkim przegladzie zna-
nych technik buforowania - przedstawia rozwigzanie przyjete dla wezias
sieci MSK, realizowanego ne minikomputerze SM=3.

2. PRZEPLYW I BUFORGWANIE INFORMACOI W WEZLE

Wezelkie informacje w sieci komputerowej sg przesylane przez lgczs
synchroniczne blokami o zmiennej diugodci, majacymi format tzw. ramek
[11. Pojedyncza ramka moze zawieraé¢ od kilku do kilkuset oktetéw da-
nych, przy czym strukturs eraz maksymalna i minimalna diwgoé¢ ramki sa
okredlone przez protokét przyjety w sieci.

W sieciach z komutacjg pakietdw stosujacych protokél X.25 wediug za-
leceA CCITT (1] wyraznie wyrdzniaje sie dwa typy ramek:

a) ramki krétkie (od kilku do kilkunastu oktetéw)J‘uzywane do celéw
organizacji przeptywu denych, np. ramki nadzorcze i nienumerowane pozio-
mu liniowego, pakiety sterujace itp.; ‘

b) ramki diugie (od kilkunastu do kilkuset oktetéw), przenoszace
wladciwe dane przesytane w sieci, tj. ramki informacyjne zawierajace pa-
kiety danych. ‘ )

Wigkszoé¢é ramek krétkich, odbieranych przez wezel (wszystkie ramki
nieinformacyjne 1 niektére informacyjne), nie wymaga dalszego przesy-
tania, choé moze powodowaC generowanie przez wezel pewnych ramek odpo-
wiedzi (réwniez krétkich). Ramki diugie (z danymi) i niektére krétkie
zazwyczaj sa przesylane dalej w sieé (po przetworzeniu w wezle).

Dlugos¢ ramek dochodzacych do wgzla nie jest znana wczedniej, ale
dopiero w momencie zakoficzenia odbioru. Dlugodc prawidiowej ramki nie
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przekracza jednak pewnej maksymalnej liczby oktetdédw. Ramki moga docie-
ra¢ dc wezla "paczkami" - z zachowaniem minimalnego odstepu pomigdzy
ramkemi, tzn, pojedynczego oktetu FLAG, lub “"pojedynczo” - rozdzielone
wigkszymi przerwami. W zwigzku z tym wezel powinien stale dysponowad
pamigcia buforowa, pozwalajaca na odebranie z ka2dej linii pewnej licz-
by ramek i przechowanie ich do czasu przetworzenia oraz wysltania w siec.
Brak miejsca w pamieci buforowej prowadziliby do gubienia ramek i dodat-
kowego angatowaniaz mechanizméw retransmisji protokolu liniowego, a w

! konsekwencii - do obnizenia efektywnej szybkodci przesylania danych w
sieci.

Diugos¢ nadawanych ramek jest znana w wezle w chwili rozpoczegcia
transmisji. Dotyczy to zaréwno ramek przechodzgcych przez wezel (na o=
g6t diugich), jak 1 ramek gensrowanych w wezle (najcze$ciej krétkich).
Pozwala to na umieszczanie ramek generowanych w wezle w obszarach bufo-
rowych o wielkoéci dostosowanej do diugodci tych ramek. Z drugiej stro-
ny prostota przetwarzania wymaga nadawania ramek przechodzacych przez
wezel z tych samych obszaréw buforowych, do ktérych wprowadzono je pod-
czas odbioru (przepisywanie ramek pomiedzy buforami w wezle doprowadzi-
toby do znacznego narzutu w przetwarzaniu) .

Organizacja buforowania ramek w wezle powinna zapewnié¢ latwos$é mani-
pulacji na buforach zwiazanych z odbiorem, przetwarzaniem i nadawaniem
ramek (tj. tworzenie obszaréw buforowych do odbioru ramek, organizacja
kolejek i przenoszenie ramek pomiedzy kolejkami, odzyskiwanie obszaréw
buforowych po wykorzystaniu itp.). Zdaniem autoréw racjonalne rozwig-
zanie problemdéw gospodarki buforami w wezle wymaga znalezienia kompro-
misu pomiedzy dazeniem do peinego wykorzystania pamigci dostepnej dla
buforéw - w warunkach zmiennej diugoéci ramek - a szybkoscia i wielko$-
cia programu, .

Problemy gospodarki buforami sg szczegélnie wazne w wezle nie wyko-
rzystujgcym pamieci zewnetrznej, w ktérym wszystkie potrzebne bufory mu-
szg by¢ zorganizowane w ograniczonym obszarze pamigci operacyjnej. Bu-
fory te moga by¢ wykorzystywane jako:

- bufory wejéciowe, w ktérych programy obsitugi adapterédw liniowych
sktadaja ramki z kolejnych oktetéw odbieranych z linii, ‘

- bufory robocze, w ktérych sa przechowywane ramki w réznych fazach
przetwarzania w wezle, '

- bufory wyjsciowe, z ktérych programy obsiugi adapteréw liniowych
pobieraja kolejne oktety podczas nadawania ramki,

Rozwigzaniom mozliwym w tym zakresie oraz ich krytycznej analizie
jest posdwiecona dalsza cze$¢ artykutlu,
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3. METODY BUFOROWANIA

Istnieje wiele réznych metod buforowania blokéw informacji (wiado-
moéci, ramek itp.) w komputerach komunikacyjnych., Koncepcje te réznig
sig rodzajem buforéw, sposobami ich przydzielanis i zwalniania, a takze
ztozonosdcia algorytméw manipulacji na buforach, Oméwimy je krétko.

3.1. Rodzaje i sposéb przydzielania bufordéw

Z punktu widzenia organizacji zapisu danych w pamigci mozna rozréz-
nié¢ trzy rodzaje buforéw (2,31:

- bufory liniowe, w ktérych kolejne oktety ramki sa umieszczane w
kolejnych bajtach pamigci,

- bufory cykliczne, w ktdrych informacja jest wpisywana podobnie jak
dla bufordw liniowych z tym, 2e po vsiagnieciu gérnej granicy buforada-
ne sa zapisywane ponownie od poczatku bufora,

- bufory ancuchowe, w ktérych informacja jest umieszczana w kilku
blokach pamieci, powigzanych odsylaczami.

Przydzial obszaru buforowego do urzgdzefi lub moduldéw programowych
moze odbywaé sie w sposdb statyczny lub dynamiczny., Przydzial statycz-
ny polega na wydzieleniu w pamigci przeznaczonej na bufory, obszaru na
state przyporzadkowanego okreslonemu urzadzeniu lub modulowi programowa-
nemu., Przy przydziale dynamicznym pamig¢ przeznaczona na bufory podzie-
lona jest na bloki {zwykle o jednakowej diugoéci), tworzec tzw. pule bu-
foréw, Bloki pobierane z puli sa@ przydzielane do moduléw programowych,
tworzac ich obszary buforowe.

Wyrézni¢ mozna kilke koncepcji organizacji pamigci buforéw i dyna-
micznego przydzislania buforéw do programu przetwarzajacego:

1, Pojedyncza pula bufordw o statej diugosci i liniowej organizacji
zapisu (diugosé bufora jest okredlona przez maksymalna diugo$é ramki),
Zaleta tego rozwigzania jest prostota oprogramowania i oszczednosci cza-
sowe uzyskane kosztem niezbyt efektywnego wykorzystania pamigci,

2. Kilka puli buforéw o stalych diugod$ciach (w obrebie puli) i li-
niowej organizacji zapisu. W pordwnaniu z poprzednim rozwiagzaniem wyko-
rzystanie pamigci zwigksza sig, ale podczas przydzielania bufcva trzebda
znaé diugos$é ramki, co komplikuje aprogramowanie.

3. Pula bufecrdw o stalej diugosdci i tancuchowe] organizacji rapisu;
wzrasta przy tym wykorzystanie pamigci, jednakze kosztem istotnych kem-
plikacji programowych,
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3.2, Organizacja buforéw wejsciowych wezia

Kazdej linii wezla musi by¢ przyporzadkowany obszar buforowy, zdol-
ny pomiedci¢ pewna liczbe ramek nadchodzacych z linii i przechowaé je
do czasu rozpoczgclia przetwarzania. Przetwarzanie odbieranych ramek po=-
winnc odbywal sie w taki sposéb, by w wejdciowym obszarze buforowym li-
nii stale istniala wolna przestrzefi, pozwalajaca na odebranie przynajm-
niej jednej ramki o maksymalnej dlugoéci. Mozliwe sa rézne organizacje
bufordéw wejsciowych.

Bufory cykliczne. Kazdej linii jest przydzielony na state bufor cy-
kliczny (rys. 1), do ktérego program obstugi adapteréw liniowych wpisu-
je kolejne oktety ramki wraz z dodatkowa informacje wskazujgce granice
ramek i ewentualne bledy wykryte<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>