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PRZEDMOVIA

Prace nad sieciami komputerowymi w Polsce, aczkolwiek z wielo=
letnim opdznieniem, zostaty podjete w wielu odrodkach uczelnianych i
przemysiowych, migdzy innymi w ramach probleméw resortowych Minister-
stwa Nauki i Szkolnictwa Wyzszego, Ministerstwa Hutnictwa i Przemysklu
Maszynowego oraz Ministerstwa tacznosci,

-Prace nad budowa rozlegiych sieci komputerowych, zapoczatkowane
w roku 1978 w Politechnice Wroctawskiej, przyniosty liczne konkretne
rozwiazania dotyczace sprzetu i programu, Eksperymentalnie eksploato-
wana Migdzyuczelniana Sie¢ Komputerowa MSK potaczyta w 1984 roku
trzy oérodki naukowe. Jest to siec¢ heterogeniczna, taczaca komputery
ODRA i Jednolitego Systemu w jedna caXoéc¢ poprzez podsie¢ komutacji
pakietdw,

W 1986 roku Politechnika Wroclawska we wspdipracy z Instytutem
Komputerowych Systemdéw Automatyki i Pomiaréw, opracowata bazowe opro-
gramowanie sieci komputerowej maszyn Jednolitego Systemu SKJS2 wer-
sja 1 . Jest to sieC¢ homogeniczna,

Cecha charakterystyczna procesu budowy i pdézniejszej eksploatacji
sieci komputerowej staje sig¢ duza zlozonos$c pojawiajacych sig proble-
méw, Zakres rozwiazywanych zagadnien nie ogranicza sig wylacznie do
spraw technicznych, lecz obejmuje takze problemy organizacyjne, praw=-
ne i ekonomiczne,

W oddawanym do rak Czytelnika niniejszym zeszycie przedstawiono
wybrane zagadnienia tworzenia bazowego oprogramowania sieci SKJS2 wer-
sja 1.

Na niniejszy zeszyt skiada sig¢ 8 artykuiéw. W pierwszej pracy
przedstawiono w zarysie strukturg sieci oraz wskazano zagadnienia
oméwione w kolejnych pracach. L. Budzianowski, J. Wietrzych i A. Frys
om6wili warstwowa strukture sieci. Szczegbtowo zaprezentowali algorytm
wyboru drogi. A. Kali$ i A, Huzar przedstawili problemy tworzenia
oprogramowania sieciowego, M. Jacukowicz, A. Janiszewski i J. Kwiatko-
wski podwigcili swoja prace dostgpowi terminalowemu w sieci. D. Zak
i J, Stanko oméwili styki wystegpujace w sieci. A, Huzar i A. Kalis



zaprezentowali model synchronizacji procesodw wykorzystywany w sieci,
na przykitadzie stacji transferu zbiordw,

Uruchomienie sieci i jej testowanie to najwazniejsze etapy two-
rzenia oprogramowania bazoweg. Narzgdziem je wspomagajacym jest apa=-
ratura pomiarowo-diagnostyczna, ktdéra przedstawit Z, FryZzlewicz,
Koncowa pracg K, Dyrki, E, Rutkowskiego i P, Kremienowskiego poswig=
cono badaniom i pomiarom wybranych parametréw sieci,

Autorzy prac maja nadzieje¢, ze zaprezentowany material przybli-
2y Czytelnikom zagadnienia zwiazane z tworzeniem rozleglej sieci kom=
puterowej, ktdérej przyktadem jest siec¢ SKIS2 wersja 1,

Andrzej KALIS



Prace Naukowe Centrum Coliczeniowego
Nr 6 Politechniki Wroctawskiej Nr 6
Studia i Materiaty Nr3 1989

Rozlegta sie¢ komputerowa,
struktura, sprzet
oprogramowanie

Andrzej HUZAR*
Andrzej KALIS*

SIEC KOMPUTERODWA JEDNOLITEGO SYSTEMU SKJS2 WERSJA 1

Praca zawiera podstawowe informacje o sieci kemputerowej maszyn
cyfrowych Jednolitego Systemu o nazwie SKJISZ wersja 1, Przeds
wiono konfiguracje sprzg¢towg i architekture logiczna sieci. Scha
rakteryzowano pracg podstawowych aplikacji sisciowych: podsyste-
méw TSO i SKOT oraz stacji transferu zbiordw

i, \VST%P
Stopien rozpowszechnienia sieci komputerowych na swiecie jest

tak znaczacy, ze w krajach wysoko rozwinigtych staly sig one nieodig-
cznym elementem $rodowiska pracy badawczej i naukowej. Chociaz sieci
sa nadal rozwijane i ros$nie liczba ich uzytkownikéw, to jednak liczba
sieci funkcjonujacych w pelni uzytkowym trybie jest ciagle dosyc
ograniczona [5], O uzytkowaniu sieci rozstrzygajq koszty projektowa-
nia i budowy, 2 zwlaszcza eksploatacji, Siecil wcigz nie stanowia

jednorodnego, ostatecznie uformowanego obiektu, a raczej prze=

’( v
Centrum Obliczeniowe Politechniki Vroclawskiej, Wybrzeze Wyspiati-

skiego 27, 50~370 ¥roctaw,



ciwnie: ich rozwéj ujawnia wciaz nowe problemy i réznorodne propozycje
ich rozwiazan, Wynika to przede wszystkim stad, ze gdy pokonano proble-
my techniczne umozliwiajace budowanie sieci o praktycznie nieograniczo=-
nej wielkos$ci, wéwczas pojawily sig problemy zwiazane z brakiem stan-
dardéw méwiacych o ich architekturze logicznej. Na przykiad w Europie
stosuje sig okolo 10 standardéw, w USA = 3, a w Japonii tylko 2 [9].
Dopeinieniem sytuacji jest fakt, ze prace dotyczace okreslenia stan=-
dartu prowadzone przez ISO (ang. International Standard Organization)
posuwaja sie znacznie wolniej niz to przewidywano jeszcze 2-=3 lata
temu,

Swiadomo$¢, ze sieci komputerowe beda w przyszlosci stawal sie
elementem $wiatowego obiegu i przetwarzania informacji, zrodzila po=-
trzebg nowego spojrzenia na rézne systemy acznodéci. Stad wyioniia
sig koncepcja ISDN =« Zintegrowanego Systemu Ustug Komunikacyjnych =
i oparcie na takich systemach wszystkich nowo projektowanych sieci
komputerowych(wielbmiliardowe naktady finansowe w USA).

Zasadnicze ustugi, ktére sa wykorzystywane w sieciach to transfer
zbioréw danych oraz rézne formy poczty elektronicznej i dostgpu ter=-
minalowego. Przykladowo, Europejska Agencja Przestrzeni Kosmicznej udo=~
stepnia przez sieci komputerowe ponad 80 bankéw danych, wsréd nich
znane krajowym uzytkownikom bazy takie, jak INSPEC, JSMEC, 'PASCAL,
Statystyki wskazuja, ze przecigtnie w ciagu godziny odwotuje sie do
nich okoto 7000 uzytkownikéw, w tym okolo 35% stanowia zapytania w
trybie konwersacyjnym.

¥ trakcie swego rozwoju wyksztalcily sie wyraZnie trzy typy sieci
komputerowych: lokalne (instytucjonalne), krajowe i regionalne (roz=
legte) oraz miedzynarodowe. Z kazdym z tych typéw wiagza sie roézne
problemy techniczne, standaryzacyjne, organizacyjne i prawne,., Pierwsze
bazuja na prostej podsieci transmisji danych, pozostajac catkowicie
w gestii uzytkownika, natomiast pozostale na podsieci transmisji da-
nych, stanowigcych wydzielone systemy zarzadzane przez poczty.

Niniejszy artykul dotyczy sieci komputerowej Jednolitego Systemu,
nazwane]j SKJS2 wersja 1. Jest to sie¢ pracujaca wyiacznie na sprzecie
produkowanym lub kompletowanym przez Zaklady Elektroniczne ELWRO we
Wroctawiu, Najlepiej nadaje sig ona do pracy w rozproszonych teryto-
rialnie przedsiebiorstwach posiadajacych kilka komputerdéw Jednolitego

Systemu,



2, SIEC KOMPUTEROWA SKJS2 WERSJA 1

W roku 1984 Centrum Obliczeniowe Politechniki Wroctawskiej roz-
poczgio realizacje umowy na dostarczenie oprogramowania bazowego sie-
ci komputerowej maszyn Jednolitego Systemu, Zespoty wykonawcze pod-
jety sie tego ziozonego zadania mimo trwania kodcowych prac przy uru-
chamianiu sieci MSK (Miedzyuczelniana Sie¢ Komputerowa), O ile pra-
ce nad siecig MSK w znacznym stopniu mialy charakter badawczy i ekspe-
rymentalny oraz w swym zamierzeniu dopiero przygotowywaly kadry spe-
cjalistéw, o tyle sie¢ SKJIS2 jest produktem handlowym. Sie¢ SKJIS2
byta juz gotowa w kohcu 1986 roku, czyli jej realizacja trwalta okolo
3 lat, wliczajac w ten okres koncepcje, projekt, kodowanie i testowa-
nie oprogramowania sieciowego. Oprogramowanie to jest oferowane przez
ELWRO-SERVICE, a wyniki prac opisano w raportach [1,2,3,4,7,8] 1 ar-
tykutach zamieszczonych w niniejszym zeszycie [10,11,12,13,14,15] .

2,1. Geneza projektu

Systemy komputerowe Jednolitego Systemu EC1032 oraz EC1034 ofe-
ruja swoim uzytkownikom oprogremowanie TELE JS szeroko rozpowszech-
nione w kraju i poza jego granicami, Umozliwia ono dostgp z terminali
do wybranych podsysteméw, takich jak System Kontroli i Obsiugi Termi-
nali (SKOT) i dalej do baz danych czy do podsystemu wielodostepnego
TSO, Terminale zdalne (podtaczone do komputera czolowego EC8371,01,
obstugiwane sa przez program emulacyjny (EP) umieszczony w tym k6m~
puterze, Terminale lokalne, podiaczone bezposrednio do kanatu kompu-
tera obliczeniowego, obsiugiwane sa na poziomie fizycznym metoda TCAM
lub BTAM (metody telekomunikacyjng). Podstawowg wada oprogramowania
TELE JS jest brak standardéw jego wykorzystania., Dlatego, chociaz
jest mozliwo$c¢ taczenia sig z terminala z rdznymi aplikacjami, rzadko
sie z tego korzysta (wygenerowanie takiego programu obsiugi terminali
nie jest zreszta proste).

Idac za przykiadem firmy IBM, ktéra rozpowszechnila swoja archi-
tekturg sieci SNA (niezgodnaj z modelem ISO) tworzac wtasne sieci
komputerowe (rnp. EARN), polski przemyst komputerowy wystapil z ini=
cjatywa zaprojektowania roéwniez wtasnej sieci komputerowej, zgodnej

z architektura sieci otwartych,

2.2, Gibéwne wymagania i ograniczenia

Przystgpujgac do zaprojektowania sieci SKJS2 wersja 1 zamawiajg-
cy przedstawil wymagania i zalozenia, ktdére byly nastepujace:

a) wymagania uzytkowe



- zapewnié komunikacje migdzy dowolnym terminalem sieci a dowol=
nie wybrana aplikacja sieciowa

- zapewnié iacznosc migdzy konsolami operatorskimi systeméw auto-
nomicznych (komputerdéw obliczeniowych )

= zapewni¢ transfer zbiordéw sekwencyjnych migdzy dowolnymi kom=
puterami obliczeniowymi sieci, :

b) riymagania projektowe

~ umozliwic¢ tworzenie dowolnej konfiguracji sieci

- umozliwié rozbudowg sieci o dodatkowe komputery obliczeniowe,
wezly i zasoby (aplikacje, terminale)

- zapewnic¢ prostg organizacje wiasnych systeméw uzytkowych

- zapewnié obsiuge w sieci dosyé szerokiego wachlarza terminali,

c) wymagania dotyczagce sprzetu

-~ sprzet wykorzystany do pracy W sieci musi byé produkowany lub
kompletowany przez ZE ELWRO

- oprogramowanie dostarczane uzytkownikom, pracujace dotych=
czas pod systemem TELE JS (Tso, skoT), powinno by¢ dostepne w sieci,

d) wymagania eksploatacyjne

- zapewni¢ diagnozowanie stanéw sieci

- zapewnic¢ }agodzenie skutkédw awarii sprzetu

- zapewnié raportowanie 1 pomiary pracy sieci,

Jednoczesénie zaloZono, ze terminale podiaczone do komputera czo=
towego beda obstugiwane przez program NCP (ang. Network Control Pro-
gram) , co spowodowalo koniecznos$¢ wykorzystania telekomunikacyjne}
metody dostepu TCAMS,

2.3, Struktura sieci -

Sie¢ komputerowa sklada sie ze $rodkéw transmisji danych, kom-
puteréw i terminali, Ogélna strukture sieci przedstawiono na rys. i.
Istotng cecha tej sieci jest potaczenie w jednym komputerze EC8371,01
funkcji komputera czotowego i komputera wezla sieci. Kazdy komputer
EC8371.01 umieszczony jest w niewielkiej odlegtos$ci od komputera obli=-
czeniowego (identycznie jak w TELE JS). Dwa komputery EC8371.01 lub
wigksza ich liczba polacione sa miedzy soba modemami i liniami tele-
fonicznymi,

W sieci mozna wykorzystywaé nastepujace komponenty sprzgtowe:

a) komputery obliczeniowe JS z systemem 0S/JS 5,01 MVT,

b) komputer czolowy i wezla ECB371,01,
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terminale terminale terminale terminale

Rys.1. Przykiadowa struktura sieci SKJIS2 wersja 1
Fig. 1. The sample structure of the SK3S2 v.1 computer network

‘ c) terminale - stacja abonencka EC8575M, rodzina monitordw
" ekranowych EC7900 (7910, 7914, 7915, 7917),

"d) $rodki transmisji - dowolny terminal podlaczory jest do
ECB8371.01 jak dotychczas, EC8371,01 migdzy soba laczone sz za pomocg
modeméw EC8013 i czterodrutu (lub innych modeméw pracujacych z szyb-
koécia do 9600 b/s) .

Cecha charakterystyczna struktury sprzetowej jest to, ze nie
rézni sie ona praktycznie od tej, jaka uzytkownicy posiadaja w kon-
figuracjach autonomicznych (potrzebne sa tylko dodatkowe modemy i
linie miedzy wezlami) .

2.4, Oprogramowanie sieci

System operacyjny 05/3S 5.01 MVT, telekomunikacyjna metoda do=-
stepu TCAMS5 oraz program sterujacy NCP stanowig drodowisko, w ktdrym
umiejscowione jest oprogramowanie sieciowe, Prace w trybie sieciowym
zapewniaja moduly programowe, do ktdrych naleza:

a) Komputer obliczeniowy, Giéwnym moduiem opfogramowania jest
modui MLOT (moduz tacznikowy obsiugi transmisji), . ktéry steruje ter-
minalami oraz tworzy polaczenia sieciowe., Modul komunikuje sig z
oprogramowaniem wgzla w EC8371.01 przez wydzielony podkanai multiple-
kserowy i z programem MCP realizujacym metode dostgpu TCAMS5, ktéra
obstuguje miedzy innymi terminale na poziomie fizycznym [11]. Pro-
gram MCP wygenerowany do uzytku sieciowego stanowi medium, za pomoca
ktérego nastgpuje przepiyw komunikatéw miedzy programem MtOT a apli-
kacjami sieciowymi i terminalami, Modu} MLOT zakodowano w jezyku
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Pascal 360. Aplikacje sieciowe to TSO, SKOT i Stacja Transferu Zbio=-
row (protokét NIFTP Blue Book).

b) Komputer czotowy i wezsi, Oprogramowanie skiada sig z dwéch
zasadniczych czes$ci: programu sterujacego obsituga terminali na pozio=-
mie fizycznym (NCP) oraz programu WEZEt. Program NCP wspélpracuje
przez wydzielony podkanal z programem MCP, a program WEZEt przez dru-
gi podkanai z programem MLOT. Program WEZEL sktada sig ze stacji sie-
ciowej metody dostepu, stacji transportowej, sieciowej i operator-
skiej [10]. Strukture oprogramowania przedstawiono na rys. 2.

Komputer obliczeniowy Komputer czoZowy
EC1032/EC1034/EC1055 EC8371,01
MEOT ' —r '
podkanaty WEZEL L X.75
SKOT multipleksera
TSO MPC
NCP
STZ
terminale lokalne terminale zdalne
SKOT - system obsitugi i kontroli terminali
STZ - stacja transferu zbiordw
TSO = time=sharing option
MLOT - modul acznikowy obstugi transmisji

NCP = network control program
MCP - message control progranm

Rys.2. Struktura oprogramowania sieci SKJS2 wersja 1
Fig.2. The SKJS2 v.1 computer network software structure

2.5, Cherakterystyka uzytkowa sieci

Catoéc sieci sktada sie ze sprzetu dostarczanegs przez ZE ELWRO
we Wroctawiu, Oprécz modemdéw nie sa wymagane dodatkowe urzgdzenia,
co stanowi jedna z zalet sieci [127,

’ Podstawowymi zasobami sieciowymi sa:

- System Kontroli i Obstugi Terminali (SKOT)

- podsystem wielodostegpu (TSO)

- stacja transferu zbiordw

- prosta poczta elektronicza.

Inne aplikacje mozna utworzy¢ zgodnie ze specyficznymi potrzebami
uzytkownika lub w wyniku dalszego rozwoju sieci przez producenta, Do=
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stgp do tych zasobdédw jest mozliwy z kazdego terminala sieci, Polacze-
nie z wybrana aplikacja nastgpuje po wydaniu z terminala komendy
NETCN z odpowiednimi parametrami, roziaczenie po wydaniu komendy
NETOFF, Po rozlaczeniu mozna poaczy¢ sig¢ ponownie z dowolna aplika-
cja. Ustugi komunikacyjne sa realizowane przez oprogramowanie siecio-
ve i sa hiewidoczne dla uzytkownika,

Operator konsoli operatorskiej, ktéra jednoczednie peini funkcje
konsoli sieciowej,ma mozliwo$C prostego diagnozowania potaczen sie-
ciowych, badania ich liczby 'i stanu oraz moze wymienia¢ informacje
z operatorem innego komputera obliczeniowego sieci,

2,6, Otrzymane wyniki

Cato$¢ bazowego oprogramowania sieci zostala przetestowana na
konfiguracji sktadajacej sig z trzech zestawéw maszynowych [14]. Pod-
czas pracy terminalowej nie odczuwa sig czy wspéipracuje sig z éplikaa

"cja lokalnego czy zdalnego komputera obliczeniowego (praktycznie nie
odczuwa sig opéznien czasowych [16]).

Krétka charakterystyka pracy z aplikacjami sieciowymi:

a) TSO - wprowadzone zmiany umozliwiaja prace dupleksowa, co
wplywa na przyspieszenie wprowadzania danych z terminala, mozliwe jest
w kazdej chwili wystanie sygnaiu przerwania; uzyskano tez nowe mozli-
wosci pracy ze standardowym edytorem TSO - po wyswietleniu na ekranie
tekstu numerowanego mozna dokonac zmian we wszystkich liniach i prze-
stac poprawiony tekst do edytora przyciskajac jeden klawisz [6, 12];

b) SKOT - pracuje tak samo jak dotychczas (niedawno w ramach
prac wiasnych uruchomiono w sieci SKJIS2 wersja 1 pod systemem SKOT
system wyszukiwania danych bibliograficznych ISIS - istnieje zatem
mozliwo$¢ korzystania z baz danych; baza uzywana w Politechnice zawie-
ra wszystkie skatalogowane przez Biblioteke Gldéwna pozycje zwarte ;

c) STZ - jest jedyng aplikacja sieciowa utworzona od podstaw z
my$la o pracy sieciowej; umozliwia ona przesytanie dowolnych zbiordw
sekwencyjnych (po roztadowaniu mozna przesyiac zbiory biblioteczne i

indeksowo=-sekwencyjne )
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Praca wpiyneta do Redakcji 1988.03.28

THE COMPUTER NETWORK SKJS2 VERSION 1

The basic information on the network of the unified system celled
5KJS2 version 1, are given. The hardware and software network confi-
guration are described. The work of the basic network applications:
subsystems TS0, CICS and file transfer station is gharacterized..
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6DaFeHa PAGOTA OCHOBHUX TNpUMeHeHnu# ceTu: momcucrtem IS0, SKOT u craHiMu
TDaECHEDa TafyoB,
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STRUKTURA WARSTWOWA A STANDARDY W SIECI SKJS2 WERSJA 1

W pracy przedstawiono strukture logiczna sieci komputerowej
SKJIS2 wersja 1., Omdéwiono poszczegdlny warstwy i przyjete proto=-
kéty z uwzglednieniem nalozonych ograniczen. Oméwiono przede
wszystkim algorytm wyboru drogi oraz sposoby ochrony przed prze=-
ciazeniem podsieci SKJIS2 wersja 1. Nastgpnie przedstawiono budo-~
we oprogramowania realizujacego cztery dolne warstwy wediug mo-
delu OSI/ISO, ktore umieszczono W procescrze EC8371.,01.

1., WPROWADZENIE

Budowg sieci komputerowej SKIS2 wersje 1 oparto na maszynach
cyfrowych EC1032 lub innych z serii EC speiniajacych funkcje kompu~
teréw obliczeniowych KO oraz procesorach tseleprzetwarzania danych
EC8371.01, ktére peiniaz role komputerdéw czolowych .KC 1 wezidéw pod-
sieci komunikacyjnej. W sieci tej jako aplikacje stosuje sig oprogra-
mowanie uzytkowe wspéipracujace z metoda dostegpu telekomunikacyjnego
TCAMS, Ponadto w komputerze obliczeniowym realizowane sa usiugi trans-
feru zbiordéw. Natomiast procesor teleprzetwarzania danych speinia

nastegpujace funkcjes -

e
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- komputera czoXowego do EC1032 i innych,

- koncentratora terminali,

- wezla podsieci komunikacyjnej,

- lacznika do podsieci zgodnej z zaleceniem X.25,

Z podanych zatozen wynika, ze siec SKJS2 wersja 1 ma charakter

sieci homogenicznej.

2. PROTOKOLY STOSOWANE W SIECI SKJS2 WERSJA 1

W sieci SKJS2 wersja 1 przyjeto uktad protokoiéw zgodny z mode~
lem odniesienia I1S0/0SI (do czwartej warstwy wkacznie). Wynika stad
nastepujacy podzial na warstwy i zawarte w nich protokdky wspéipracy:

- warstwa fizyczna (protokél X.21 bis wedkug cCcITT)

- warstwa liniowa (protoké: LAPB wediug X.25 CCITT)

- warstwa sieciowa (X.25 wedtug CCITT oraz X.75 do wspdéipracy
miedzyweztowe] )

- warstwa transportowa (protokél transportowy wediug 1S0)

- warstwa sesji i prezentacji (wtasny protokéi terminalowy umo=
zliwiajacy negocjacje typéw terminali oraz protokéi transferu zbiorow

Wyspecyfikowany uklad protokoiéw przedstawiono na rys. 1. Przy-
jeto dodatkowe ustalenie, w mysl ktérego jedno potaczenie sesyjne jest
odwzorowane w jedno polaczenie transportowe, a to z kolei w jedno
potaczenie sieciowe,

Podsiec Podsiec¢ SKJS2
25 " '
Aplikacja = Aplikacja
—>= | aplikacji
prezenta-
Protokéi terminalowy lub cjid
transferu zbiordw 3
sesji
~—— Protokdél transportowy — —e|transpor-
: towa
——X25 = ——X75/3~ - - - = —— X75/3~| sieciowa
|- LAPBS| - LAPB — S s LAPG = liniowa
——X21—- ~X21bis~ = === —X21bis-|fizyczna

[

[T

J L

Rys.1. Uklad protokoldéw wykorzystywany podczas wspdipracy z podsiecia

Fig.1l. Structure protocols used in the computer network
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2,1, Warstwa fizvczna

Warstwa fizyczna ma za zadanie umozliwic korzystanie z rzeczy-
wistych fizycznych érodkéw lacznodci, ktére sa dostgpne w formie usiug
dla warstwy liniowej. Uslugi te polegaja na przezroczystej transmisji
strumienia bitdw miedzy dwoma stacjami warstwy 1£niowej z zachowanienm
ich kolejno$ci. Sa one realizowane przez protokél okreslajecy wias-
noéci mechaniczne, elektryczne i funkcjonalne warstwy, niezbedne do
aktywacji, utrzymania i deaktywacji potaczenia miedzy dwoma stacjami
warstwy liniowej. W sieci SKJS2 wersja 1 w warstwie fizycznej zastoso=-
wano protoké: zgodny z ¥.21 bis CCITT.

2.2, Warstwa liniowa

Warstwa linicwa dostarcza $rodkéw proceduralnych i funkcjonal-
nych do ustanowienia, utrzymania i zwalniania polaczenia miedzy sta-
cjami warstwy sieciowej oraz do przesylania jednostek danych,zwanych
ramkami., Warstwa ta wykrywa 1 usuwa bigdy, ktére mogs powstac w
warstwie fizycznej. Steruje takze przepiywsm danych, dostosowujac tem-
po przesytania ramek do mozliwod$ci odbiorczych stacji wazr:iwy siecioc-
wej, Biedy, nienaprawialne przez warstwe liniowa sa syygnalivcwane
warstwie sieciowej, Powyzsze funkcje sg realizowsne w warstwie przez
stacje protokotu liniowego. W sieci SKJS2 wersja i zastosowanc proto=-
k6t LAPB w wersji podstawowej (bez rozszerzonej numeracji i polazczen
wielopunktowych ).

2,3, Warstwa sieciowa

Warstwa sieciowa dostarcza $rodkéw do ustanowienia, utrzymania
i likwidowania potaczen sieciowych migdzy systemami koficowymi oraz
procedur i érodkéw funkcjonalnych do wymiany sieciowych jednostek
danych, zwanych pakietami, Warstwa ta uniezaleznia polgczenie od cha-
rakterystyk transmisji w stacjach liniowych oraz dostarcza usiug war-
stwie transportowej takich, jak: zawiadamianie o biedach, zachowa-
nie kolejnosci przesylanych jednostek danych, zerowanie (usuwanie
wszystkich jednostek danych z poiaczenia sieciowego). Realizowane se
w niej réwniez funkcje wykrywania i korekty beddéw sygnalizowanych
z warstwy liniowej., Powyzsze funkcje realizuje w warstwie stacja
protokoiu pakietowego.

W sieci SK3S2 wersja 1 zastosowano cwa protokoly pakietowe.
Pierwszy, zgody z zaleceniem X,25 CCITT [4], wykorzystywany jest tyl=
ko do wspéipracy komputeréw obliczeniowych przez podsiec publiczna,
Natomiast drugi, zgodny z zaleceniem X,75 CCITT [5], wykorzystywany
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jest wewngtrz sieci SKJIS2 wersja 1 i situzy do realizacji wiasnej
podsieci komunikacyjnej SKJIS2, Nalezy zauwazyé, ze wigkszo$¢ procedur
jest wspdlna dla obu protokoldéw pakietowych,

Dla protokciu pakietowego opartego na zaleceniu X.25 przyjeto
ustalenia, zgodnie z ktérymi jedyna wykorzystywana usituga beda po-
taczenia typu VIRTUAL CALL (vC). Beda one siuzyly poszczegdlnym sta-
cjom transportowym do utrzymania potaczen miedzy systemami aplika-
cyjnymi i terminalami, Dodatkowo zaloZono, ze nie dopuszcza sig sto=-
sowania pakietu REJECT oraz opcji FAST SELECT., Pakiety sa numerowa-
ne modulo 8, a ich dlugos¢ nie przekracza 128 oktetéw. Cecha chara=-
kterystyczna tego protokoiu jest tez to, ze roziaczanie, zerowanie,
jak i potwierdzanie przesylanych danych moze mie¢ dziatanie o chara-
kterze lokalnym lub zdalnym - wymagajacym zgody obu wspéipracujacych
stacji koncowych.

Dla protokotu pakietowego migdzywezlowego opartego na X.75,
ktéry definiuje reguty wymiany danych na styku STEX/STEY (gdzie
STEX i STEY sg stacjami tej wymiany) zalozono, ze wszystkie reguily

przyjete w protokole pakietowym typu X.25 obowiazuja w protokole
miedzywezlowym, Dodatkowo wykorzystywane sa usiugi typu bezpolacze=-
niowego, w ktdérych jednostka danych jest DATAGRAM (DG). Ustugi te
sa stosowanse wylacznie do komunikacji proceséw operatorskich oraz
do sterowania podsiecig.

Wazna funkcja warstwy sieciowej jest sterowanie przepiywem da-
nych, Powinno onc chronic¢ zasoby systemdéw koricowych przed przeciaze-~
niem, W tym celu kontrolowane sa poszczegélne kolejki odebranych pa-
kietéw DATA w polaczeniach sieciowych. W razie przekroczenia dopusz=-
czalnej diugosci takiej kolejki zostaje wysiany pakiet RNR, nakazu-
'jacy wstrzymanie wysyXania dalszych pakietdéw danych. Dodatkowo kon-
trolowana jest liczba wolnych buforéw przeznaczonych do przechowy-
wania pakietdw DATA., Gdy liczba ta jest mniejsza od zadanej wartosci
granicznej, w poszczegdlnych polaczeniach sieciowych wysylane sa pa-
kiety RNR w celu powstrzymania napiywajacych danych. Powrdét do stanu
przesylania danych, osiagany przez wysianie pakietu RR nastepuje wte-
dy, gdy diugos$c kolejki otrzymanych pakietéw DATA zmaleje do wielko=-
éci granicznej minimaelnej, a rdéwnoczesdnie liczba wolnych bufordw
zwigkszy sig powyzej wartosci progowej. W przypadku kontrolowania
diugos$ci kolejek istotny jest problem wtasciwego doboru wartosci gra-
nicznych, ktérych osiagnigcie powoduje wyslanie RNR lub RR, gdyz od
tych wartosci zalezy przepustowos$c poszczegélnych potaczen siecio=-
wych,

Istotng funkcja warstwy sieciowej, a tym samym i protokoiu pa-
kietowego miedzyweziowego, jest zestawianie polaczenia sieciowego
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migdzy systemami koncowymi, W tym celu wykorzystuje sie odpowiedni
algorytm wyboru drogi.

2.3.1, Wyb6r drogi w sieci SKJS2 wersja 1

Podstawa dzialtania algorytmu wyboru drogi w sisci SKJS2 wersja 1
jest odpowiednio skonstruowana tablica kierunkdéw., Tablica kierunkéw
jest struktura danych umieszczong w kazdym EC8372.,01 (wezle) sieci,
decydujaca o kierunkach przekazywania zadan nawiazania polaczen i
datagraméw, Dotyczy to wszystkich polaczen zardéwno inicjowanych z
lokalnego komputera obliczeniowego, jak i tranzytowych (rozpoczynaja-
cych sie w innych wezlach sieci), W tablicy kierunkéw kazdego —
EC8371,01 reprezentowane sa adresy i drogi dojécia do kazdego kompue~
tera obliczeniowego w sieci Zacznie z komputerem lokalnym,

Podstawa do utworzenia tablicy kierunkéw kazdego z weziéw jest
okredlenie drég pierwotnych i zastepczych wiodacych z danego wezia
do wszystkich pozostaiych, Droga pierwotna bedzie uzywana do tworze=-
nia poiaczenia migdzy wezlami w sytuacji, gdy wszystkie elementy
sieci sa sprawne., Drogi zastepcze bgda wybierane do tworzenia pola-
czenia po wykryciu niesprawnosci drogi pierwotnej., O kolejnosci wy-
bierania drég zastepczych do préby tworzenia poaczen decyduje kolej-
nos$¢ ich wyszczegélnienia w tablicy kierunkéw, Okredlajac w tablicy
kierunkéw droge miedzy weztami A i B specyfikujemy w kazdym z nich
tylko jej poczatek, tzn. numer wyjdécia teleprocesora, przez ktéry
ma byCc wyslane zadanie ustanowienia polaczenia, tak aby dotarlo ono
do celu uzywajgc drogi pierwotnej lub zastepczej.

Miedzy dowolnymi wezlami A i B musi by¢ okreélona co najmniej
droga pierwotna i ewentualnie drogi zastgpcze w miare potrzeb i moz-
liwodci ich rozréznienia., Wyszczegélnienie tych drég jest umieszcza-
ne w tablicy kierunkéw, ktdéra jest lista jednokierunkowg, skladajaca
sie z elementéw okreslajacych wezty docelowe w sieci. W kazdym z
tych elementéw znajduja sig nastegpujace pola:

- wskaznik (adres) nastepnego elementu w liscie

- sieciowy adres docelowego EC8371.01

- liczba mozliwych kierunkéw prowadzacych do wskazanego adresu
docelowego

- pierwszy numer wyjécia

- drugi numer wyjécia

- itd,

- n=ty numer wyjécia,

Zadanie ustanowienia polaczenia sieciowego niezaleznie od po-
chodzenia (moze ono pochodzié od stacji transportowej, gdy jest ini-
cjowane lub od stacji sieciowej, gdy przychodzi z innego wezla) powo=



18

duje wybranie z tablicy kierunkéw elementu okreslajacego zadany

adres docelowy. Brak takiego elementu powoduje odrzucenie poiacze-
nia ze wskazaniem przyczyny - blad adresacji. Natcmiast, gdy istnie-
je mozliwo$¢ dojsécia do systemu korcowego, okreslonego przez adres
docelowy, wybierane jest odpowiednie wyjécie pierwotne lub zastgpcze
teleprocesora., Nastgpnie, po sprawdzeniu jego aktywnogci i mozliwosci
podjecia obstugi nowego kanalu, w tym wybranym kierunku wysya sig
pakiet CALL REQUEST, ktéry bedzie analogicznie rozpatrywany w nastgp-
nym wegzle, Jezeli dany wezel okaze sig wezlem docelowym, nastgpuje
potwierdzenie polaczenia sieciowego pakietem CALL ACCEPTED pod warun-
kiem, ze stacja transportowa jest aktywna i zdolna do tworzenia no-
wych polaczen transportowych. Brak aktywnego wyjécia, przez ktére
mozna skierowa¢ 2adanie ustanowienia potaczenia w kierunku docelowym
powoduje odesianie zadania rozlaczenia, ze wskazaniem przyczyny "brak
dojs$cia” do wezla poprzedzajacego.

v celu zabezpieczenia sig przed powstaniem petli kazde potacze-
nie sieciowe ma nadany numer identyfikacyjny, unikatowy w calej sieci.
Gdy p~kiet CALL REQUEST zgiaszajacy nowo tworzone poiaczenie zawiera
aumer identyfikacyjny taki sam jak numer jednego z kanatdéw logicznych
utworzonych wczeéniej w danym wgzle, wykrywane jest powstanie pgtli.
Nowe zgdanie jest wtedy odrzucane (za pomoca pakietu CLEAR REQUEST)
ze wskazaniem przyczyny: “powstanie petli" i propaguje sie je dalej
przez siec¢, kasujac utworzony fragment potaczenia. Nalezy tu wyjas-
nic¢, ze informacje o poszczegdlnych poiaczeniach sieciowych przecho=
dzzcyeh przez dany wezel sa przechowywane w powiazanych ze soba ta-
blicach odzwierciedlajacych stany kanaloéw logicznych przypisanych do
odpowiednich wyj$¢ komputera czolowego,

Otrzymane w dowolnym weZle zadanie rozlaczenia zgtaszane przez
pakiet CLEAR REQUEST z przyczyna inna niz powstanie petli lub brak
dojécia jest przekazywane dalej do zadajacego ustanowienia polacze-~
nia sieciowego, co ostatecznie koficzy préby znalezienia drogi do
punktu docelowego. Natomiast w razie powstania petli lub braku doj-
scia nastepuje prdoba znalezienia innej drogi zastepczej przez prze-
szukiwanie pozostatych kierunkéw jeszcze w danym wezle nie spraw-
dzonych,

Przykladowg prébe zestawienia polaczenia przedstawiono na rys. 2.
Pokazano na nim droge, jaka musi przebyé pakiet CALL REQUEST od sy-
stemu A do B w przypadku, gdy istnieja uszkodzenia niektérych drég
pierwotnych. Najpierw prébuje sie wysiacé go z systemu A ﬁyjéciem nu=
mer 1, Po otrzymaniu odpowiedzi CLEAR REQUEST z tego kierunku doko=
nywana jest préba wyslania pakietu wyjsciem numer 2, a nastepnie
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potaczenie miedzy wezlami
_— droga ruchu pakietu

Rys., 2. szykladowe zestawienie poiaczenia sieciowegq
Fig. 2, Example of network connection establishment

wyjsciem numer 3, Dopierc ta trzecia préba okazuje sie skuteczna

i w jej wyniku moze sie pojawic odpowiedz CALL ACCEPTED po uzyska-
niu zgody pozostalych systemdéw bioracych udzial w tworzeniu polacze-
nia. )

Reguly wyboru drogi podczas przesytania datagraméw opieraja sie,
podobnie jak w zestawieniu polaczen sieciowych, na zawartoséci tablicy
kierunkéw, Cecha charakterystyczna, rdézniacg pizesylanie datagraméw
od zestawiania polaczenia sieciowego, jest brak $ladu w danym wezle
po wyslaniu datagramu, W zwiazku z tym wskazniki niezbedne do uzyska-
nia poprawnej pracy algorytmu wyboru drogi umieszczane sa wewnatrz
datagramu i przesylane wraz z nim, Dotyczy to wskaznika kilerunkéw ru=-
chu przyjmujacego dwie wartos$ci: ruch "do przodu®™ lub ruch ®"wstecz®
oraz licznika krokéw ruchu”do przodu®, wykorzystywanego do ochrony
przed powstaniem pegtli,
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W celu wyslania datagramu sprawdza sie tablice kierunkéw, aby
znalezé element o adresie docelowym zgodnym z podanym w datagramie.
Po znalezieniu takiego elementu nastepuje wybranie numeru wyjscia,
przez ktére bedzie mozna wyskac datagram, Dzieje sie to pod warun-
kiem, ze wybrane wyjécie (stacja sieciowa ) jest aktywne, a liczba da-
tagraméw oczekujgcych w kolejce na wysitanie nie przekracza zadanego
limitu. W takiej sytuacji datagram jest dolgczany do kolejki z zazna-
czeniem w nim, e jest on wysylany "do przodu® oraz zwigkszeniem za-
wartego w nim licznika krokéw ruchu "do przodu® o 1.

Gdy w tablicy kierunkéw nie ma takiego elementu badZ nie ma dos=-
tepnego wyjécia, datagram jest odsylany w tym samym kierunku, z ktére-
go przyszedl z zaznaczeniem w nim, Zze jest wysylany "wstecz"., Przyj-
muje sie, ze datagram dotari do celu w chwili, gdy wykrywa sig zgod=
noéc adresu docelowego w datagramie z adresem wiasnym danego wezila.

W razie otrzymania datagramu ze wskaznikiem informujacym o ruchu
datagramu “"wstecz" nastepuje wybranie nastepnej nie sprawdzonej drogi
zastepczej. Gdy taka droga istnieje, datagram jest wysylany z zazna-
czeniem kierunku ruchu “"do przodu®. Natomiast, gdy nie istnieje inna
droga zastepcza w tym wezle doprowadzajaca datagram do celu, dany
datagram wysylany jest "wstecz" do kolejnego wezla. Osiagniecie wezia
Zzr6dtowego podczas ruchu datagramu “wstecz®” powoduje skasowanie data-
gramu z powodu niemoznosci dotarcia do adresu docelowego. Datagram
jest kasowany takze, gdy zawarty w nim wskaznik liczby préb wyboru
drogi "do przodu®, podajacy liczbe przejsc przez wezly sieci, prze-
kroczy zadany limit, Zabezpiecza to przed krazeniem datagraméw w sie=-
ci i powstawaniem petli.

Jak mozna sig przekona¢, algorytm zastosowany w sieci SKJS2
wersja 1 speinia w zpacznym stopniu postulaty stawiane w literaturze
[61. Przede wszystkim ma. charakter rozproszony, decyzje o wyborze
drogi podejmowane sa w poszczegélnych weztach na tworzonej drodze.

W tablicach kierunkdéw nie jest przechowywana droga z konca do kodhca,

a jedynie kierunek do najblizszego sasiada, ktéry moze posredniczyc

w osiagnigciu punktu docelowego. Algorytm zapewnia wykrycie i likwie
dacjg powstatej petli i jest wolny od oscylacji w sieci. Jest przy-
stosowany do ustanawiania logicznych polaczen sieciowych, jak i do
przesytania informacji bez tworzenia potgczen (zgodnie z X,25 i X.75)
Zalecany w literaturze warunek adaptacyjnosci algorytmu wyboru drogi
nie jest speiniony, Cecha ta wiaze sig¢ z koniecznos$cia uzycia dodatko~
wej pamigci zewnetrznej, ktdérej wymaga system zbierania,-analizy i
rozsytania informacji o zmianach w sieci. Procesor EC8371.01 charakte=-
ryzuije sig brakiem wlasnej pamieci zewnetrznej o bezposrednim doste=
pie, jak i ograniczona pamiecia operacyjna. Pewne elementy adapta-
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cyjnosci zostaly uwzglednione przez wprowadzenie mechanizmu aktywacji
poszczegdlnych kierunkéw. Gdy brak aktywnoséci danego kisrunku, nie
jest on brany pod uwage w rozwazaniach dotyczacych wyboru drogi. Ist-
nieje tez mozliwoé¢ interwencji operatorskiej przez wigczenis lub Wy -
taczenie pewnych kierunkéw w celu dostrojenia parametréw sieci, Sam
algorytm moze pracowac przy adaptacyjnym modelu wyboru drogi., Wiaze
sig to tylko z dynamiczna zmiana kolejnosci numerdéw kierunkéw w ta-
blicy kierunkéw, Pewna niesdogodnodcia tego rozwiazania, zwiazzana z
ograniczonymi zasobami pamigci, jest konieczno$¢ zmiany tablicy kie-
runkéw we wszystkich weztach w razie dotaczenia nowego wgzla. '

Istnieja duze trudnosci z'wykazaniem, ze w dowolnym rzeczywis-
tym przypadku dany algorytm jest najlepszy. Niektdre algorytmy géruja
nad innymi, gdy jest ustabilizowane natezenie ruchu, ale bardzo siabo
reaguja'na sytuacje wyjatkowe, Wybdr algorytmu powinien uwzgledniad
wielkos¢ sieci, niezawodnos$¢ sprzetu i posiadane zasoby pamigci.

"Wydaje sig, Zze zaproponowany algorytm wyboru drogi speinia zg-
dane wymagania w sieci SKJS2 wersja 1, co tez zostaio potwisrdzone
eksperymentalnie,

2,4, Warstwa transportowa

Warstwa transportowa udostepnia warstwie wyzszej $rodkow do
przesyiania danych w sposdéb minimalizujacy koszty i zasoby, gwararntu-
jac jednoczesnie wymagana jakosc,

' Warstwa'transporéo%a podnosi jako$¢ usiug dostarczonych przez
warstwe sieciowa do poziomu wymaganego przez warstwe sesji, Roéwno=
czesdnie warstwa ta odciaza 1 uniezaleznia wyzsze warstwy od wszy-

stkich czynnodéci zwiazanych z przesylaniem informacji.

Protokél transportowy wybrany dla sieci SKJS2 wersja 1 nalezy
do klasy protokotéw zorientowanych polaczeniowo i funkcjonalnie od-
powiada propozycji ISO dla protokotu transportowego klasy 1 [3],
Protokél ten opiera sie na usitugach dostarczanych przez kanaiy logi-
czne protokoiu pakietowego X.25 lub X.75 (tworzacych poiaczenia sie-
ciowe) i przejmuje funkcje dwukierunkowego przesyl?nia nieinterpre=-
towanych danych uzytkownika polaczeniem transportowym.

Wykorzystujac usiugi warstwy sieciowej oraz wzbogacajac je i
uzupektniajac funkcjami wiasnymi, stacje protokolu transportowego
dostarczaja zwigzanym stacjom warstwy wyzsze] ( terminalowym lub
transferu zbioréw) nastepujacych ustug transportowych:

- mawiazanie polaczenia transportowego wraz z negocjacja warun-
kéw przesytania danych

- przesylanie potwierdzonych danych nie podlegajacych mechaniz-
mowi sterowania przepiywem na poziomie transportowym
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mowi sterowania przepiywem na pozicomie transportowym

- przesytanie potwierdzonych danych przyspieszonych

- odtwarzanie polaczen sieciowych i synchronizacji ciagéw danych
po sygnalizowanych do warstwy transportowej niesprawnosciach w war=-
stwie sieciowe]

- informowanie uzytkownika o nienaprawialnych biedach wktasnych
protokoiu

- uporzadkowanego zamykania potaczenia transportowego

- informowania o jakos$ci usiug transportowych,

Podstawowym powodem, dla ktérego zaproponowano protokéi transpor-
towy, jest zautomatyzowane odtwarzanie dwukierunkowej transmisji da~
nych uzytkownika po sygnalizowanych niesprawnoséciach z warstwy siecio=-
wej, jako nastepstwa warunkdw CLEAR lub RESET, pojawiajacych sig w
podsieci komunikacyjnej. W ten sposéb naprawiane sa wszelkie sygnali-
zowane do warstwy transportowe] niesprawnosci podsieci, bez informo=
wania o fakcie warstwy wyzszej.

Komunikacja pary stacji transportowych polega na wzajemnej wymia-
nie jednostek danych i jednostek sterujacych zwanych komunikatami,
przy czym zaréwno komunikaty danych, jak i komunikaty sterujace, prze-
noszone sa wylacznie w pakietach DATA protokotu pakietowego. A zatem
trzy kolejne fazy funkcjonowania protokoiu transportowego - nawigzae-
nie potaczenia, transmisja danych i zamykanie polaczenia, wystegpuja
wylacznie w fazie transmisji danych polaczenia sieciowego. Zasady
komunikowania sig pary stacji transportowych sa zgodne z praca [1,2].
przy czym w implementacji protokoiu na potrzeby SKJIS2 wersja 1 przyj-
muje sie, ze potwierdienie komunikatéw danych nastepuje w warstwie
transportowej oraz wykorzystuje sie transportowa droge danych przy-
spieszonych, Dodatkowo dopuszczono stosowanie klasy 3 bez opcji
podziatu tacza na podkanaily. Wersja ta umozliwia sterowanie przepty-
wem komunikatéw danych w warstwie transportowej., W sieci SKJS2 wer-
sja 1 wysyla sie potwierdzenia AK tylko wtedy, gdy kolejka z odebra-
nymi komunikatami danych nie przekroczyla wartos$ci granicznej. Wias-
ciwo$C ta jest wykorzystywana do zarzadzania zasobami systemu korico=
wego w celu ochrony przed przepeinieniem systemow koﬁpowych;

2.5, Warstwa sesji i prezentacii

W sieci SKJIS2 wersja 1 warstwy te sa traktowane Xacznie, ponie-
waz sieC ta jest siecia homogeniczna. Przyjeto, ze w warstwie tej
obowigzuja reguly wltasciwe dla maszyny cyfrowej EC1032, Dlatego tez
dla wspéipracy terminal-aplikacja opracowano wlasny protokél umozli-
wiajacy ustalenie typu terminala, ktéry chce wspdipracowac z procesen
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aplikacyjnym. Natomiast do transferu zbioréw zastosowano protokél
oparty na zaleceniu NIFTP Blue Book.

W sieci SKJIS2 wersja 1 warstwy 1-4 zostaly zaimplementowane w
komputerze czotowym i wezla, natomiast warstwy wyzsze w komputerze
obliczeniowym,

3, OGOLNA BUDOWA OPROGRAMOWANIA WEZEA

Oprogramowanie EC8371.01 skiada sie z trzech funkcjonalnych
czesci:

~ sterujacej terminalami

- realizujacej funkcje sieciowe

- systemu zarzadzajacego (supervisora),.

Oprogramowanie sterujace terminalami stanowi posrednik miedzy
metoda dostgpu telekomunikacyjnego TCAM5 w komputerze obliczeniowym
a terminalami podlaczonymi do komputera czolowego. Ta czzé¢ oprogra=-
mowania nie komunikuje sig z czeécia realizujaca funkcjsz sieciowe,
Obie czg¢éci korzystaja natomiast ze wspdlnego systemu zarzsizajacego
zasobami procesora EC8371,01, Schematycznie przedstawionc tn

na rys. 3.

Komputer
obliczeniowy Komputer czolowy
Sterowanie funkcjami T
Sieciomn i el
StD I ‘—
System
zarzadzajacy
MCP I
Sterowanie terminalami

terminale

Rys, 3, Ogélna struktura oprogramowania komputera czoiowego
i wezta

Fig. 3. The general structure of the front-end-processor and
node software

Wspbipraca terminali z siecia odbywa sig za pos$rednictwem kom-
putera obliczeniowego. Dwa z wymienionych tu elementdéw, tj. sterowa-
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wanie terminalami na poziomie fizycznym oraz system zarzadzajacy,
zostaiy przyjete ze standardowego oprogramowania o nazwie NCP
(Network Control Program)- Sterowanie funkcjami sieciowymi jest ory-
ginalnym elementem dobudoﬁénym do programu NCP, co daje nowy system
sieciowego oprogramowania procesora EC8371.01, speiniajacego rolg
wezla sieci i komputera czolowego do wspdipracy z siecia i termina-
lami, Oprogramowanie to nie realizuje natomiast funkcji koncentrato=-
ra terminali do celdw wspdipracy z siecia.

Funkcje sieciowe obejmuja tworzenie, utrzymanie i likwidowanie
potaczen z komputera obliczeniowego do sieci oraz potaczen tranzy=-
towych migedzy elementami sktadowymi sieci. W zakresie wspdipracy
komputera obliczeniowego z sieciag ta cze$éC oprogramowania EC3371.01
jest realizatorem warstw: transportowej, sieciowej, liniowej i fizycz-
nej. Réwnoczesnie oprogramowanie to realizuje funkcje wezla sieci
SKJS2 wersja 1, a wiec zawiera omowione wczes$niej mechanizmy steru=
jece. .

Wyréznia sie nastepujace moduly progfamowe realizujace funkcje
sieciowe:

- obstugi styku transparentnegoe (MITRN) do celéw komunikacji
z procesami w komputerze obliczeniowym

- tacznikowy (ML) realizujacy usltugi warstwy transporfowej

- transportowy (MT)

- funkcji wezla (MFW)

- wyjs$c¢ sieciowych (MWS)
obstugi tacza LAPB (MLAP)

- obstugi podkanatéw skanera (MPS),

Moduty MITRN, ML i MT biora udzial w obstudze poiaczernn z kompu=-
tera obliczeniowego do sieci. Pozostale moduty biora udzial w obsiu-
dze obu typdw potaczen z komputera obliczeniowego do sieci i tran=-
zytowych wewnatrz sieci, Przedstawiono to na rys. 4.

B

do komputera

obliczeni
eniowego M M M M M
I M M do
T e T o B R R POy
R W S A S
N P

Rys.4. Przeplywy informacji przez moduly czeséci sieciowej wezia
Fig.4. Dataflow between moduls of the node sowtware
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Procesv obsiugiwane przez modui MLAP i czeéé modutu MITRN reali-
zowane s@ na trzecim poziomie programowym EC8371.01, procesy obstugi
podkanaiéw skanera na poziomie drugim i trzecim, a pozostate na po=-
ziomie piatym.

Giéwne funkcje systemu zarzadzajacego w systemie obejmuja zarza-
dzanie zadaniami, zarzadzanie kolejkami i buforami, Zarzadzanie zada-
niami obejmuje ich uaktywnianie zgodne z priorytetami, zmiane stanéw
oraz przekazywanie sterowania miedzy programem a podprogramami.

Zarzadzanie kolejkami polega na umieszczaniu nowych elementdéw
na koncu oraz wybieraniu elementéw do obsiugi z poczatku kolejki.
Natomiast zarzadzanie buforami polega na: przydzielaniu i zwalnianiu
buforéw dla danych, ich dodawaniu i usuwaniu z kolejek buforéw, -
umozliwieniu dostgpu do okred$lonych pozycji w kolejce oraz odzyski~
waniu buforéw w stanach przytiumienia pracy sieci, kiedy to liczba
wolnych buforéw jest mniejsza od minimalnej liczby gwarantujacej
popréwna prace EC8371.01. Wszystkie te elementy sterowania istniejez
w standardowym programie NCP i zostaly przejete do realizacji czesci
sieciowe]j oprogramowania,

Przyjeto tez z programu NCP sposdéb organizacji aricuchdéw bufordw
kolejek danych oraz kolejek zadan. W zwiazku z tym tablice uzywane
przez czes$c sieciowa, reprezentujece'stany takich obiektéw, jak
stacje LAPB, sieciowe, transportowe, poiaczenia transportowe czy
kanaiy logiczne majs budowe przystosowana do wymaganh programu za-
rzadzajacego~(supervisora). Dotyczy to zwlaszcza umieszczenia w
tych tablicach blokéw QCB (blok sterowania kolejka) dla kolejek wej~
éciowych, pseudowejéciowych i roboczych. Dotyczy to takze umieszcze-
nia blokéw ECB (blok sterowania zdarzeniem) w przypadku odmierzania
odczekania (time-out) .. Wprowadza sie tu jednak zmiang polegajacs ne
tym, ze -bloki ECB sa umieszczane w tablicach opisujacych stan obiektu,
a nie w kolejkach przachowujacych dane (BCU) jak w przypadku NCP,

W iwiazku z wymaganiami czeéci oprogramowania realizujacego fun-
kcje sieciowe dokonano kilku zmian w zarzedzaniu buforami. Przyjgto,
2e obie czeéci oprogramowania korzystaja z tej samej puli bufordw,
ktére pobierane sa i zwalniane za pomoca tych samyéh makroinstru-
kcji., Ze wzgledu na wymagania oprogramowania sieciowego zmieniono
minimalny rozmiar bufora z 44 na 152 bajty. Ponadto wprowadzono me=
chanizm pytania o stan puli wolnych buforéw. Na potrzsby tego me-
chanizmu zdefiniowano progi obciazenia okreslajace procent zajetych
buforéw puli, Takie pytanie pozwala na ustalenie czy przekroczono
zadany prég. Dzieki temu jest mozliwe podejmowanie decyzji o dalszym
przebiegu procesu w zaleznosci od liczby wolnych buforéw.
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Praca wpiyneta do Redakcji 1988.03.28
LAYER STRUCTURE AND STANDARDS IN COMPUTER NETWORK SKJS2

The subject of the paper is the logical structureof the Computer
Network SKJS2 mark 1, Presented are layers, protocols and software
sclutione of the communication controler EC8371.01, Then the main ele-
ments of the routing algorithm and its properties are shown.

STATICHHAA CTPYKTYPA U CTAHIAPTH B BHUVCIMTEIFRHOH CETY SKJS2

B craThe NDENCTABJEHA STAJOHHAA CTOYKTYDA BHYUCJMTEJLHOE CeTn
SKJS2 . B OCHOBHOHf 9acT# CTaTb¥ pedYh HIET O 3TAJOHAX, NIDOTOKOIAX ¥ MIDO—
rpamMax KommphTepa yasa ELB371.01. 3arem npencTaB/eHH IVIABHHE JJIEMEHTH
aJTODUTME TIDOKJIANKM MapmpyTa ¥ KDATKAA OLEHKA IPUHATHX DeleHui,
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TWORZENIE OPROGRAMOWANIA BAZOWEGO
SIECI KOMPUTEROWEJ SKJS2 WERSJA 1

Przedstawiono poszczegdlne etapy tworzenia oprogramowania bazo-
wego sieci komputerowej SKJIS2 wersja 1. Omowiono kolejne fazy
projektowania oprogramowania bazowego, poruszono proolem efekty-
wnosci prac programistycznych, a przede wszystkim skoncentrowano
sig na zagadnieniu testowania i uruchamiania duzego oprogramowa-
nia.

1. WSTEP

W poczatkowym okresie rozwoju maszyn cyfrowych szczegdlna troska
objeto czesc sprzetowa., Obecnie znacznie wigkszg uwage zwraca sig¢ na
tworzenie oprograﬁowania, czyli prace programisty. Jezeli w koncu lat
pigcdziesiatych 90} kosztdéw maszyny cyfrowej przeznaczano na sprzgt,
obecnie 90/, przeznacza sie na rozwdj oprogramowania, Zatem koszty wy-
tworzenia oraz niezawodno$¢ oprogramowania (patrz [8])to obecnie gtéw-
ne problemy ogdlnie rozumianego przetwarzania z wykorzystaniem maszyn
cyfrowych. Réznica efektywnosci programistéw moze byc jak 1:5 lub na-
wet jak 1:100 [10].. Oznacza to, ze programisci o jednakowym przygoto-
waniu i zblizonym wynagrodzeniu moga poswieciC na realizacj¢ tego sa-
mego projektu (oprogramowania) od jednej do stu jednostek czasu. Cho=-
ciazby z tego wzgledu sensowne oszacowanie kosztow utworzenia oprogra-

% Centrum Obliczeniowe Politechniki Wroclawskiej, VWybrzeze Wyspian-
skiego 27, 50~-370 Wroctaw,
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mowania (nie wspominajac o planowaniu prac programistycznych) jesit
znacznie utrudnione. Nie wiem jak malezy mierzy¢ wydajnosc prac pod-
czas tworzenia oprogramowania czy jego projektowania. Jestes$my skion-
ni méwic¢ - oprogramowanie “zmudne", "bardzo zmudnme", "duze" lub
"ogromne®. Oczywiécie tago rodzaju sformulowania nie moga byc¢ pomoc-
ne. Dla pomiaru i ilosciowego okreslenia wydajnos$ci prac programistycz=-
nych, rozumianej jako szybkos$¢ wykonania programéw catkowicie gotowych
do wykonania, nie istnieje zadna dobra metoda, poniewaz [6]:

- trudno jest oszacowa¢ jak duzy jest zakres prac

- nie potrafimy oszacowaé¢ wydajnosci zespolu

-~ zazwyczaj nie jestesmy w stanie stwierdzié, jaka czesc prac
juz wykonalismy

- trudno powisdziec¢ jak daleko sig posunglismy w tworzeniu opro-
gramowania. - -

Mozna w tym miejscu zapytac za autorem pracy[6] = Czy znajdzie
si¢ czlowiek, ktéry zajmic sie prowadzeniem prac programistycznych
przy tylu niewiadomych? Jest to jeden z kluczowych probleméw kazdego
rozpoczynajacego sie¢ przedsiewziecia programistycznego. Jak to sig
jedna’ dzieje, 2ze pomimo tylu niewiadomych, spora czes¢ prac zostaje
ukonczona w przyjetym terminie.

Problem dotrzymywania terminu jest jednym z najtrudniejszych as-
pektow zarzadzania pracami programistycznymi, Prace programistyczne
sa zazwyczaj niepowtarzelne. Tworzenie oprogramowania to autentyczna
praca artystyczna., Tutaj wiaénie nabiera znaczenia podstawowa rdézni-
ca miedzy programowaniem a jakakolwiek dziaialnoscia konstrukcyjna.

Z praktyki wynika jednak, ze doéwiadczone zespoly programistéw=-pro=
jektentdw, ktérych czedcia dodwiadczenia jest umiejetnos$c oceny stop-
nia trudnoéci projektu, dostarczaja dosyC zlozone oprogramowanie do=
ktadnie na czas ( zazwyczaj mnozac te ocene przez wspélczynnik'bezpie-
czefistwa wiekszy od 1) [11]. .

Opracowywanie oprogramowania to wieloraka dzialalno$c¢ nie tylko
zwiazana z praca na maszynie cyfrowej. Tworzenie duzego oprogramowa=-
nia jes? przedsiewzieciem kolektywnym, czyli istotne sa problemy or=
ganizacji pracy grupy programistdw, warunkdw ich pracy, administrowa=~
nia nimi, czy wreszcie wpiywu czynnikéw osobowosciowych poszczegdle
nych czionkdw grupy na prace calego zespolu i jego powiazan z innymi
zespolami, Kierowanie to twérczos$c, ktdra trudno opanowal. Zazwycza]j
gléwne Zrodla trudnosci sa odzwierciedleniem ziej struktury organi-
zacyjnej [10].

Tworzenie bazowego oprogramowania sieci komputerowej jest dosyc
ztozone i kosztowne. Zlozonos$c¢ jest konsekwencja naszkicowanych otwar-
tych probleméw przedsigwziecia programistycznego, co niewatpliwie od-
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bija sig na kosztach. Nie bez znaczenia sg takze koszty czasu maszyno-
wego kilku zestawéw komputerowych,

W artykule niniejszym przedstawiono poszczegblne fazy tworzenia
bazowegc oprogramowania sieci komputerowej SKJIS2 wersja 1. Potrzeba
retrspektywnego spojrzenia na proces projektowo-implementacyjny wyni-
ka z braku podobnych polskich opracowari. Ponowne spojrzenie na orga-
nizacyjnq strong przedsigwzigcia oraz podjecie préby jego oceny wy-
daje sig pozyteczne.

Prace projektowe nad bazowym oprogramowaniem sieci SKJS2 wersja 1
rozpoczegty sie na poczatku roku 1984. Umowa z Instytutem Komputero=
wych Systeméw Automatyki i Pomiardw (IKSAiP) we Wroclawiu obejmowala
kilka etapéw - zalozenia, projekt, implementacje oraz testowanie i
uruchcmienie na instalacji eksperymentalnej (trzy komputery oblicze-
niowe = 2 x EC1032 oraz EClOSS).» Centrum Obliczeniowe Politechniki
Wroctawskiej wraz z Instytutenm CYbernetyki Technicznej wykonywato ba-
zowe oprogramowanie sieciowe komputera obliczeniowego (7SO, stacja
transferu zbiordw) oraz w calosci oprogramowanie komputera czoiowego
i'wgzia [1], [5]. Zespoly IKSAiP-u realizowaly prosts wersjc poczty
elektronicznej, narzedzia do pomiaru przepustowosci sigei orez przy-
stosowaiy podsystem SKOT do pracy sieciowej.

Bazowe oprogramowanie sieci komputerowej nie jest oprogramowa-
niem “"zwartym", tzn. wykonanym na jedna autonomicznie pracujaca ma-
szyne cyfrowg, Jest to kilka czesci programowych, umiejscowionych
W réznych maszynach, ktére maja ze sobg wspdéipracowac, Jezeli oprogra-
mowanie jednej z maszyn sieci ulega zatamaniu (awarie sprzetu lub in-
ne przyczyny). to nie moze to spowodowaC upadku calej sieci czy in=-
nych jej kompd;entéw. Dodatkowo w kazdej maszynie oprogramowanie jest
podzielone., Migdzy poszczegélnymi jego czeéciami istnieja logiczne
wiezi. Réwniez tu upadek jednej czesci oprogramowania nie moze wply=-
~wac na pozostate., Tym samym jawig sig nam tutaj dodatkowe problemy
organizacyjne o wigkszej skali ziozonosci niz przy tworzeniu oprogra-
mowania zwartego. Przede wszystkim duzej staranncsci wymagaia organi-
zacja wspdkipracy miedzy zespolami programistow.

2. PROJEKTOWANIE OPROGRAMOWANIA

2.1. Zatozenia i wymagania

Poczatek kazdego przedsigwziecia programistyczrego rozpoczyna
sig¢ od sformulowania zalozen techniczno~ekonomicznych. Jest to pier=-

wsza faza uzgadniania warunkéw miedzy zamawiajacym (uZytkownikiem),
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a wykonawca. Stopien waznos$ci tej fazy jest stosunkowo duzy. Warto
przypomniec za praca [8], ze jezeli twérca oprogramowania ma nikie
lub nie ma zadnego pojecia o sensownych oczekiwaniach uzytkownika, to
cate przedsigwzigcie zakonczy sig niepowodzeniem. Zdarzaja sig projek-
tanci systeméw zarzgdzania baza danych, ktérzy nigdy nie wdrozyli te~-
go rodzaju systemu. Powoduje to znaczne bledy oprogramowania. Wydaje
sie, ze w naszym przypadku zamawiajacy nie zywil obaw wynikajacych z
tych spostrzezen, Nalezy nawigza¢ takg wspdiprace z uzytkownikiem, aby
mégt on w sposdb istotny wptywa¢ na decyzje podejmowane w fazie okre-
slania wymagan i celéw oraz w fazie powstawania specyfikacji. Oczy=-
wiscie nie nalezy jednak angazowac¢ uzytkownika do podejmowania decy-
zji wykraczajacych poza jego kompetencje [81].

Odrebnym problemem jest udzial uzytkownikéw w budowie produktéw
nie zapowiedzianych na rynku informatycznym. Prawdopodobnie do tej
grupy nalezy tworzenie bazowego oprogramowania sieci komputerowej w
Polsce. Mimo, ze produkt nie jest adresowany do wyraznie sprecyzowa-
nego uzytkownika, to jednak wykonawca (producent) oprogramowania po=
winien miec¢ dostateczne wyobrazenie o swych przysziych klientach.

Przypomnijmy w tym miejscu wymagania postawione wykonawcy przez
zamawia jacego oprogramowanie bazowe sieci SKJS2 wersja 1:

- sprzet wchodzacy w sktad sieci powinien byc¢ produkowany badz
kompletowany przez ZE ELWRO (dotyczy to EC1032, EC1034 oraz E08371.01}

- oprogramowanie systemowe powinno by¢ dostarczone przez ZE ELWRO
(zwtaszcza system OS/MVT 5.01 Js)

- nalezy zachowac metode dostepu telekomunikacyjnego TCAMS5 (kom=
puter obliczeniowy) oraz NCP (komputer czolowy i wezla)

- uzytkownik powinien mie¢ moznos$c¢.korzystania z podsystemdéw TSO
i SKOT oraz przesylac zbiory sekwencyjne

- nie nalezy wyodrebnia¢ osobnej podsieci komunikacyjnej.

Podane wymagania stanowily podstawowe ograniczenia w realizacji.
W znacznym stopniu ograniczyly one pole manewru na etapie projektu
calosci oprogramowania oraz w znacznym stopniu wpiyneiy na architektu=-

re sieci.

2.2, Organizacja_zespoXow programistow

Dobrze zorganizowany proces projektowy sprowadza sie do coraz
bardziej utrwalonego przekcnania, ze programisci powinni pracowac w
zespotach [&7,711], gdyz wtedy latwiej jest utrzymac ciagiosc¢ prac,
jezeli ktos nieoczekiwanie opus$ci zespél. Istnieja poza tym jeszcze

trzy inne podstawowe racje przemawiajace na rzecz pracy zespolowej[11]:
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a) pewne problemy sg tak trudne, ze do ich rozwiazania jest po-
trzebne rozwigzanie wielu podprobleméw;

b) pracujac zespoiowo mozna rozwigzac caly problem w znacznie
krotszym czasie dzigki jednoczesnemu rozwigzywaniu tych zagadnien;

c) niektére problemy wymagaja $écisiej wspdéipracy wyspecjalizo-
wanych programistéw; opanowanie wszystkich potrzebnych umiejetnosci
moze wymaga¢ zbyt wiele czasu [7].

Najczgstszymi wariantami organizacji zespoldéw programistéw sa:

- zespol gidéwnego programisty [2,6]

-~ zespdl specjalistéow [4] - '

- zespdél demokratyczny [12].

‘Nie wdajac sig w omawianie poszczegélnych wariantéw (patrz li-
teratura), naszkicujemy podziat na zespoly pracownikéw Centrum Obli-
czeniowego, uczestniczacych w pracach nad siecia. Otéz, jak juz wspo-
mnielismy, w momencie przystapienia do realizacji umowy pracownicy
Centrum byli zaangazowani w kohcowa faz¢ prac nad siecig MSK, a wiec
byty juz utworzone i sprawdzone zespoiy pracownikdéw realizujacych wy-
znaczone cele., Wyrdznic¢ mozna bylo zespéi zajmujacy sie tylko oprogra-
mowaniem komputera obliczeniowego,komputera czoiowego oraz podsieci
komunikacyjnej. Przystepujac do prac nad siecia SKIJIS2 worsia 1, utwo~
rzylismy tylko dwa zespoty komputera obliczeniowesgo oraz jeden zuspdi
komputera czolowego i wgzla, Podstawe zespoidédw komputsra obliczenio-
wego stanowili czionkowie zespoiu realizujacego stacje transferu zbio-
row w sieci MSK, Jeden z tych zespoldéw zajmowal sig w dalszym ciagu
tylko stacja transferu zbioréw, drugi natomiast tworzeniem oprogra-
mowania umozliwiajacego podigczenie aplikacji do sieci. Zespéil zaj-
mujacy sie oprogramowaniem komputera czolowego w sieci MSK zostail
powigkszony o zespdél realizujacy oprogramowanie komputera czolowego
dla Odry 1305 sieci MSK. Zespdl ten odpowiedzialny byl przede wszy-
stkim za oprogramowanie warstwy 4 i 3 modelu odniesienia ISO/0SI.

W kazdym zespole dato sie wyrézni¢ wiodacego specjalistg, ktory
skupiat w swoich rekach wszystkie informacje o postgpie prac rozo-
statych specjalistéw. Wybierajgc wiodacego specjaliste przede wszy-
stkim nalezy zwrdécié uwage na to, by wczesniej wykonywal juz taka pra-
ce., Takiego, ktéry kierowal pracami od poczatku do konca [6]. W na-
szym przypadku byly to osoby kierujace pracami nad siecia MSK. Nie
oznacza to, ze organizacja zespoléw byla zgodna z drugim podanym wa-
riantem. Raczej byXo to potaczenie wariantu drugiego i trzeciego, po-
niewaz przydzialy prac byly wewngtrzna sprawa zespoiu i zalezaly
przede wezystkim od zdolnosci jego czionkoéw.

Klamra spinajaca prace obu zespoiéw byly ogélne cotygodniowe
posiedzenia sieciowe (nie liczac seminariéw w zespolach), na ktoérych
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podejmowano wiazace ustalenia. Bylty to spotkania bardziej problemo-
we niz robocze, chociaz relacjonowano réwniez szczegdly., Spotkania by=
ty otwarte dla innych zespoidw Centrum Obliczeniowego. Oceniajac je

z pewnej perspektywy czasu nalezy uznac, ze bylto bardzo wazny ele-
ment w catym okresie prac. Nis byo to tylko forum, na ktérym wypra-
cowywano merytoryczna integracje zespoXéw, lecz speinizio ono takze
role "kolezenskiej inspekcji"[6],[10]. Polegaio to na tym, Ze posz=
czegélni programisci przepytywani byli z tego, jak realizuja swoje
zadania. Oczywiscie nie nalezy traktowac przepytywania jako przesiu=-
chania w negatywnym sensie tego stowa. Robilismy to z myéla o kolew
zenskiej pomocy, wystuchania propozycji o byé moze lepszych (spraw-
dzonych) rozwiazaniach. Przepytywanie ma oprécz wymienionycl,, kolejne
niemniej wazne zalety., Zespdéil realizujacy zadanie (podzadanie) jest
doktadnie zaznajamiany z tym co robi kolega i jak to robi (nieoce-
nione w razie odejécia cztonka zespoiu -~ taka sytuacja miala miejsce).
Wazny jest takze element poznawczy. Czlonsk zespoiu uczy sie od in-
nych cztonkéw grupy przyjmujac jego zdaniem lepsze metody programo-
wania, mozliwoéci nowych jezykdéw, poznaje niuanse rozwiazywanego te-
matu ("programista powinien mie¢ mozliwo$¢ i cheé uczenia sie® [10]).
Decyzje podejmowane na spotkaniach byly wiazace dla wszystkich biora=-
cych udzial w pracach. '

Termin tego spotkania wyznaczono w dniu, w ktérym dokonywana byla
cotygodniowa konserwacja sprzetu komputerowego ("nie ma dostepu do ma-
szyny - moge poswiecic czas na dyskusjeﬂ. Jest to niezmiernie wazny
czynnik warunkujacy “swobodna® atmosfere na spotkaniach programistodw.

2.3. Planowanie prac

€ykl zycia oprogramowania mozemy podzielic na trzy czes$ci: opra-
cowanie, wykorzystanie oraz przediuzone opracowywanie. Zazwyczaj dwie
ostatnie czesci zachodza na siebie. W okresie opracowywania musimy
okre$li¢ wymagania, zaprojektowac oprogramowanie, napisa¢ progranmy,
scali¢ je, przetestowac i zweryfikowac, a nastgpnie zdokumentowac,

W okresie przediuzonego opracowywania oprogramowanie ulega rozsze-
rzeniu o nowe funkcje i modyfikacje starych, moze ulec wymiénie sprzet
oraz poprawia sie biedy.

W okresie opracowywania istotne sa nastepujace elementy skiado-
we procesu, a wigc: czas, kadry, narzedzia oraz pieniadze. W okresie
wykorzystania na pierwszy plan wysuwaja sie realizowane funkcje, '
efektywnos$c i szybkoéé, zasoby, tatwos$¢ wykorzystania oraz brak bie-
déw. Natomiast w okresie przedluzonego opracowywania istotne sa: do=-
kumentacja uzytkowa, modyfikowalnosc, brak biedéw, pieniadze, kadry,
czas oraz narzedzia. '
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Bardzo waznym okresem cyklu zycia oprogramowania jest okres prze-
dtuzonego opracowywania, niestety, Zle widziany i rozumiany przez pol-
skiego uzytkownika (zamawiaj@cego),. przede wszystkim ze wzgledéw fi-
nansowych. Powolujac sig na problem Hume‘a [6] nalezy wyciagna¢ naste-
pujacy wniosek = instytucje produkujace oprogramowanie powinny mieé
zapewnione finansowe wsparcie, pozwalajace im pielggnowac oraz = co
istotniejsze - rozwija¢ juz eksploatowane oprogramowanie systemowe,

Niestety utarta praktyka zawierania uméw w dotychczasowym ich
ksztaicie, nie pozwala zespolom programistéw na kontynuowanie pracy.
System finansowy wyznacza sztywne ramy czasowe przeznaczone na pra-
ce ("od odbioru do odbioru”), Po sprzedaniu pracy zajmujemy sig juz
innym problemem, “zapominajac” co zrobilismy dotychczas,

Dlatego mimo wszystko, przystepujac do realizacji zamdéwienia na
utworzenie duzego systemu nalezy zawczasu wkalkulowaé mozliwosé jego
przysztych modyfikacji i wzbogacania, np. o dodatkowe funkcje i usitugi.
Okazuje sig, ze ok. 25-754 prac programistycznych polega na modyfi-
kacji i ulepszaniu istniejacego oprogramowania [10]. Poza tym, pra-
wie zawsze po pewnym czasie eksploatacji oprogramowania zachodzi ko-
niecznos$¢ wprowadzenis pewnych zmian. VWystarczy, ze zamawiajacy nie-
precyzyjnie sformuiowal swoje wymagania. Oczywiscie powinnismy ustrzec
sig@ od tego rodzaju sytuacji, jednak nie ustrzszemy sie od cigglych
zgtoszen dodatkowych wymagan od zamawiajacego. Ponadto Zrodiem zmian
moga by¢ sugerowane poprawki badz wykrycie biedu. Dlatego doswiad-
czony progremista zdaje sobie z tego sprawe, projektuje zatem opro-
gramowanie w taki sposéb, aby zmiany nie byly wstrzasem i nie wpiy-
waty na niezawodno$¢ produktu. Jednoczes$nie prostota modyfikacji jest
bardzo wazna charakterystyka jakosci programu, Szybkos$¢ rozwiazania
zadania modyfikacji moze by¢ wykorzystana jako miara rozumienia pro-
gramu [10].

Przedstawiony problem mozemy rozwigza¢, jezeli bedziemy starac
sie kierowaé tworzeniem oprogramowania majac na uwadze nastegpujace
zalecenia [61] :

1., Nalezy projektowaé nasze oprogramowanie tak,aby byXo ono w
maksymalnym stopniu zmodularyzowane.

2. Moduty nalezy pogrupowa¢ tak, aby zminimalizowa¢ wzajemne
oddzialywania na siebie.

3. Nalezy wykorzystywa¢ tablicowa metode sterowania programu.
Zmieniajac wiersz tablicy, zmieniamy algorytm.

4, Koniecznie nalezy ustanowic pewien “standard” programowania i
wymaga¢ jego przestrzegania.

5. Nalezy zorganizowa¢ $cista i szczegdlowg kontrole.
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6. Zawczasu nalezy zaplanowaC przesuniecie niektdrych czionkow
zespolu do prac nad rozpracowywaniem kolejnych wariantdéw i wersji
oprogramowania.

7. Nalezy zaplanowa¢ przechowanie s$rodowiska testujacego.

8. Podane zalecenia nalezy uwzglednic¢ w kosztach przedsigwzigcia.

W sieci SKJS2 wersja 1 planowanie prac bylo niezwykle utrudnio=~
ne. Wynikalo to zwtaszcza z tego, ze sformulowane wymagania wiasnosci
sieci méwiiy o tym, iz dotychczasowe aplikacje (TSO, SKOT) maja byc
aplikacjami w sieci. To wymaganie polaczone z koniecznoscia wykorzy-
stania telekomunikacyjnej metody dostepu TCAM5 ograniczaio mozliwosci
projektantdéw struktury oprogramowania. Problemem nie byo znalezienie
efektywnej modularnej struktury, lecz takiej, ktdérej realizacja spei-
niataby wymagane funkcje. Wymagaio to wiec gruntownego zapoznania sig
z wlasnosciami tych aplikacji pod katem ich uzytkowania w sieci.
Poniewaz (jak wykazuja badania [14) - patrz tab. 1) koszty usuniecia
bredow powstatych na etapie projektu w momencie, gdy juz sa zaawanso-
wane dalsze prace tworzenia oprogramowania szybko rosna, ten etap
zost2i zakonczony dopiero, gdy istniala pewno$c co do jego poprawnosci, -

Tabela1

Relatywny koszt wykrycia i usunigcia

bieddw
Etap Koszt usunigcia biedu

Projekt 1
Testowanie moduildw 4
Testowanie funkcji o

systemu ’ 5
Testowanie caiego

systemu 15
Eksploatacja 30

Koncowy projekt struktury cprogramowania powstal dopieroc wtedy,
gdy zostaly sprawdzone wszystkie te elementy, ktore uwazano za kry-
tyczne (wiasnosci srodowiska - TCAM i system operacyjny). Coz bowiem
zrobic, gdy na przykiad program MCP nie dziata zgodnie z opisem, kto-
ry nie jest precyzyjny? Ze wzgledu na brak Zrodet tego oprogramowa-
nia, szczupiost zespoidw i brak czasu, nie wchodzilo w rachube po-
prawianie oprogramowania systemowego. Stad tez dopiero pod uptynigciu
niemal 2/3 czasu reazlizacji oprogramowania powstal ostateczny projekt

Jego struktury, Oczywidécie dysponowano tez bogata biblioteka pod-
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programéw potrzebnych do speinienia wszystkich funkcji realizowanych
przez $rodowisko. Rdéwniez na etapie projektu zwrocono uwage na te sle=
menty, ktére umozliwia testowanie i uruchamianie oprogramowania (zmie-
niono poczatkowo niesymetryczny protoké: wymiany komunikatow miedzy
komputerem obliczeniowym a czolowym na symetryczny, po to, by mozna
oprogramowanie komputera obliczeniowego uruchamiac¢ i testowac bez
uzycia komputera czotowego = wystarczylo zawracac komunikaty w kom=-
puterze obliczeniowym).

3. EFEKTYWNOSC PRAC PROGRAMISTYCZNYCH

~Wraz z rozwojem komputerow termih“efektywnoéé prac programisty-
cznych"stal sig bardzo niejednoznaczny. Mozna wyrdznic jednak dwie
rézne miary efektywnosci - szybkos¢ rozwiazywania zadania oraz czas
oczekiwania na rozwiagzanie. Dlatego jezeli méwimy o efektywnosci, tco
nalezy jasno sobie powiedzie¢ co bedzieay (i jak) mierzyc. Niestety
nie wiemy jednak, jak nalezy mierzy¢ efektywnosc prac podczas pro-
gramowania czy projektowania oprogramowania, Nierozerwalnie =z efek~
tywnoscia prac wiaze sie organizacja prac programistycznych (zespoiy
programistéw). Kazdy odpowiedzialny za przedsigwzigcie programisty-
czne powinien wiedziec¢, na jakim etapie jest jego praca. Przy czym
wyrézni¢ mozna tutaj nastepujace etapy: euforia, rozczarowanie, szu=-
kanie winnych, karanie niewinnych oraz wynagradzanie nieuczestnicza-
cych w pracach ( ?) . Nie nalezy powyzszych etapdéw traktowaC w sposob
1i tylko humorystyczny! Doséwiadczenie uczy, ze szukanie winnych, w
konsekwencji ktdrego zamieniamy pierwszego odpowiedzialnego drugim
odpowiedzialnym, zazwyczaj konczy sie w identyczny sposdb. Odpowie-
dzialnego zmienic¢ tatwo, jednak nie zawsze decyzja ta prowadzi do
dobrych wynikéw. Przede wszystkim ujemnie wpiywa ona na wszystkich
pozostaiych wspéipracownikdw ("stato sie to z nimi, moze zdarzyc
sie i mnie”), Wiadomo, ze zestresowany programista.to ziy progra-
mista. '

Dobry administrator powinien byCc dostatecznie wymagajacy, aby
zapewnic wktasdciwa intensywnos$¢ prac, ale i dostatecznie sympatyczny,
by nie porézni¢ pracownikéw, Administrator powinien by¢ kompetentny,
lecz bardziej konieczna jego cecha jest przer ikliwosc ('dobry pro-
gramista nie musi byc dobrym kierownikiem" ),

Nagrods za duza efektywnosc powinny byc premie i progresywne
wyptaty, przy czym zaden administrator nie moze liczyc na wiece] niz

entuzjazm podlegiych mu pracownikéw,
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Bardzo wazna role z punktu widzenia efektywnosci odgrywajz wa-
runki pracy programisty [9,13] .

W przypadku sieci SKJS2 wersja 1 bytas realizowana nastgpujaca
zasada: "Nikt nigdy nie moze pozostawal bez zajecia, kazdy ma zawsze
co$ jeszcze do wykonania". Stosowanie takiej zasady nie jest iatwe,
poniewaz czlonkowie zespoiu pracuja nierdwnomiernie. Trudno byio
(na szczeécie!) ocenic¢, ktére z prac sa bardziej pracochionne, a kté-
re mniej. Ze wzgledu na duza uniwersalnos¢ czionkdéw zespolu mozna by-
o wymaga¢ od nich wykonania coraz to nowych prac. Szczegdlnie wazne
byto poczucie wspoiodpowiedzialnoéci kazdego z czionkow zespoioéw za

calosc pracy

4., TESTOWANIE

Testowaniem nazwiemy dzialalnoéé, ktdérej celem jest pokazanie,
ze oprogramowanie realizuje to, go zasiozono.Jednym z charakterystycz=-
nych aspektdw testowania jest indukcyjne wnioskowanie na podstawie
dobranzgo, matego zbioru zachowanh, ze program zachowa sig tak jak po=
winien. Indukcyjne, poniewaz zwigzane jest z problemem - zadna liczba
przypadkéw potwierdzajacych poprawnosé¢ nie moze calkowicie wykluczyc
mozliwosci, iz istnieje nieprzetestowany prZzypadek podwazajacy teg
poprawnosc¢ [3]. Pojawia sig wiec zamys® dowiedzenia, iZ progrem za-
wsze zachowa sie tak jak powinien przyjawszy, ze dowdd jest przeko=-
nywzjacym i trudnym do obalenia argumentem. Jednak dowéd matematycz=-
ny jest poprawny lub niepoprawny i trudno jest okreslic¢, czy poprawny
jest dany konkretny dowdd. Stad najczegstszym sposobem obalenia dowo=-

du (twierdzenia ) jest znalezienie kontrprzykiadu [3].

Najlepszym testowaniem dowolnego oprogramowania jest jego nor
malne eksploatacja., Szczegolnie odnosi sig to do systemdéw czasu rze=-
czywistego, Jednak zanim to nastapi, zazwyczaj pragniemy znalezl ble-
dy na najwczedniejszym etapie realizacji projektu (powiemy o tym w
nastepnym rozdziale).

Przed uswiadomieniem sobie na czym polega dzialalnosc grupy tes-
tujacej, nalezy przypomniec, ze grupa ta naprawde powinna byc zainte-
resowana wykryciem kazdego biegdu (81 ("nie powinna usilowaé wykazac
paoprawnosci oprogramowania"), zgodnie zreszta z pierwsza zasada tes-
towania, ktora méwi ~ testowanie jest to proces wykonywania programu
(lub jego czesci) w celu i z intencja wykrycia bledodw,

Na czym polega dzialalnosc grupy testujacej? Otdz polega ona na
el:
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- rozumieniu funkcji, ktére powinny byé realizowane przez systen

- wykryciu "waskich gardel™ systemu: ograniczen czasowych oraz
niestabilnosci wynikajacej z parametriw wejsciowych

- zaprojektowaniu kolejnosci testdw ("&wiczen")

- okresleniu w testowanym systemie zardwno sprzegtowych, jak i
programowych skitadowych

- zbudowaniu systemu testujacego

-« planowaniu rzeczywistego przebiegu testowania oraz umiejgtne
nim kierowanie.

Ponadto cobrze jest uswiadomiC sobie nastepujace stwierdzenia
urastejace do rangi postulatoéw:

- nalezy zadbac © to, by testowalnos¢ byla kluczowym zalozenienm
projektu oprogramowania

- testowanie musi rozpocza¢ sie od ustalenia celéw (podobnie jak
kazda dziatalnoscé)

- nie mozna testowal wiasnego programu (‘daj program wariatowi,
bo w tym wzgledzie wariat jest genialny")

- nigdy nie zmieniaj programu po to, aby ulstwic testowanie.

W literaturze przedmiotu precyzuje sie i wprowadza nazewnictwe,
uscislajac rozumienie poszczegdélnych faz procesu testowania. Oméwimy
je krétko. Weryfikacja nazwiemy prébg wykrycia bieddéw przez wykonanie
programu w roboczym $rodowisku, natomiast konfirmacja analogiczna
prébe, ale wykonang w danym, rzeczywistym srodowisku, Natomiast uru-
chamianie docieka dokiadnych przyczyn znanych juz biedéw i usiluje

je poprawic.

Jak zapewne bedzie wynika¢ z nastgpnego rozdzialu, tworzgc opro-
gramowanie bazowe sieci SKJS2 wersja 1, zrealizowalismy wszystkie wy-
mienione fazy procesu testowania,

Jedna z uznanych metod testowania, zapewniajacych rozwigzanie
kluczowego problemu w "koncowej” fazie procesu testowania, jest zaan-
gazowanie uzytkownikéw do testowania. W przypadku sieci SKJSZ wersja 1
pierwszym uruchomionym podsystemem bylo TSO, ktore poddawalismy testo-
wi poligonowemu, uzywajac go po prostu jako narzgdzia do budowy pro-
graméw uzytkowych. Nalezy zatem postepowac w my$l zasady - uzywaj wias-
nego produktu jako narzedzia, zanim przystapia do tego inni [8].

5. TESTOWANIE OPROGRAMOWANIA BAZOWEGO SIECI SK3JS2 WERSJA 1

Wspomnielidmy juz, ze oprogramowywaniem sieci SK3S2 wersja 1
zajmowaly sig zespoly raczej doswiadczonych programistow i projektan=-
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tow. Doswiadczenie to dotyczylo przede wszystkim merytorycznej stro-
ny zagadnien zwigzanych z sieciowymi zaleceniami standaryzacyjnymi
(protokoiy, usiugi) oraz wyczuciem zagrozen, jakie niosa duze przed-
sigwziecia programistyczne. Niestety oprogramowanie systemowe, na
ktérym oparlismy oprogramowanie bazowe sieci, zawsze sprawialo nam
niespodzianki pomimo kilkuletniej z nim wspdipracy. Z punktu widze=-
nia psychologicznego sytuacja ta bardzo ostro wyczulila nas na pro=-
blemy testowania juz na najbardziej elementarnym poziomie (np. spraw=
dzenie czy to co napisano w dokumentacji oprogramowania systemu ope-
racyjnego jest prawda?!). Jezeli kto$ nie odszedl z zespoiu i wv=
trwat do kofca prac - znaczy to, ze sprawdzal wszystko! Kto prdbowal
od razu przejsc do fazy konfirmacji, ignorujac waznosc¢ fazy weryfi=
kacji, ten narazony byl na duze stresy z wlasnej winy. Poza tym pra-
cownicy ci nigdy nie mogli udokumentowac weryfikowalnosci zaiozen
realizacyjnych swoich moduidéw programowych, czyli po scaleniu i uru=-
chomieniu oprogramowania nastreczali oni wielu kiopotdw podczas prob
usuwania przyczyn znanych juz bigdoéw. Omawiana sytuacja wystepuje
wtedy, gdy kazdy czlonek zespolu twierdzi, ze biad nie jest zwigzany
z jego modulem. Jezeli kazdy modul przeszedi faze weryfikacji, to z
praktycznego punktu widzenia pozostaje tylko anazliza wigzi migdzy=
modulowej. Nawiasem mowiac, jezeli opisana sytuacja wystepuje, po
prostu oznacza to, ze nie przywigzywano szczegolnej uwagi do testo=-
wania jako kluczowego zaiozenia projektu oprogramowania ("btad po=
winien wskazywaé winnego").

Za praca [8] mozna proces testowania usystematyzowac, dzielac
go na nastegpujace fazy: .

~ testowanie moduiu jest weryfikacja pojedynczego modulu pro-

gramu zazwyczaj w $rodowisku wyodrebnionym od innych moduiow
- testowanie integracyine jest weryfikacja pos$rednictw miedzy

czgsciami systemu
- testowanie funkciji zewnetrznych polega na weryfikacji zewne-~

trznych funkcji systemu, okreslonych w specyfikacjach zewnetrznych
-~ testowanie systemu jest weryfikacja i (1ub) konfirmacja sy~

stemu wzgledem jego celdw poczatkowych
- testowanie akceptacyijne jest konfirmacja systemu lub programu

wzgledem wymagan uzytkownika
- testowanie instalacyjne jest konfirmacja kazdej konkretnej

instalacji systemu w celu wykrycia blgeddw popeinionych podczas in-
stalowania systemu.
Najpierw zaczelismy testowac program MCP, a zwlaszcza te jego

opcje, ktéra umozliwia przekazywanie komunikatu z jednego programu
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do innego (acznosé program - program), Przykiadowe i w praktyce
najczgsciej stosowane opcje dotyczyly lacznosci program-terminal.,
Ponadto wykorzystana w sieci metoda dostepu telekomunikacyjnego (rea-
lizowana przez program MCP) byta z poziomu 5, a wiec inna od rozpo-
wszechnionej dotychczas metody TCAM poziomu 4. Wykonano wiele genera-
cji programu MCP, sprawdzajac jego opcje na prostych programach testo-
wych komunikujacych sie ze soba oraz z terminalami(na poczatek lokal=-
nymi).

Program MtOT, realizujacy bardzo bogaty zestaw funkcji, zostal
napisany w jezyku Pascal 360. Postapiono tak, poniewaz latwiej mozna
modyfikowac i uruchamiac program napisany w jezyku wysckiego poziomu
przewidujac, ze w trakcie testowania funkcji zewnetrznych oraz syste-
mu wystapia dodatkowe wymagania na realizowane funkcje (co oczywiscie
miato miejsce). Wybdér jezyka Pascal 360, oprécz wymienionych powo-
déw\zostak podyktowany jeszcze tym, Ze powszechnie byk wykorzystywa-
ny w innych pracach,a wiec jego srodowisko bylo w wystarczajacym
stopniu rozpoznane oraz jest to bardzo przejrzysty i zrozumialy jezyk
(w znacznym stopniu przyjecie tego jezyka spelnialo postulat latwej
modyfikowalno$ci oprogramowania), Pozostala czeéé oprogramowania be-
zowego, juz znacznie mniejsza, zakodowano w jezyku Assembler 360.

Standardowe operacje wejscia/wyjsécia dostepne w jezyku Pascal
nie obejmuja telekomunikacyjnej metody dostepu (ma ja tylko PL 1
optymalizujacy). Nalezalo zatem dobudowa¢ do érodowiska Pascal ope-
racje wejécia-wyjscia, umozliwiajace kontaktowanie sig z programen
MCP (wysytanie i odbieranie komunikatéw).

Szkieletowe oprogramowanie moduiu MLOT przetestowano w srodowisku
identycznym, jakie stworzylismy do przetestowania opcji MCP (program
MtOT=-program, program-MLOT-terminal), Nastepnie testowaniu poddano
program przesytajacy i odbierajacy dane do/od oprogramowania wezla,
Na poczatku program ten nie kontaktowal sig bezposrednio z oprogra-
mowaniem wgzla, a jedynie emulowal jego obscnosc ( "zawracanie” na
styku z EC8371.01). Nastgpnie powtdrzono ombéwiony proces testowa -
nia. tatwo zauwazyé, ze taka kolejnos$¢ weryfikacji niejako w natu-
ralny sposdb wskazywata Zrodio bieddéw = byo nim dotaczone oprogra-
mowanie badZ realizacja styk miedzy modutami,

Jednoczesnie prowadzono prace nad przystosowaniem podsystemu
TSO do pracy w sieci. VWystarczylo potraktowaC podsystem TSO jako je-
szcze jeden program wspdipracujacy z programem MCP, by wykorzystu-
jac juz istniejace $rodowisko testujace praktycznie "bez probleméw”,
udo=tepni¢ TSO do pracy uzytkowe] (analogicznie postgpilid$my z pod-
systemem SKOT, ktory przystosowywany byl poza Politechnika Wroctaw=-

ska i zostal wiaczony bez wigkszych probleméwl
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Udostgpniajac podsystem TSO do pracy z terminali lokalnych,
zaczgto taczyc sige z oprogramowaniem NCP w celu udostepnienia termi-
nali zdalnych, fizycznie podiaczonych do EC8371.01. Na tak przygoto=-
wanym oprogramowaniu (TSO, MCP, MLOT oraz NCP) zaczeto oprogramowy=
via¢ stacje transferu zbiordw (st2), prosta poczte elektroniczna oraz
oprogramowanie wgzia. )

Stacje transferu zbiorow weryfikowano w sztucznym s$rodowisku
(testowanie poziomu O oraz 1 protokotu NIFTP Blue Book ), Nastegpnie
przeprowadzono konfirmacjg, ale jeszcze z zawracaniem komunikatow
"za" programem MLOT -~ czyli nadal testowano program MCP orez MLOT
ale w warunkach zwigkszonych przepiywdw danych.

Oprogramowanie wezlia oraz innych moduléw umieszczonych w
EC5371.01 powstawaio w komputerze obliczeniowym. Weryfikowano je naj~
pierw na programowym emulatorze procesora EC8371.01, ktory specjal-
nie w tym celu zaprojektowano i zaimplementowano. Tak zweryfikowane
oprogramowanie wprowadzano (ladowano) do komputera EC8371.01 i pod-
dawano konfirmacji. Zatozono, ze najpierw begdzie testowane oprogra=-
mowanie odpowiedzialne za styk fizyczny i logiczny (sieciowa metoda
dostepu) migdzy komputerem obliczeniowym a oprogramowaniem wezla
w EC8371.01. Zrealizowano to "zawracajac" strumien komunikatow za
oprogramowaniem sieciowej metody dostepu. Do -sprawdzenia tego styku
wystarczylo wykorzystac juz istniejace $rodowisko testujace - STZ,
750, MCP, MLOT oraz terminale.

W tym momencie spotkala nas bardzo przykra niespodzianka. W $ro-
dowisku tym, jak latwo zauwazy¢, miedzy oprogramowaniem komputera
obliczeniowego a oprogramowaniem komputera czolowego i wezla istnie=-
je taczno$c¢ fizyczna przez dwa wydzielone podkanaly multiplekserowe.
W takiej konfiguracji istniejace firmowe oprogramowanie nigdy nie
byto generowane., OkazaXo sie, ze podkanai obsiugujacy Xacznos$c¢ z opro-
gramowaniem wezla ulega trwalemu zawieszeniu (stan trwatej zajetoéci),
co wstrzymywalo przepiyw danych przez ten podkanal. Okazaio sig, ze
produkowana wersja EC8371.01 wykonywana jest niezgodnie z dokumenta-
cjg. Po wprowadzeniu niewielkiejbzmiany sprzetowej w EC8371.01, pod-
kanal dzialal poprawnie, Kolejne zawracanie strumienia komunikatow
nastapilo na wyjsciach skanerowych (zapetlenie na modemach). Pow=
térzono dotychczasowe testy. W warunkach prawie “"rzeczywistych" in-
tensywnie przetestowano oprogramowanie (sesja STZ, otwarte sesje
uzytkownikow TSO).

Na tym etapie prac mozna bylo przeniesé oprogramowanie na insta-
lacje eksperymentalnag sieci, skladajasca sie z trzech zestawdéw kompu=-
terowych (tyle udostepnil zamawiajacy) i przetestowa¢ oprogramowanie
wgzia w zakresie wspoipracy z innymi weztami oraz zasymulowad "upadki®
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wybranych zestawdw komputeréw, Mcozna bylo wreszcie przystapi¢ do po-
miaréw sieci i oceny jej parametrdéw czasowych.

Po przeniesieniu oprogramowania bazowego na instalacje ekspery-
mentalna rozpoczely sie préby i badania poczty elektronicznej, ktora
wykonywaly zespoly spoza Politechniki Wroclawskiej. Oprécz niewielkich
korekt w-rozumieniu styku logicznego migdzy oprogramowaniem poczty a
prugramem MtOT, oprogramowanie to zodostalo uruchomione praktycznie od
razu,

Krétkie przypomnienie poszczegélnych etapdéw tworzenia eprogra-
mowania bazowego sieci SKJIS2 wersja 1 wskazuje, ze w zasadzie zgodne
one byly z ogdlnie zalecanymi w metodologii programowania zasadami
testowania. Nie probowano uruchomi¢ caloéci od razu, a w przemyslany
spos6b wlaczano poszczegdlne czeéci oprogramowania, osiagajac w sto-
sunkowo krdétkim czasie wyznaczony cel ("oprogramowanie to nie cel,
lecz érodek do celu").

6., OCENA WLASNOSCI OPROGRAMOWANIA

Poniewaz oprogramowanie sieci SKJS2 wersja 1 nalezy do oprogra-
mowania systemowego, nalezy dba¢ o to, by speinialo ono wiele rézno-
rodnych wymagan [11], W przypadku tworzenia tego oprogramowania wy=
magania te byly speiniane mniej lub bardziej $wiadomie. Warto jednak
skonfrontowad w jakim stopniu oprogramowanie sieci speinia najwaz=-
niejsze z nich:

1, Zgodnos$¢ z zatozona specyfikacja (poprawnoéé). Formalnej
specyfikacji sieci nie bylo. Zamawiajacy okreslil jedynie funkcje
sieci, ktdre zostaily speinione. Nie wydaje sig zreszta mozliwe po-
danie formalnej specyfikacji érodowiska, w ktoérym dziakta siec.

2. Niezawodnos$é obejmujaca odpornos¢ systemu na biedy wiasne,
érodowiska, sprzetu i uzytkownika. Oprogramowanie jest odporne na
czgé¢ bledoéw. Odporne jest zwiaszcza na wszystkie bigdy uzytkownika,
na niektdre awarie sprzetu(mozliwoéé tworzenia drogi zastgpczej w po=-
taczeniach sieciowych w przypadku fizycznego poiaczenia migdzy wezla-
mi). Nie jest natomiast odporne na biedy systemowe oraz wigkszosc
biedow wiasnych,

3, Wydajno$é w sensie oszczednego wykorzystania zasocbow takich,
jak: czas, pamieé, urzadzenia zewnetrzne. Oprogramowanie sieci dziala
szybciej niz oprogramowanie o takich samych funkcjach systemu dotych=
czasowego (np. TSO w pracy lokalnej). Wielkod¢ zajmowanej pamigci
jest o okoko jedna trzeciag wigksza niz w dotychczasowych systemach
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teleprzetwarzania. Natomiast sa zajmowane urzadzenia zewngtrzne, -
ktére sa obsiugiwane przez siec.

4, Rozszerzalno$é, tzn., mozliwos$C rozszerzania systemu w przy-
sztoséci bez koniecznosci dokonywania zbyt wielu zmian w istniejace]
czeéci. Ten postulat jest speiniony bardzo dobrze. Mozna bez wickszych
probleméw zwiekszy¢ liczbe aplikacji sieciowych, typdéw obsZugiwanych
terminali, przenies¢ funkcje wezka z procesora czolowego do proceso-
ra pelniacego tylko funkcje wezla. Mozna tez rozdzielic migdzy dwa
komputery czotowe funkcje wezla i procesora obsktugujacego terminale.

5, Przenoszalno$¢, tzn. mozliwosc tatwej adaptacji systemu do
réznych konfiguracji systemowo=sprzetowych.

6. tatwosc¢ pielegnacji, tzn, podatnos¢ systemu na wprowadzanie
niewielkich zmian bez ﬂadmiernegb ryzyka wprowadzenia biedu. Ten po=-
stulat jest spelniony dzieki uzyciu jezyka Pascal do tworzenia opro-
gramowania komputera obliczeniowego. Podczas uruchamiania czas zna-
lezienia przyczyny zauwazonego btedu i jego usunigcie byl czesto
krétszy niz 0,5 godziny., Ze wzgledu na brak dobrego jezyka do progra-
mowaz:ia komputera czolowego, szukanie i poprawianie bleddéw bylo tam
bardzie: czasochionne i skomplikowane, '

7. Odzyskiwalnosé, tzn, mozliwo$é uzycia moduldw systemu w in-
nych systemach lub nowych generacjach tego samego systemu., Wydaje sig,
ze speinienie tego postulatu zalezy przede wszystkim od charakteru
zmian w nowym systemie. Twércy gwarantuja dzialanie oprogramowania
tylko w systemie 0S/JS 5,01, W innych systemach typu 0S/3JS oprogra-
mowanie sieciowe bedzie przypuszczalnie musialo by¢ czedciowo zmody-
fikowane lub przynajmniej wygenerowane od poczatku,

8. Odpornosé na wtamania (odpornos$¢ przed niepozadanym uzycienm) .
Ze wzgledu na przeznaczenie sieci oraz wlasnosci systemu 0S/JS ta
cecha nie jest speiniona., Zachowano jednak tevzabezpieczenia, ktére
maj@ aplikacje sieciowe (np. TSO wymaga znajomos$ci nazwy uzytkownika
i hasta)., Istnieja jednak mozliwosci tatwej modyfikacji oprogramowa~
nia, by oprogramowanie akceptowalo jedynie zarejestrowanych uzytkowni=-
kéw,

9, Zgodnosc ze standardami.

10. tatwos¢ uzycia, tzn. prostota koncepcyjna systemu umozliwia-
jaca szybkie jego opanowanie oraz pomoc udzielana uzytkownikom w
trakcie pracy. Korzystanie z sieci jest bardzo proste i niemal nie
wymaga szkolenia ( trzeba natomiast nauczyé sig korzystania z aplika-
cji sieciowych). . System udziela prostej pomocy uzytkownikom w razie

nawigzywania i rozlaczania polaczen.
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11. Dobra dokumentacja bgdaca podstawg do modyfikacji systemu
przez producenta, a takze do napisania odpowiednich podrgcznikéw dla
roznych uzytkownikow, Dokumentacja techniczna byia robiona tak, by
autorzy mogli z niej w przysziosci skorzystac bez problemu (samodoku-
mentujace sig programy). Natomiast autorzy sporzadzili osobno doku-
mentacjé uzytkowg i eksploatacyjna z my$la o uzytkownikach nie znaja-
cych tajnikéw oprogramowania.

Jak widac z przedstawiohego bilansu, oprogramowanie sieci spel-
nia niemal wszystkie z przytoczonych postulatdéw, Niestety do dzis
(marzec 1988) sied nie jest eksploatowana w warunkach rzeczywistych
i dlatego trudno o praktyczna weryfikacje jej mozliwosci. Z racji
rozproszenia oprogramowania nalezy sadzic, ze jej wdrazanie stanie
sig¢ zrodiem koleinych doswiadczen oraz umozliwi wykrycie i poprawie-
nie dotychczas nie dostrzezonych bieddw, jak rowniez jej wiasnosci
uzytkowych.
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Praca wpiyneta do Redakcji 1988.03.28

THE CREATION OF BASIC SOFTWARE OF THE NETWORK SKJS2 WERSION 1

The paper describes the particular parts of the software crea-
tion of the network SKJS2 version 1. One after the other, the phases
of the project are given, The problems of effectivity of the programn-
ming works are considered. There is an attempt to answer the ques-
tion: How to test, debugg and start the big software?

OBPASOBAHVE OCHOBHOI'0 MATEMATUYECKOTO ORECIEYEHVA
BHYWICMTEIRHOR CETH SKJS2 BEPCHA 1

b HacToAme#! craTee UpelcTABJEHH OTHENIBHHE 9TalH OGPa30BaHUS OCHOB-
HOTO MATEMATHYECKOrO OGeCTedeHHA BHYUMCJMTENBHON ceru SKJS2 Bepeus 1.
O6CY®IEHH TOCJeNoBATENbHHE ($A3H MPOEKTHDOBAHKA OCHOBHOI'O MaTeMaTHYECKO-
0 OGeCHnevyeHnsA, NpodneMH SHPEKTUBHOCTE PAaGOTH IPOIPAMMHCTOB, a MDeXIe
BCET'0 — TECTHPOBAHUA X GOJBUOIO MATEMATHIECKOT'0 OGECIEUeHUS,
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DOSTEP TERMINALOWY W SIECI SKJS2 WERSJA 1

Opisano spos6b wykorzystania terminali w sieci SKIS 2 wersja 1.
Przedstawiono rodzaje terminali, z ktérych mczna uzyskac dostep
do sieci oraz aplikacji sieciowych., Podanc postac¢ komend umo-
zliwiajacych ten dostep. Opisano rozwiazania programowe doty=-
czace sposobu potaczenia z aplikacja, formatowania ekranu i
zmian umozliwiajacych wykorzystanie podsystemu TSO w pracy sie-
ciowej.

1., WSTEP

Jedng z usiug oferowanych przez sie¢ SKJIS2 wersja 1 jest mozli-
wo$¢ dostepu terminalowego do aplikacji wielodostepnych dziatajacych

w komputerach obliczeniowych sieci. W zalozeniach wstgpnych [2,3]
przyjeto mozliwos$¢ dostepu do nastgpujacych aplikacji:

- 750 (ang. Time-Sharing Options)
- SKOT (System Kontreli i Obsiugi Terminali),

Jednoczesnie zalozono mozliwo$c¢ stosowania innych aplikacji
sieciowych, konstruowanych samodzielnie.przez uzytkownika sieci [2].
Mozliwosé wspéipracy z aplikacjami maja zardwno terminale pod-

taczone do danego komputera obliczeniowego (tzw. lokalne), jak réw-

Centrum Obliczeniowe Politechniki Wroctawskiej, Wybrzeze Wyspian-
skiego 27, 50-370 Wrociaw,
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niez terminale podiaczone (fizycznie) do innych komputerdw oblicze=-
niowych w sieci.

Wspdiprace terminali z aplikacjami systemu, umieszczonymi w do=-
wolnym komputerze obliczeniowym, zapewnia jezyk dostgpu do sieci. Pro-
gramem odpowiedzialnym za interpretacjg komend jgzyka destgpu siecio-
wego oraz zestawisnie polaczen z odpowiednimi aplikacjami w kompute-
rze obliczeniowym jest modul o nazwie MLOT (Modul tacznikowy Obstugi

Terminali) .

2. RODZAJE TERMINALI

W sieci SKJIS2 wersja 1'dosf¢p przez terminale obsiugiwany jest
priez program PSPC wchodzacy w sklad oprogramowania wezta, metode
dostepu telekomunikacyjnego TCAM5 oraz program MtOT. Program PSPC
powstal na bazie programu NCP i umieszczony jest w komputerze czoio-
wym ( spetniajzcym jednoczesnie funkcje wezla), natomiast pozostale
dwa w komputerze obliczeniowym.

Aplikacje dostepne przez terminale, éa aplikacjami umozliwiaja-
cymi pracg interakcyjna. Przyjete rozwiazanie umozliwia zastosowanie

nastepujacych urzadzen:

- niezaleznych stacji abonenckich EC8575M

- monitordéw EC7917 oraz drukarki EC7914 ze sterownikiem grupo=-
wym EC7912

- monitordw EC7917 z grupowym sterownikiem zdalnym EC7911

- monitordw niezaleznych EC7915,

Obsiuga terminali w sieci SKJS2 wersja 1, opierajaca sig¢ na pro=-
gramach MCP i NCP,vpozwala‘na obstuge takze 1nnYch typéw terminali,
W obecnej wersji oprsgramowania bazowego sieci obsiugiwane sa tylko
wymienione typy. Ograniczenie to wynika z cech interakcyjnosci kazdej
aplikacji oraz z szerokiego rozpowszechnienia wymienionych urzadzen
w kraju., Ewentualne rozszerzenie o nowe typy wymaga modyfikacji pro-
gramu MtOT oraz dostarczenia aplikacji wspéipracujacych z tymi ter=

minalami,

3. ZESTAWIENIE POL%CZE& TERMINALOWYCH

Po zaladowaniu oprogramowania sieciowego do komputera oblicze-
niowego oraz komputera czolowego i wezta, terminale sieciowe, zdefi=
niowane w opisie programu MCP i NCP, staja sie terminalami aktywnymi.
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Terminalem aktywnym nazywamy terminal, ktéry moze nawiazad potacze-
nie z dowolna interakcyjng aplikacja sieciowa. Do nawiazania pola~-
czenia stuza komendy dostgpu sieciowego. Obsiuge komend dostepu sie=-
ciowego wykonuje sig¢ w programie MLOT. Program ten identyfikuje ro-
dzaj terminala przez nagidéwek komunikatu wysylanego przez program MCP.
Potrzebalidontyfikacji rodzaju terminala wynika z réznic w sterowaniu
migdzy terminalami ekranowymi a terminalami wierszowymi (np. typu DZM),
Stosowanie programu MLOT wymaga informacji o rodzaju interakcyjnej
aplikacji sieciowej, z ktéra uzytkownik chce nawiazac¢ polaczenie.
Mozemy tutaj wyréznic¢ dwa rodzaje aplikacji sieciowych - aplikacje,
ktére same steruja terminalami oraz aplikacje, ktére tej wiasnosci
nie wykazuja. Podsystem SKOT jest aplikacja, ktéra samodzielnie for-
matuje dane dla terminala sieciowego. Ula aplikacji samodzielnie
formatujacych dane terminala zaklada sie tzw. transparentne polacze-
nie z terminalem uzytkownika. Oznacza to, ze program M.OT nie inge=~
ruje w tresc komunikatéw wymienianych migdzy terminalem a ta aplika-
cja, stanowiac jedynie swego rodzaju "medium®™ trarsmisyjne dla prze-
piywu komunikatdéw, Jezeli aplikacja sieciowa sama nie formatuje da-
nych terminala, funkcje te przejmuje program MLOT, tworzac potacze-
nie nietransparentne.

Taka aplikacja w sieci SKJS2 jest podsystem T7SO. W firmowym
oprogramowaniu podsystemu TSO funkcje te wypeiniaio oprogramowanie
TIOC, stanowiace czes$¢ programu MCP, W sieci SKJS2 wersja 1 zrezy-
gnowano z usiug oprogramowania TIOC z nastepujacycﬁ wzgledow:

- oprogramowanie.to zapewniato jednokierunkowa obsiugg koauni-
katow, tzn. wysylajac komende do podsystemu TSO nalezako oczekiwac
na jej realizacje i dopiero potem wysiaC nastépng komendg

- koncepcja oprogramowania TIOC nie dopuszczaia nawet standar-
dowej obstugi terminali zdalnych pracujacych w trybie NCP

~ pobiezna analiza oprogramowania TIOC wskazuje na maia jego
efektywnoé¢, przede wszystkim ujawniajaca sie w niezadowalajace]

szybkosci obsiugi terminali,

Daje sig wiec zauwazyC, ze program MCP w sieci SKJS2 wersja 1
wykorzystywany jest jedynie jako mechanizm przenoszacy komunikaty
miedzy aplikacja siéciowa a programem MtOT oraz programem MLOT a
terminalami (lokalnymi i zdalnymi). Jezeli program MCP jest wyko-
rzystywany przede wszystkim do przenoszenia komunikatow miedzy pro=-
gramami (i terminalami), to jest on programem efektywnym ( szybka
obstuga kolejek komunikatow).

W sieci nie istnieje oprogramowanie terminala wirtualnego, po-

niewaz jest to siec homogeniczna.
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Realizacja przez program MLOT funkcji sterowanis terminalami
sieciowymi (dla aplikacji nietransparentnych) pozwolita uzyskac, w
stosunku do firmowego oprogramowania podsystemu TSO, pracg w trybie
dupleksowym, Oznacza to, ze uzytkownik ma mozliwod¢ wysylania kolej=-
nych polecert do podsystemu TSO bez koniecznosci oczekiwania na ich
realizacje. ) )

Niewielka zmiana w sposobie formatowania kazdego wiersza przez
program MtOT (w stosunku do formatowania ekranu przez TIO0C) pozwoli~
*a na uzyskanie cech wiasciwych edytorom ekranowym (mozna zredago-
waé dowolnie wybrane fragmenty ekranu). Oczywiscie wtasciwosc ta.w

znacznym stopniu przyspiesza edycje zbiorow tekstowych.

4, KOMENDY DOSTEPU SIECIOWEGO

Komendy dostepu sieciowego umozliwiaja komunikacje uzytkownika
z siecia. Stuza one do nawiazania lub roziaczenia polaczenia siecio~
'wego z dowolnym komputerem obliczeniowym wiaczonym do sieci SKJS2
wersja 1.

Jezyk dostepu sieciowego sklada sie tylko z dwéch komend [4]:
NETON oraz NETOFF, Komendy te mozna wprowadza¢ uzywajac duzych lub
matych liter.

Wydanie komendy NETON powoduje nawiazanie polaczenia z wybrana
aplikacja sieciowa. Parametrami te]j komendy sa numer komputera obli-
czeniowego, w ktdrym umieszczono wybrana aplikacje oraz numer apli-
kacji w tym komputerze. Numer komputera obliczeniowego jest unikato=
wy w catej sieci, a numer aplikacji w danym komputerze. '

Komenda NETOFF stuzy do roztaczenia istniejacego polaczenia
miedzy terminalem a aplikacja. Jest to komenda bezparametrowa. W
czasie trwania polaczenia z aplikacja uzytkownik prowadzi z nia dia-
log, uzywajac komend specyficznych dla tej aplikacji.

Do wprowadzania komend dostepu sieciowego stuzy specjalnie zde=-
finiowany klawisz funkcyjny. Dla komendy NETON jest to klawisz PF10
(warto$é domyélna dla terminali ekranowych). Identyczny klawisz situ=
2y do akceptacji komendy NETOFF, Jezeli jednak aplikacja sieciowa
wykorzystuje do swoich celdéw klawisz PF10, to w komendzie NETON mamy
mozliwoéC wskazania innego klawisza, ktéry pozwoli zaakceptowac ko-
mende NETOFF,

Dla terminali typu DZM role klawisza funkcyjnego peini znak
twardy z cyrylicy, poprzedzajacy komendy sieciowe. Na rysunku zilu-
strowano uzycie komend dostepu sieciowego.
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[ Siec 7
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‘ LOGON :

|
«——~_|1______ LOGOFF  pF10 |
|
NETON —[——— 1 — — —|= SKOT I
| l
I NETOFF pF10 |

!
| |

- Rys. Ilustracja komend dostepu sieciowego
Fige. Illustration of the network ascess commands

5. SYSTEM TRANSFERU ZBIORCW

Jedna z aplikacji sieciowych dostepnych przez terminale w sieci
SKJS2 wersja 1 jest usituga transferu zbioréw [1]. Usitugae ta umozli-
wia uzytkownikowi przenoszenie miedzy komputerami obliczeniowymi sie-
ci zbioru o strukturze sekwencyjnej (F.FB. V. VB), Dostep do ustugi
realizowany jest przez system komend systemu transferu zbiordéw umozli=-
wiajacy:

a) zdefiniowanie polecenia transferu do/z lokalnego komputera
obliczeniowego ( komenda TRANSFER )

b) zdefiniowanie zapytania do systemu transferu zbiordéw o stan
zaawansowania realizacji uprzednio wydanego polecenia transferu
( komenda WHATORDER)

c) zdefiniowanie polecenia nakazujacego skasowanie uprzednio wy-
danego polecenia transferu ( komenda MODIFYORDER)

d) zdefiniowanie zapytania o sposéb zakonczenia realizacji uprze-
dnioc wydanego polecenia transferu ( komenda MAIL)

Powyzsze polecenia wydawane sg w sposéb transakcyjny, tzn. wydane
polecenie jest rejestrowane i nastgpnie wykonywane niezaleznie od
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dalszej dzialalnosci uzytkownika. Ten sposob obsiugi nakiada na uzyt-
kownika koniecznos$¢ zdefiniowania wszystkich szczegdidw dotyczacych
transferu lub innych polecen w jednej interakcji z systemem, a jedno-
czes$nie umozliwia przyjmowanie polecen do systemu transferu zbiordw

niezaleznie od czasu eksploatacji systemu, :

6. PODSUMOWANIE

W pracy przedstawiono sposdéb dostepu do aplikacji sieciowych w
sieci SKJS2 wersja 1 przéz terminale. Podanc postac komend umozliwia-
jacych dostep do sieci oraz przedstawiono jezyk dostegpu do usitugi tran-
sferu zbioréw. Zaprezentowano pfzyjete rozwiazania sprz¢towo-programo~

WE o
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TERMINAL ACCESS TO SKJS2 COMPUTER NETWORK

The paper is concerned with the method of utilizing different
terminals in the SKJS2 version 1 computer network., Some chosen problems
connected with network software development are described. On this base
the new possibilities obtained as result of some changes in TSO systen
are presented. At the end user interface to network and its applica-
tion is given.
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JOCTYII K TERWMVHAJIAM B CETY SEJS2BEPCIA 1

B crarpe ommcay cnocod MCNONL30BAHUA TEDMUHAJOB B CeTH SKJS2 Bep-
cns 1. [IDENCTARNEHH TUNH TEPMUHANOB, M3 KOTODHX MOKHO NOJYHTH JOCTYI
K CeTH ¥ CETEBHM IIPOTDaMMaM NONB30BATeNA. ONUCAHH KOMAHIH, KOTODHE IAKT
BO3MOKHOCTB 3TOr'0 JOCTymna., OMACAHH TAKKE CIOCOGH DElleHyA CJIeIyOImX 3a-
IaYb: COEIWHEHHWE C CETEBHMH NDOT'DaMMaMél NOJb30BaTENA, VCTAHOBISHUE (POD-
MaTa SKpaHa TepMHHAsa ¥ IepepadoTKM, Kacamumecsd padoTH NOACHCTEMH TSO
B CETEBOM DeXxume.
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STYKI A STEROWANIE PRZEPLYWEM W SIECI SKJS2 WERSJA 1

Oméwiono transparentny styk miedzy komputerem obliczeniowym a
wezlem w jednorodnej sieci komputerowej Jednolitego Systemu
SKJS2 wersja 1., Styk ten umozliwia uzytkownikowi 'sieci komuni=-
kowanie sig z aplikacjami zainstalowanymi w komputerach cbli=-
czeniowych i rozpoznajacymi go. Obowiazuje on rdéwniez migdzy
aplikacja i programem MtLOT w komputerze obliczeniowym, posredni-
czacym w komunikacji. Opis styku obejmuje opis procedur, struk-
turg komend oraz opis implementacji w wezle.

1, WSTEP

W sieci SKJS2 stosuje sie trzy rodzaje polgczen terminali z we-
ztem EC 8371.01:

- trwate punkt-punkt

- trwale wielopunkt

- komutowane punkt-punkt,

Transmisja na tych poiaczeniach moze by¢ synchroniczna lub asyn-
chroniczna. Dwa wezly moga by¢ poigczone dwoma taczami trwalymi lub
komutowanymi. tacza te sg@ dupleksowe i transmisja na nich odbywa sig
zgodnie z protokoiem bitowym HDLC [1].

% Centrum Obliczeniowe Politechniki Wroctawskiej, Wybrzeze Wyspian-
skiego 27, 50-370 wWrociaw
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Komputer wgzla jest wiaczony w kanait multiplekserowy komputera
obliczeniowego. Transmisja na tym laczu odbywa sig zgodnie ze sty-
kiem logicznym TCAM5/NCP2 wykorzystujac jeden podkanat multiplekse-
rowy komputera obliczeniowego.

Zadania uzytkownika terminala sa przekazywane przez program MCP
do aplikacji. Zaimplementowana wersja TCAM=u nie wspdipracuje z TSO.
Stad powstala potrzeba opracowania specjalnego styku w celu komuni-
kowania sie z TSO. Dla tego styku zostai uzyty jeden dodatkowy pod-
kanal multiplekserowy oraz opracowany program kanatowy w komputerze
obliczeniowym, obstugujacy ten podkanal oraz specjalne oprogramowa-
nie adaptera kanalowego w wezZle.

Opracowanie oddzielnego styku logicznego‘i wydzielenie oddziel=-
nego podkanatu umozliwilo w stosunkowo prosty sposéb wiaczenie pod-
systemu TSO do sieci SKJS2.

2. STYKI W SIECI SKJS2 WERSJA 1
Komputer czolowy (ke )jest polaczony 'z komputerem obliczeniowym

(k0) taczem kanatowym. Podstawowe styki fizyczne i logiczne przed-

stawiono na rysunku,

Terminale Terminale
zdalne lokalne
! KC - EC 8371.01 g KO - EC 1032
| | T
0| N :o :
pi 6 1P| 001 I e
r e B dsvmscen Lo s © ok §
‘ ' " .
s 1 | & ' B Y i [ SKOT |
kb — ——d 1= '
o2a ! 8 | S | a R ! ! T e A
o .hov _. M 'p a 1, H
LTl D't n T
ol S le i :
faenlgede- . |" 02E P x 1\ i
R0 ]
028 : |..l.a... g o I o o
Wige z et | e MLOT

Rys. Styki w sieci SKJIS2 wersja 1
Fig. Interfaces in SKJS2 network
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Standardowy program NCP (Network Control Program ) wspdkpracuje
z Metoda Dostepu Telekomunikacyjnego (TCAMD)przez pojedynczy pod-
kanat multiplekserowy (np. 001).

Zaimplementowane wersje TCAMS i NCP2 nie wspéipracuja z syste-
mem TSO, Aby umozliwié¢ uzytkownikom zdalnym sieci SKIS2 (tzn. nawig=
zujacym polaczenie z KO przez podsieé) korzystanie z systepu TSO,
opracowano dodatkowy styk, tzw. sieciowa metode dostepu (SMD). Ko
mendy tego styku sa opisane w rozdz. 3,

Zaprojektowano i zaimplementowano w KO program o nazwie MLOT,
ktory jest aplikacje wspdipracujaca w standardowy sposéb z programem
MCP,. Program MtOT wspoipracuje z aplikacjami zgodnie ze stykiem lo-
gicznym SMD. Istniejace aplikacje typu TSO, SKOT zostaly zmodyfiko-
wane w celu obstugi tego styku. Do obsiugi SMD na poziomie fizycznym
wykorzystano po stronie KO oddzielny podkanai ( np. 02E) i wtasny
program kanaiowy. Po stronie KC zmodyfikowano obsiuge adaptera kana-
towego oraz opracowano moduly obstugujace linie sieciowe (HDLC) ska-
nera. »

Logiczny styk SMD obowiazuje na poiaczeniu MOT=-aplikacje w KO
oraz na styku MLOT-vigzet w KC, Pozostale styki w sieci SiKJSZ sa zgo=
dne z modelem OSI/ISO warstw 1-4, .

3, PROCEDURY STYKU SMD

3.1, Procedury globalne

3.1.,1., Procedura restartu

Procedura restartu jest wykorzystywana do inicjowania lub reini-
cjowania styku MtOT-aplikacja lub MLOT-wezel. VW przypadku styku MLOT-
aplikacja restart jest dokonywany na zadanie aplikacji. W przypadku
styku MLOT-wezel inicjatorem restartu jest program MtOT. Procedura
restartu kasuje wszystkie polaczenia sieciowe. Inicjowana jest ko-
menda “restart” (RST), a potwierdzana komendq "potwierdzenie restar-
tu" (RsTC),

3.1.2, Procedura wstrzymania nadawania

Procedura wstrzymania nadawania jest podejmowana wowczas, gdy
istnieje przeciazenie KC lub KO i pula wolnej pamigci nie wystarcza
na obstuzenie przeplywu danych na wszystkich potaczeniach., Jest ona
inicjowana komenda "zgdanie wstrzymania nadawania” (zwn ). Blokada ta

trwa do momentu przestania komendy "kontynuacja nadawania” (KNN ).
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3.1.3. Procedura, zakoficzenia pracy

Procedura zakoriczenia pracy jest inicjowana komenda "koniec pra=-
(v (KPR)~ Wwéwczas wszystkie sesje zostaja zamkniete(przez sesje ro=«
zumiemy polaczenie uzytkownika z aplikacja).

3.2. Procedury sesiji

3.2.1. Procedury nawiazania -potaczenia

Nawigzywanie polaczenia transparentnego jest inicjowane komenda
“zadanie nawiazania polaczenia”® (ZNP),. Moze ona by¢ wysizna przez
KO lub KC, Nawiazanie polaczenia jest potwierdzone komenda "potwier-
dzenie nawiazania polgczenia” (PNP) lub odmowa "odrzucenie nawiaza-
nia poiaczenia® ( ONP),

3.2.2. Procedura. transferu danvch

Dane normalne moga by¢ przesylane w obu kierunkach za pomoca
komendy "dane normalne” (DNN), Kazda komenda DNN przenosi calkowi-
ta jednostke danych lub jej cze$é. Koniec jednostki danych jest wska-

'zany za pomoca znac nika korica EOT. -~

Otrzymywanie danych normalnych jest potwierdzane komenda “po-
twierdzenie danych normalnych® (PDN) po otrzymaniu liczby komend réw-
nej wielkoéci okna., Wielkos$¢ okna mozna zmieni¢ - standardowa war=
tos¢ wynosi 10. Mechanizm okna siuzy réwniez do sterowania przepty=-
wem, ktdére polega na mozliwoséci wstrzymania przepiywu danych.

Przesytanie danych przyspieszonych jest realizowane komenda
"dane przyspieszone” (DNP). Komenda ta nie jest potwierdzana.

3.,2. . Procedura.roztaczenia potaczenia

Zg¥oszenie kasowania (rozlaczenia) poiaczenia nastepuje przez
przestanie przez styk MtOT-aplikacja lub MLOT-wezel komendy "“zgio-
szenie rozlaczenia poiaczenia® ( ZRP), Komenda ta jest potwierdzana
komerda "potwierdzenie rozlaczenia potaczenia®™ ( PRP).

3.3. Struktura komend

Komendy skladaja sie z czes$ci statej i zmiennej. Czes$c stala
jest 3-bajtowa, czes$C zmienna ma najwyzej 125 bajtéw. W sklad czedci
zmiennej wchodza parametry kluczowe. CzgécC stala tworza trzy jedno=-
bajtowe pola: kod komendy, identyfikator portu oraz licznik zswiera-
jacy diugosc czesci zmiennej.

Kod Identyfikator Diugosc czesci|Parametry kluczowe wiasci-
komendy portu zmiennej we dla typu komendy

czgsSc stata czgscC zmienna — e
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Dopuszczalne komendy i ich parametry kluczowe sa umieszczone w

tab. 1.
Tabela 1

Komendy styku KO=KC

Komenda Skrét Parametry kluczowe_(opcjonalne)
Restart RST Identyfikator aplikacji
Potwierdzenie restartu | RSTC Identyfikator aplikacji
Zadanie wstrzymania ZWN Identyfikator aplikacji
nadawania
Kontynuacja nadawania KNN Identyfikator aplikacji
Koniec pracy KPR Identyfikator aplikacji
Zadanie nawiazania ZNP Adres procesu docelowego, adres
potaczenia nadawcy, wielkosci okien, dane

uzytkcewnika, identyfikator portu
nadawcy
Potwierdzenie nawiag- PNP Identyfikator portu nadawcy, dane
zania potaczenia uzytkownika
Odrzucenie nawiazania ONP Przyczyna, dane uzytkownika
potaczenia
Dane normalne DNN Identyfikator EOT, dane
Dane przyspieszone ONP Identyfikator EOT, dane
Potwierdzenie odbioru PDN Identyfikator EOT, dane
danych
Zgtoszenie roziacze=- ZRP Przyczyna, dane uzytkownika
nia potaczenia
Potwierdzenie roz= PRP Przyczyna, dane uZytkownika
taczenia

4. IMPLEMENTACJA STYKU MIEDZY KO I KC

A,1. Struktura blokéw sterujacych

Do utworzenia odcinka drogi przepkywu _anych sé wykorzystywane
bloki sterujace w postaci tablic. Dla kazdego polgczenia sieciowego
jest wykorzystywana jedna tablica, tzw. tablica portu normalnego.
Dla wszystkich polaczen jest wykorzystywana dodatkowo jedna tablica,
tzw. tablica portu systemowego. Tablice opisujemy w postacji sekeji

pozornych jezyka asemblera.
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3

% DEFIMICJA TABLICY PORTU NORMALNEGO

*
XXCXTTPN DSECT
TPN Ds OF
TPNCCB EQU »*

OPIS PROCESU

XQCB PREFIX=TPN.TYPE=INPUT

DS OF
TPNECEB EQU *-XXCXTTPN
XECB PREFIX=TPN

TNCQCB EQU *-XXCXTTPN

OPIS KOLEJKI

XQCB PREFIX=TNO.TYPE=WORK

3
Ds OF
TINQCE EQU *¥-XXCXTTPN

KOMEND Z KO

OPIS KOLEJKI

XQCB PREFIX=TIN, TYPE=WORK

3
Ds OF
TIPQCB EQU #*-XXCKXTTIPN

DANYCH DO KO
OPIS KOLEJKI DANYCH
PRZYSPIESZONYCH

XQCB PREFIX=TIP.TYPE=WORK

TPNTYP Ds X
TPNIDP Ds X

TPNSTP DS X
TPNIDWKO DS X
t 3

TPNATPT D= H
3

TPNTYT Ds
2

TPNOKZ
TPNLOD

DS
Ds
TPNOKD Ds
DS
Ds

=

TPNLND
TPNSYG
TPNSYGO DEFMSK O
E 3 E

TPNSYGL DEFMSK 1
3%

_TPNSYG2 DEFMSK 2
* .
TPNSYG3 DEFMSK 3
*

TPNSYG4 DEFMSK 4
E3

TPNSYGS DEFMSK 5

WX ===

TYP TABLICY
IDENTYFIKATOR PORTU

STAN PORTU NORMALNEGO
IDENTYFIKATOR PORTU

ZWI AZANEGO W KO

ADRES TABLICY POLACZENIA
TRANSPORTOWEGO Z KTORA JEST
USTANAWI ANY ZWIAZEK

TYP TABLICY, Z KTORA JEST
USTANOWIONY ZWIAZEK

OKNO Z KO -

LICZNIK ODEBRANYCH KOMEND DNN
OKNO DO KO 3
LICZNIK NADANYCH KOMEND DNN
SYGNALY

QTRZYMANO

T-DISCONNECT INDICATION
OTRZYMANO

T-DISCONNECT INDICATION
OTRZYMANO

T-CONNECT CONFIRM
OTRZYMANO :

T-WARNING INDICATION
OTRZYMANO

T-CONTINUE INDICATION
WYSEANO SYGNAL

% T-WARNING REQUEST ZE WZGLEDU NA PRZEPEENIENIE KOLEJKI

TPHNZYGE DEFMSK 6

TTIPNPRZ s Xc

»

TNINQCBL D= X

TNCQCBL D= X
END

£

OCZEKIWANIE NA KOMENDE PDN Z KO
PRZYCZYNA ROZEACZENIA

POLACZENI A .

DEUGOSC KOLEJKI DO KO

DEUGOSC KOLEJKI Z KO



¥ DEFINICJI2 TABLICY PORTU SYSTEMOWEGO:

£
XXCXTTP
P=
TPSQCB

TPEECE .

TPSTY
TPSIDN
TP=LPN
3¢
TPESYG
TPESYGO
IPESYGL
TPSEYGE
TPSSYG3
TPSETP

TSYCCB

TPSTIME
TPSLIGZ

OPIS PROCESU

TYP TABLICY
IDENTYFIKATOR PORTU
LICZBA WYGENEROWANYCH
PORTOW NORMALNYC

OTRZYMANO KOMENDE ZWW
NALEZY WYSEAC KOMENDE ZWW
NALEZY WYSEAC KOMENDE RST
UPLYNAL TIME-OUT

STAN PORTU SYSTEMOWEGO
OPIS KOLEJKI KOMEND Z KO

TIME OUT DO WYSEANIA KNN

S DSECT
DS OF
EQU %
XQTB  PREFIX=TPS.TYPE=INPUT
DS oF
EQU  *-XXCXTTPS
XECB PREFIX=TPS
DS X
DS X
DS X
DS - B SYGNALY
DEFMSK O
DEFMSK 1
DEFMSK 2
DEFMSK 3
DS X
DS OF
EQU  %-XXCXTTPS
XCCB  PREFIX=TSY.TYPE=WORK
DS X.
DS X

) LICZNIK KROTNOSCI SPRAWDZEN
* PULI BUFOROW W CELU WYSEANIA KNN

TPSDLUG  EQU  %-XXCXTTPS
END
4,2, Tabele standéw portéw w procesorze EC.B837i.01
Tabela 2
Tablica stanéw portu systemowego

Sten porty . x.gp X'04" X*o1’
Komenda nieaktywny aktywny oczekiwanie na RSTC
R=RST X'04" X'04’ X°04°"
S-RST - - . X014 -
R~RSTC Ignoru}j Ignoruj X'04°
R=KPR Abend X°'834° X°‘00’ X’00°
R=-ZWN Abend X’835° X'04° Ignoruj
R=KNN Abend X’836° X'04°’ Ignoruj
R=ZNP Abend X'837' X'04" Ignoruj
R-DNN Abend X’83C’ X'04’ Ignoruj

Oznaczenia: R = otrzymano komende,

S

nadano komende
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T a é el a

Tablica przejsé portu normalnego (cz. 1)

3

X'o0’

x‘o1’

Xro2*
t i
2 fam porsd nieaktywny wolny oczekiwanie na po=
Komenda. twierdzenie PNP z
podsieci:
R=RST X’'01’ x‘o1’ X*'01’
S=RST X'00° X*'00°* X'00’
R=KPR X‘00* X*'00' X*00*
ZNP z KO - xro2’ -
ZNP z podsieci | - X'03’ -
PNP z KO Ignoruj Abend X°807°] Abend X‘'808°
ONP z KO Ignoru]j Abend X°*80B‘] Abend X*80C’
DNN z KO Ignoruj Abend X’8BOF'l Abend X'810°
PNP z podsieci | AbendX’801'| Abend X'802° X'04’
DNN z podsieci |. | AbendX’'812‘i Abend X’813’f Abend X’'814°
DNP z KO Ignoruj Abend X°818° Abend X’819°
DNP z podsieci | AbendX‘82F 't Abend X*830°’f Abend X*831°
PDN z KO Ignoruj Abend X'’'81C*'l Abend X’81D*
ZRP z KO Ignoruj Abend X’825° -
ZRP z podsieci Abendx’827°) Abend Xx'828° x'01"
PRP z KO Ignoruj Abend X°82Bf} Abend X*82C°
Uwagi: 1. Otrzymanie komendy ZRP, gdy uprzednio wydano komende ZRP,
jest traktowane jako potwierdzenie polaczenia (PRP).
2. Zadania do/z podsieci nie sa w postaci komend styku KO i
KC,
Port systemowy posredniczy w dialogu operatora systemu OSMVT

5.01 z oprogramowaniem sieciowym procesora EC 8371,

Wérod komend wprowadzanych przez operatora wyrdznia sig naste-

pujgce grupy:

- wysylanie datagraméw

- ustawianie kategorii monitorowania
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zmiany stanu kierunku sieciowego
zmiany stanu potaczenia sieciowego
zmiany stanu polaczenia transportowego.

Tabela 3
Tablica przejs$¢ portu normalnego (cz. 2)

X'03’ X'04’ X‘'07"’
oczekiwanie na “transfer danych . oczekiwanie na
PNP z KO PRP z KO
A'01’ X*o1’ X'01°’
X'00' X'00°* X*0e"
X'00" X*00’ X'00*
x'o4 i Abend X'809° Ignoruj

xX*01’ Abend X’80D’ Abend % °845°
Abend X’'B11' X'04’ Ignoruj
Abend X'80 3’ Abend X'804° Absnd X 805°
Abend X’'815° X'04’ Abend X'816°
Abend X’'81 A°* X'04° Ignoruj
Abend X’832' X'04' ) Abend X'833'
Abend X'81D’ X'o4’ Ignoruj
Abend X’'g€26°* X*04"* X'o1’
Oczekiwanie na X'07’ Abend X°’'829’
odp. z KO
Abend X*'82D° Abend X’82D' X'o1’
Komunikaty wyprowadzane do operatora naleza do jednej z nastepu-
jacych kategorii:

sygnalizacji bledéw wprowadzanych komend

odpowizdzi na pytanie o stan

sygnalizacji zmian stanu kierunku sieciowego
sygnalizacii stanu indywidualnych potaczen sieciowych

sygnalizacji o przesylaniu datagramow.
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4,3, Przeptyw danych

Do sterowania przepiywem danych w komputerze czolowym zostatly
wykorzystane makroinstrukcje nadzorcy (supervisora) programu NCP,
Makroinstrukcje NCP speiniaja c=tery podstawowe funkcje:

- zarzadzanie zadaniami

- zarzadzanie kolejkami

- -zarzadzanie buforami

-~ ustugi nadzorcy.

Obstuga portu normalnego, jak rowniez systemowego,jest procesem
(task) w sensie NCP., Makroinstrukcja ENQUE [4] dolacza bufor do wska-
zanej kolejki i budzi proces obstugujacy te kolejke. Obudzony proces
obsiuguje najpierw bajt sygnaidéw ze stacji transportowej, pdézniej w
kolejnosci: kolejke komend z KO, kolejke danych przyspieszonych i
komend sterujacych do KO oraz kolejke danych do KO,

Do pobierania bufordéw z kolejki siuzy makroinstrukcja DEQUE[@].

Do wstrzymania napiywu danych z KO siuzy mechanizm okna. Jesli
procesor EC 8371 nie potwierdzi danych, to KO nie moze nadsyla¢ dal=-
szych danych. Podobnie, jesli KO nie potwierdzi porcji danych, regu=-
lowanych wielkoécia okna, to procesor EC 8371 nie moze posyiac dal-
szych danych.

4.4, Procedura generowania sieciowego programu_procesora EC 8371.01

Program sieciowy procesora EC8371 generuje sig¢ ze zmodyfikowa=-
nych bibliotek generacyjnych Network Control Program. Procedure gene-
rowania mozna podzieli¢ na trzy etapy:

1. Generowanie konfiguracji sieciowej EC 8371,

2. Generowanie opisu zadan, ktorych wykonanie spowoduje utwo=-
rzenie programu sieciowego. Generowanie to wykonuje sig tak samo jak
generowanie sta;dardowego programu NCP z uwzglednieniem dodatkowych
parametrow makroinstrukcji generacyjnych. Rozszerzenia makroinstru=-
kcji dokonano podczas projektowania wezla, )

3. Wykonanie zadan generacyjnych, z ktoérych ostatnie zawiera
krok taczenia moduldéw w sieciowy program Zadowalny.

W etapie 1. sg tworzone statyczne struktury danych opisujace
konfiguracjg sieciowa. Dane te nalezy umiescic¢ jako czlon KONFIG
w zbiorze okreslorym przez parametr OBILIB makroinstrukcji BUILD [4],
¥ etapie 3. wykonuje sig¢ kompilacja wymaganych moduldw oraz
nastgpuje taczenie moduldw w program sieciowy. \/ czasie laczenia do
standardowych moduldédw programu NCP sa dolgczone moduly sieciowe.



(1]
[2]
[3l
(4]

[s]
(6l
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- THE INTERFACES AND FLOW CONTROL IN SKJS2 NETWORK , RELEASE 1

In the paper, the transparent intarface bestwesn = computer hoat

‘and computer node of SKJS2 network is presented. This inva-face
enables the utilization of application programmes in hoste of .
SKJS2, It is also applied between the MLOT programme {(intermedia=-
ry in communications) and an application programm= in the host,
The interface description contains descriptions of procedures,
structures of commands and implementation in the node.
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cug 1.
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PROBLEMY SYNCHRONIZACJI W STACJI TRANSFERU ZBIOROW

SIECI KOMPUTEROWEJ SKJS2 WERSJA 1

Oméwiono sposoby synchronizacji proceséw w stacji transferu zbio-
réw sieci komputerowej SKJS2 wersja 1 na tle ogdlnych metod syn~
chronizacji proceséw oraz uwarunkowan $rodowiska, w ktdérym sta-
cja transferu zbioréw powstata, Przedstawiono model synchroniza-
cji proceséw i jego realizacje na potrzeby stacji. Krotko oméwio-

'no zalety proponowanego podejscia.

1. PROBLEMY SYNCHRONIZACJI W STACJI TRANSFERU ZBIOROW

Wraz z powstaniem mozliwo$ci i potrzeb tworzenia oprogramowania

ztozonego z kilku proceséw traxtowanych jako programy sekwencyjne,
pojawita sie koniecznos$¢ ich synchronizacji. Korzystaja one zazwy-
czaj z pewnych wspdlnych zasobdéw, do ktdrych dostep w danej chwili
moga mieé¢ tylko niektére z nich (czesto tylko jeden). W przypadku
tworzenia programdéw dziatajacych wspdibieznie, ich twdércy znajduja
sie w nastepujacej sytuacji: z jednej strony dostepny jest im zbiér
metod synchronizacji, z drugiej zas $rodowisko programowe dostarcza
pewnych mechanizméw, za pomoca ktdérych mozna synchronizowal procesy.

D

éentrum Obliczeniowe Politechniki Wroetawskiej, Wybrzeze Wyspian-
skiego 27, 50«370 i/roctaw
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Ustugi dostarczane przez system operacyjny (érodowisko ) nie musza byc
gotowymi do wykorzystania mechanizmami synchronizacji. W wiekszosci
przypadkow charakter oprogramowania narzuca wybdr pewnych metod syn-
chronizacji. )

Wydaje sie, ze wspdipracujace procesy mozna podzielic na dwie
grupy rézniace sie sposobem synchronizacji:

1. Procesy, ktére zasadniczo pracuja niezaleznie, tzn. praca in-
nych procesdéw nie jest potrzebna do ich wiasciwego dziatania, korzy=
staja jedynie od czasu do czasu ze wspdlnych zasobéw érodowiska (dru-
karek, dyskéw itp.). Nad ich niezaleznoscia czuwa nadzorca systemu,
rozwiazujac problemy synchronizacji.

2, Procesy, ktdére wspdipracujac ze sobg wymieniaja przetwarzana
;nformacje (np. procesy bedace implementacja tej samej warstwy sieci
komputerowej pracujace w réznych komputerachﬁ

Stacja transferu zbiordéw zostala zaprojektowana jako zbidr wspdi-
prezcujacych ze soba podakcji. W terminologii systemu operacyjnego
0S/MVT przez pojecie podakcji rozumiemy zadanie, ktdre przez system
operacyjny traktowane jest jak kazde inne zadanie, Oznacza to, ze sy-
stem moze spowodowaC przejscie podakcji w stan “niegotowe", jezeli pod-
akcja musi na co$ czekaé. Przy tym zasady generalne, ustalone dla
catego systemu, sa stosowane do podakcji. Z jednej strony oczekiwanym
zdarzeniem moze by¢ na przykiad: zakonczenie operacji wejscia-wyjdécia,
ciebranie odpowiedzi od operatora, upiynigcie pewnego odcinka czasu,
uzyskanie mozliwosci modyfikacji zbioru przetwarzanego réwnoczesnie
przez wiele zadan. Z drugiej zad strony, podakcja traktowana jako pro-
ces moze sama przechodzic¢ w stan zawieszenia, oczekujac na realizacje
pewnego zdarzenia, uzaleznionego zazwyczaj od wykonania $cis$le ustalo-
nych czynnod$ci przez wspdipracujaca z nia podakcja. Innymi siowy, w pe-
wnych punktach podakcji realizujacej jeden proces musimy zakladal, ze
inny proces juz cos$ zdazyl zrobic.

W stacji transferu zbiordéw procesy wspdipracuja ze soba rodznie,
tzn, przez dostep do wspdlnych zasobdéw i przez wymiane komunikatow,
Réwniez synchronizacja w kazdej z tych grup jest zrdéznicowana i odby-
wa sig czesciowo bezposrednio przez system operacyjny 1 czesciowo
przez stosowanie mechanizmdéw utworzonych tylko na potrzeby stacji. W
stacji mozna wskazac nastepujace miejsca, w ktdorych nastepuje synchro-
nizacja procesow:

1. Stacja wysyla i odbiera tredc przesylanych zbiordéw. Musi byc
wigc rozwigzany problem dostepu do zbiordw przez stacje i inne progra-

my. ¥ tym przypadku skorzystano z systemowego mechanizmu synchroniza-



67

cji (makroinstrukcje supervisora ENQ i DEQ z odpowiednia nazwag re-
gionu krytycznego [4]).

2. Ze stacja wspbipracuja proéramy uruchamiane przez uzytkowni-
kow systemu transferu zbioréw, ktére wpisuja zlecenia do kolejki. W
tym przypadku réwniez skorzystano z systemowego mechanizmu regiondéw
krytycznych, ustalajac wiasnz jego nazwe.

3. Stacja komunikuje sig z inna stacja. Tutaj synchronizacje
zapewnia zastosowany protokél transferu zbioréw [5],,

4, Wewngtrzna budowa stacji jest wieloprocesowa (rys.).

P

o

by s Transfer
a N Sterowanie . T

P o (proces giéwny) |

z? ¢

e S —— - Transfer
n 2

i

e

Rys. Struktura stacji transferu zbiordw
Fig. File transfer station structur

Proces gtéwny o nazwie STEROWANIE nadzoruje prace stacji, po=
biera zlecenia z kolejki zlecen, poé$redniczy w przesytaniu komunika=~
téow do sieci oraz komunikuje si¢ z innymi procesami stacji, ktérymi
sg:

a) proces ZEGAR informujacy o uptywie kolejnego kwantu czasu,

b) procesy o nazwie TRANSFER (praktycznie w dowolnej liczbie) ,
ktére realizuja protokdi transferu zbiordw.

Utworzenie takiej struktury wynikio przede wézystkim z mozliwos~
ci podziaitu funkcji miedzy poszczegélnymi moduiami (procesami) oraz
z tego, ze systém 0S/MVT dostarcza $rodkéw do stosunkowo latwego
tworzenia programéw wieloprocesorowych (wspflbieZnychL Probleny,
ktére musieli rozwiazac twdrcy sami, to:

a) definicja wspdlnych struktur danych, zadanie to’ okazalo sig
dosc tatwe

b) definicja wtasnego modelu synchronizacji zgodnego z potrze=-

bami i mozliwosciami realizacyjnymi.
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2. MODEL SYNCHRONIZACJI PROCESOW

Przyjeto, ze procesy beda przesylac zadania wykonania pewnych
akcji migdzy soba przez dwa kanaly logiczne (po jednym dla kazdego
kierunku). Kazdy kanat moze sie znajdowacl tylko w jednym z dwdch

standw:

1. Kanat wolny - wtedy proces nadajacy moze zainicjowac¢ zadanie
wykonania pewnej akcji (zbiér mozliwych zgdan jest ustalony), Zada=-
nie spowoduje zmiang stanu kanaiu na zajety i uaktywnienie odbiorcy
(jesli byl zawieszony).

2. Kanat zajety - wtedy proces odbierajgecy moze wykonac zadana
akcje zmieniajac stan kanatu na wolny (po jej zakohdezeniu). W tym
stanie proces nadajacy nie moze inicjowac nadania kolejnych zadan
akcji.

W dowolnej chwili kazdy z procesow moze odezytywaé stan kanatu,
Istctna cecha zastosowanege modelu synchronizaeji jest to, ze zaden
z procesdw nie musi czekac ani na dotarcie zadania do odbiorcy, ani
na dostarczenie zgdania od nadawcy. Ma te istotne znaczenie W przy-
padku, gdy proces STERCWANIE przesyla de procesu TRANSFER dane ma-
jace by¢ zapisane na dysku, natomiast proces TRANSFER nie moze tych
danych zapisa¢ na dysku z pewodu chwilowej awarii.

3. REALIZACJA MODELU SYNCHRONIZACJI PROCESGW

W celu realizacji przedstawionego modelu synchronizacji wy-
korzystano nastegpujace mechanizmy i makroinstrukcje supervisora sy=-
stemu 0S/MVT (ich peiny opis mozna znalez¢ w pracy [47):

1. ECB = zmienna, z ktéra zwiazany jest mechanizm zawieszania
i uaktywniania procesdw ( podakcji). Zawartos$¢ ECB wskazuje na to
czy jaki$ proces jest zawieszony, moze zostac zawieszony lub nie
zostanie zawieszony. , )

2. POST (E£CB) - makroinstrukcja supervisora, ktéra uaktywnia
proces zawieszony lub zapobiega zawieszeniu takiego procesu, gdy
ten wykona makroinstrukcje WAIT (ECB). Proces identyfikowany jest
przez nazwg ECB,

3. WAIT (ECB) = makroinstrukcja powodujaca zawieszénie danego
procesu, az do momentu wykonania przez inny proces makroinstrukcji
POST (ECB). Oczywidcie proces nie bedzie zawieszeony, gdy wczesniej
zostaia wykonana makroinstrukcja POST (ECB).
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Jak mozna sie domy$lic, wartos$é¢ zmiennej ECB ustawiana jeet
przez system operacyjny. '

Po to, by wykorzystal opisane makroinstrukcje w celu realizacji
przedstawienego modelu synchronizacji, zdefiniowano wspdlng struktue-
r¢ danyeh, Penizej zostala ona pokazana dla potaczenia TRANSFER-
STEROWANIE ;

type
ARCJA = (wolny, akcjal, akcjaq,..,akcjan); {odpowi ada
o < stanowi kanalul
ECE = integer;
FOLE_SYNCHRONIZACJI = record
ecb_sterowania,

ecb_transferu 1 ECBj;
kanal_transfer_sterowanie : akcliaj
end;

Na zamiennej x typu POLE SYNCHRONIZACII proces STEROWANIE dziatla
wedlug nastgpujacege schematu:

with » do
begin
ecb_sterowania := 0;
wykonai_poczagtek;
while true do
begin
wait (ecb._sterowania);
@cb_sterowania 1= O
{iesli ecb_sterowania=0, to wykonanie wait (ecb_sterowania)
powodulie zawieszenie mrocesu 3
case kanal_transfer_sterowanie of
wolny : 3

5kcjai: if moZliwe_wykonanie~akcjii then
begin ]
wykonali_akclie_i;
kanal_transfer_sterowanie:=wolny;
post (ecb_transfer)

end;
end; {case’
end; <whilel

end; <with?

Natomiast proces TRANSFER moZe s2adaé wykonania pewnej akcji od
procesu STEROWANIE tylko wtedy, gdy wartos$¢ zmienne] kanal-transfer

-sterowanie = wolny, czyli kanai jest wolny.
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Analogicznie zostai zdefiniowany kanai dla kierunku przeciwnego,

Warto zauwazyé, ze; '

- proces nadajacy uaktywnia odbiorcg, jesli ten jest zawieszony
oraz uniemozliwia jego zawieszenie dopoki odbiorca nie sprawdzi sta-
nu tego kanatu,

- zaden z proceséw nie musi aktywnie czekac w petli na zadanie
innych procesow,

-, proces nadajacy zawsze jest odwieszany (je$li byt zawieszony
przez proces odbierajacy po zrealizowaniu zadania (jest w ten sposéb
informowany o zrealizowaniu akcji),

4, PODSUMOWANIE

Przedstawione sposoby synchronizacji w stacji transferu zbiorow
sprawdzily sig¢ w praktyce, poniewaz:

a) umozliwily niezalezne uruchamianie poszczegélnych procesow;

b) nie doprowadzily nigdy do jakichkolwiek probleméw z syn-
chronizacja w stacji,

c) stacja pracujac w warunkach peinego obciazenia wykorzystuje
okoto 10,4 czasu procesora, co wydaje sig wielkodcia dopu§zczalna;

d) metoda synchronizacji peini w oprogramowaniu stacji role me-
tody strukturalnej; wprawdzie nie nastepuje syntaktyczne sprawdze-
nie poprawnosci metody, ale latwe jest (co bylo robione) sprawdze-
nie "reczne" tekstu programu,

e) metoda jednolita dla calej stacji oraz innych komponentdw
oprogramowania komputera obliczeniowego(zwkaszcza oprogramowanie mo-
dutu MLOT) i nie zalezy od liczby typdéw akcji.

Okazalo sie tez, ze mimo braku nowoczesnego jezyka do progra-
mowania wspéibieznego (np. Concurrent Pascala), mozna uzyskaé po-
dobny komfort programowania stosujac sie jedynie do pewnych regul

programowania [1] (modul STEROWANIE zakodowany zostal w jezyku Pas-
cal 360).
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Praca wpiynela. do Redakcji 1988.03.28

SOME SYNCHRONIZATION PROBLEMS IN THE FILE TRANSFER STATION
OF THE NETWORK SKJS2 VERSION 1

The paper describes the methods of synchronization. of the pro-
cesses in the file transfer station of the network SKJS2 version 1,
one the base of general synchronization methods and the system OS/JS
enwironment conditions, The synchronization model in the file
transfer station and ite reaiization is presented, The advanta-
ges of this model are shortly deacribed,

[IPOBJEMH CMHXPOHVSAIIM B CTAHIMM TPAHCOEPA QA/IOB
B Hacrosme#l craTre mpelCTaBJAEHH CIOCOCH CHHXDOHU3ALME NIPCTUECCOE
B cTaHIMH TpaHchepa dalinor BHwMcsmTenvHO#l cern SKJIS2 Bepcua 1 Ha QoHe
OGUMX MeTONOB. CHHXDOHW3AIMY ¥ yCJOBufl CpemH, B KOTODO! OHa8 BOBHHKIA.
[IOKa3aHa MOIeJk cm{xpomzsarmn OpOIECCOB, e€ NOCTOMHCTBA H DEaJM3alms
B CTaHIMH,
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APARATURA PGMIAROWO-DIAGNOSTYCZNA
DLA SIECI KOMPUTEROWEJ

Skonstruowana aparatura pomiarowo-diagnostyczna speinia funkcje
analizatora/testera protokoiow, Urzadzenie skonstruowano dobu=-
dowujac do modutowego systemu mikroprocesorowego (MSM) trzy do-
datkowe karty oraz projektujac cate oprogramowanie. Jest ono zde-
komponowane na procesy i monitor, ktéry tworzy dla nich $rodowis-
ko do pracy wspdibieznej i w czasie rzeczywistym, W opracowaniu
podano cechy funkcjonalne urzadzenia oraz zasady wspdipracy pro=-
cesow w tym srodowisku,

1, WSTEP

Dodwiadczenia uzyskane w trakcie realizacji sieci MSK wskazywa-
ty, ze zastosowanie specjalistycznych urzadzen monitorujaco-testuja=-
cych wydatnie ulatwia diagnostyke i lokalizacje bieddéw transmisji
wynikajacych z nieprawidowej implementacji protokoiéw. W sieci
5K3S/2, w ktérej infrastruktura komunikacyjna byla budowana od pod-
staw, przewidywano podobna skale probleméw podczas diagnozowania ble-
déw w implementacjach protokoléw komunikacyjnych stosowanych migdzy
réznymi jej komponentami, De komunikacji miano stosowac rozne proto-
koty i to réznych klas. Planowano wiaczenie do sieci terminali sto=-
sujacych protokél asynchroniczny, synchroniczny znakowy BSC i syn-

¥ Centrum Obliczeniowe Politechniki Wroctawskiej, ‘/ybrzeze Wyspian-
skiego 27, 50-370 \Wrociaw
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chroniczny bitowy SDLC., Zastosowane w sieci SKJS/2 teleprocesory
przetwarzania miaty wykorzystywac¢ do wzajemnej komunikacji dwupozio-
mowy protoké: X.25 (protokél pakietowy X,25/3 i liniowy LAPB).

W fazie projektu funkcjonalnego i technicznego uwzgledniono te
wszystkie wymagania wzbogacajac je dodatkowo o takie opcje, ktodre
czynié¢ miaty budowane urzadzenie przydatne do jak najszerszej klasy
zastosowan., W czasopismiennictwie technicznym sa opisywane podobne
urzadzenia i podzielic¢ je mozna umownie na dwie klasy., W pierwsze]j
mieszcza sige te, ktére speiniajs najogélniej rozumiane funkcje ana-
lizatora/testera protokoioéw. Do klasy drugiej naleza te, ktdére do-
datkowo wypeiniaja funkcje sterujace w podsieci komunikacyjnej ( zbie=
ranie danych i wyznaczanie drdég, optymalizacja wykorzystania zasobow
podsieci ). W poczatkowej fazie'projektowania budowane urzadzenie
miato naleze¢ do drugiej klasy i tworzyc¢ zintegrowany system pomia-
rowo=sterujacy (SRS)- Ze wzgledu na poczynione ograniczenia w kon-
cepcji caiej sieci SKJIS/2 zrezygnowano z aktywnego sterowania w pod-
sieci komunikacyjnej i zbudowana aparatura o "historycznej" nazwie
SPS jest urzadzeniem klasy pierwszej. Urzadzenia podobnego typu pro=
dukuje wiele firm elektronicznych, np. [11,[2], [5], lecz na przeto-
mie lat 1983/1984 (start tematu) byty one w Polsce niedostepne.

W punkcie 2 artykuiu opisano cechy funkcjonalne SPS ilustrujac
je pomiarami przykiadowymi. Przykiady dobrano tak, aby pokazal za-
stosowanie SPS do monitorowania /testowania transmigji wediug rodz=
nych protokoiléw, podac¢ ich parametry i zakresy wartosci. W punkcie 3
opisarn budowg oprogramowania SPS. Jest ono zdekomponowane na proce-
sy i monitor. W pracy opisano elementy skladowe struktury pojedyn=-
czego procesu i szczegdiowo podano usitugi monitora, ktéry tworzy dla
proceséw srodowisko do ich wzajemnej synchronizacji, komunikacji i
podziatu zasobéw. W kolejnym punkcie zestawiono wykorzystane przy:
budowie SPS standardowe moduly systemu MSM oraz podano podstawowe
charakterystyki specjalnie zbudowanych, dodatkowych kart. Calosc kon-
czy ocena implementacji wraz z uwagami o mozliwosciach modyfikacji i

rozbudowy SPS.

2. CECHY FUNKCJONALNE

Zbudowana aparatura pomiarowo-diagnostyczna [4] moze by¢ stosowa-
na do:

- monitorowania transmisji przechodzacej przez styk S2,

~ testowania komponentdéw sieci komputerowej potaczonych z SPS

stykiem S2.
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W pierviszym przypadku SPS jest potaczony tréjnikiem z uktadem
pomiarowym i jest obserwatorem oraz rejestratorem dialogu. W drugim
przypadku SPS jest aktywna strona dialogu, tj. generuje do uktadu
sekwencje znakdw i/lub bitow oraz rejestruje nadsyiane odpowiedzi,
W obu przypadkach parametry mechaniczne, elektryczne, funlkcjonalne
i proceduralne styku S2 sg opisane przez zalecenia V.24/V.28.

W maksymalnej konfiguracji programowo-sprzgtowej SPS ma reper-
tuar 24 komend, w tym 6 komend pomiarowych, 9 komend redagujaco-
wyprowadzajacych i 9 komend‘pomocniczych.

2.1. Monitorowanie

SPS umozliwia monitorowanie na dwéch poziomach szczegdlowodci.
Poziom pierwszy to monitorowanie standw obwodow styku S2 o numerach
ze 2bioru(103,..115,125). Poziom drugi to monitorowanie transmisji
prowadzonej wediug jednego z nastgpujacyh protokoidéw: asynchronicz=-
nego, BSC, LAPB, SDLC i X.25/3 ( pakietowego).

Komendy i parametry monitorowania sa do SPS wprowadzane dialo=-
gowo, Koniec dialogu okresla moment rozpoczecia pomiaru, lecz koniec
pomiaru wynika juz z jego typu. W przypadku monitorowania stanu obwo-
déw styku S2 pomiar konczy sige w momencie zapelnienia wewngtrznego
bufora o ustalonej generacyjnie pojemnosci. Na rysunku 1 podano przy-
ktad dialogu i uzyskanych wynikéw dla opisanego typu pomiaru.

Schemat. pomiaru na drugim poziomie szczegdiowosci jest bardzie]j
ziozony i wymaga trzech typéw informacji:

- charakterystyki monitorowanego protokoZu

- ogdélnych warunkéw transmisji i pomiaru

-~ warunkdéw zakonczenia monitorowania, tzw, pulapek.

Pierwszy typ informacji $cisle zalezy od rodzaju protokoXu i np.
dla protokoiu asynchronicznego nalezy poda¢ informacje o:

~ diugosci znaku '
~ diugosci elementu STOP

- typie parzystosci,

Drugi i trzeci typ informacji maja czeéci jednakowe dla wszyst-
kich rodzajéw protokoléw oraz czgs$ci specyficzne dla danego rodzaju
protokoiu. Na przykiad dla protokoiu LAPB, definujac warunki pomiaru,
podaje sig informacje o

- szybkosci transmisji

- koniecznecsci rejestracji (1ub nie) czasu pojawiania sig jedno-

stelk protokoiu A
- typie kodowania (NRZ vs. NRZI)
-~ lokalizacji SPS wzgledem DTE.
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MI
¥ INTERFACE MOMITOR X

I
-

Sample step 0.1 ms % (1... &33I5)
Dizplayed circuits (Y/MN)

# 125 = N
# 115 =Y
# 114 =Y
# 113 = N
# 112 =N
# 111 = N
# 110 = N
# 109 =Y
# 108 = N
# 107 = N
# 106 = N
# 105 = N
# 104 =Y
# 103 =Y
X X *
a)l

X INTERFACE MOMITOR X
START 14:25:22
SAMFLE STE® 1

CORRECT TRAP
CIRCUITS STATES

103 | l ]

t0a 1 I

109

NNyl Ny ey NN Ny e el

b)

-
—
w

Rys. 1, Monitorowanie stamu obwodéw styku S2:
a - wprowadzenie komendy, b -~ kopia wynikdéw

Fig. 1, Interface monitoring: a - command delivery, b = results

Przyktadowo, definiujac putapke koficzgcg monitorowanie transmi=
cji wediug protokotu BSC, nalezy poda¢ czy jest nig jedno z nastgpue
jacych zdarzen:

- upiyw czasu

- zapelnienie bufora pamigci pojemnod¢ na 100 jednostek prote=-
kotu s$redniej diugosci

- przepiyw k-tej jednostki protokolu



77

~ n~krotne wystapienie bledu sumy kontrolnej

- m-krotme wystapienie sekwencji najwyzej 6 znakdéw (z operacja
maskowania dowolnych bitow). '

Wezystkie warunki, z wyjat%iém pierwszego, mogg definiowac nie=-
zalezne lub wspélne pulapki dla strumienia odbiorczego(RX ), nadaw-
czego (TX) lub wspélnego (TX + RX).

Przykiadowa posta¢ dialogu ustalajacego warunki monitorowania

transmisji wediug protokoiu X.25/3 przedstawiono na rys, 2. Pomiar
¥ ME , .
¥ BIT-ORIEMNTED FFOTOCOL MOMITOR X

Line. speed (500...94600) = 2400
Protocol LIASLX) = X
Your tester local to DTE (Y/N) =Y
Time mark (Y/MN) =Y
NRZII (Y/N) = N
- Trap events -

Time limit (Y/N) . =Y

Value (m:s) =2
Traps def. for

(CE/BS/TX/RX/NO) = BS

TX

FC8 (Y/M) =Y

No (1...&65535) = 10
Abort (Y/M) =Y
. No (1...&£352%5) = 20
Euffer full Y/M) =N
Fattern (Y/N) = N

RX

FCS (Y/N) = N
Aoort (Y/MN) =N
Euffer full (Y/N) =Y
Pattern (Y/M) =Y

Length (1...6) =2

# 1 = 11XX00XX
# 2 = 1111XXXX
No (1...85525) = 10
* * X

Rys. 2. Befiniowanie warunkéw i putapek monitorowania
) transmisji wedlug protokolu X.25/3

Fig. 2. X.25/3 transmission monitoring = parameters
and traps initialization
rozpoczyna sie z chwila wprowadzenia wymaganych danych, a koficzy w
momencie zarejestrowania przez SPS zdarzenia realizujacego ?dafinio-
wang pulapke. W dowolnej chwili monitorowanie mozna przerwac, ze- ’
trzymaé lub uzyskaé raport biezacy z jego przebiegu. Z chwila zakon=-
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¥ LAFE FPROTOCOL MOMITOR X
Start 102272 Duration 00:04:456:720

Pattern TX Trap
Fattern TX

XXXXXX11

Fattern RX

XXXXXXO1L

Results TX RX
U & &
e b b
1 z 3
FCE Errors 0 Q
Aborts (o] (0]
Fatterns 11 s

Rys. 3. Monitorowanie transmisji wedlug protokoiu LAPB -
raport koncowy

Fig. 3. Final raport of LAPB transmission monitoring

czenia pomiaru SPS generuje raport koricowy ;swierajacy miedzy innymi

dane o czasie trwania pomiaru, przyczynie zakoniczenia, rodzajach i

ilod$ciach zarejestrowanych jednostek. Ten rodzaj raportu, z menito-

rowsnia transmisji wediug protokoiu LAPB, przedstawienc na rys. 3.

W trakcie trwania pomiaru SPS zbiera wszelkie istotne informacje

o wszystkich obserwowanych jednostkach protokotu, a w buforze cyklicz-
nym jest pamigtanych po 100 jednostek ostatnich z kazdego strumienia.
Po skonczonym pomiarze moge one by¢c przedmiotem dalszej analizy.

Komendy sterujgce redagowaniem i wyprowadzaniem sa tak dobrane,
ze pozwalaja dokona¢ analizy jednostek protokoiu na réznym poziomie
szczegbélowodci, w tym zilustrowac ich strukture, wartosci parametriéw
oraz dynamike¢ wymiany. SPS rejestruje wszystkie przepiywajace jedno-
stki, réwniez nierozpoznane, jezeli tylko ich struktura, byc moze
szkieletowa, umozliwia synchronizacje¢ ukladu sprzegajacego. Takie nie=
rozpoznane jednostki sa w raporcie biezacym/korficowym specjalnie klasy-
fikowane, a ich tred¢ nalezy wyprowadzaé szesnastkowo. Jezeli wszystkie
jednostki monitorowanej transmisji naleza do ustalonego protokoiu, to
ich wyprowadzanie i analiz¢ wygodniej jest prowadzi¢ w trybie procedu-
ralnym, tj. zlecajac SPS ich dekodowanie zgodnie z wtasciwym formatem.

Rysunki 4 i 5 zawieraja wydruk w trybie szesnastkowym i procedu=
ralnym tego samego fragmentu zarejestrowanej transmisji prowadzonej
wediug protokoiu LAPB,
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STREAM

1061440 OF ZIF ?
06340 O1 IF ?
62580 (01 72 . B
0&6: 600 03 73 . -
21 0&: 660 O 00 10 00 FE 07 00
94 06:720 01 00 10 00 FB 00 00
Last =ntity of TX

TX 10:22: 061740 01 21

Last entity of RX

RX 10:Z2:06: 800 03 21 [

TE = 1

A E c D D(w ASCII)

Rys. 4., Wydruk szesnastkowy zawartosci bufordéw rejestrujacych
monitorowanie transmisji wediug LAPB! A = typ strumienia,

.B -~ wskaznik poprawnoéci przesylania ramki, C - czas, D - za-

“wartoasc
Fig, 4. LAPB transmissics monitoring - hexadecimal listing of
buffers

XY zT W
TX + RX STREAM l 1 l l _l
TX 10:72:056:440 0OZ C F U SABM
RX 2:06:540 01 C P U SAEM
TX 21061380 R F U UA
RX 2:086: 6500 R F U UA
TX I2:106: 650 c I1I N(RY=0 N(S)=0
' Q0 FB 07 OO
RX 1083520062720 01 C I1I N(R)=0 N(§)=0

10 00 FER 00 0O

Rys., 5. Wydruk proceduralny zawartos$ci buforéw rejestruja-

cych monitorowanie transm%sai wediug LAPB: X - pole adresu,

Y - rozkaz (C)/odpowiedz RJ,Z - stan bitu P/F, T - typ ram-
ki, W = nazwa i wskazniki :

Fig. 5. LAPB transmission monitoring = procedural listing
of buffers

2.2, Testowanie

SPS umozliwia prowadzenie testowania dwdéch rodzajéw. Pierwszy

rodzaj to tzw, testowanie standardowe. Realizowana procedura - test
5118 wediug CCITT - pozwala zmierzyc¢ elementowg i blokowa stopg bie-
déw wybranego -kanatu transmisji danych. Rodzaj drugi to tzw. testo-
wanie programowe wykorzystujace specjalnie zbudowany jezyk do nada-
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wania, odbioru i analizy bufordéw danych miedzy SPS a $rodowiskienm
testowym, .

Zainicjowanie testowania standardowego jest mozliwe po zestawie=
niu odpowiedniej konfiguracji i wprowadzeniu do SPS informacji o:

- konfiguracji podlegajacej testowaniu,

- warunkach zakoriczenia testowania (liczba cykli lub czas).

W testowaniu programowym uzytkownik SPS ma do dyspozycji specjal-
ny jgzyk programowania testow (tpL), ktorego instrukcje zestawiono w
tabeli, V/ TPL obiektami dziaian sa bufory, liczniki i stopery. Bufory
stanowia podstawowe struktury danych. Zawarte w nich informacje sa na-
dawane/odbierane do/z urzadzenia testowanego i podlegaja odpowiednie]j
analizie oraz obrdébce., Liczniki i stopery sa strukturami pomocniczymi
i umozliwiaja tatwa organizécje.petli wraz z warunkowaniem dzialan
uptywem czasu. Eksploatacyjna wersja SPS dopuszcza uzywanie 16 bufo~
réw o definowanej diugosci, 8 stoperdéw zliczajgcych z rozdzielczoscia
20 ms i 8 licznikéw 8-bitowych.

Tabela

Jezyk programowania testow

Kod | Sktadnia Opis

Cco HALT Zatrzymanie programu testu

01 EXIT Koniec definicji programu testu

10 SEND Bi Nadaj bufor Bi

20 RCEV Bj Odbieraj dane do bufora Bj

30 CMP Bi, Bj Poréwnaj dane w buforach Bi i Bj

31 MASK Bi, Bj Zeruj bity w Bi zgodnle zZ wzorcem Ww Bj

32 TEST Bi, Bj Zlicz w liczniku CO rodznice bitdow miedzy
. Bi i Bj

40 JUMP NK Skocz bezwarunkowo do NK

41 JPEQ NK Skocz do NK, gdy bufory jednakowe

42 JPNQ NK Skocz do NK, gdy bufory niejednakowe

43 INS  NK Skocz do NK, gdy nadawanie niepoprawne

44 JINR  NK Skocz do NK, gdy odbidr niepoprawny

45 JLEQ NK Skocz do NK, gdy Ci réwny O

45 INLQ NK Skocz do NK, gdy Ci nierdwny O

47 JPTQ NK Skocz do NK, gdy Ti rdéwny O

5 WAIT n Czekaj n x 20 ms, n <255

51 RUNT n, Ti Wpisz n do stopera Ti i odblokuj zliczanie

52 SET n, Ci Wpisz n do licznika Ci

53 STPT Ti Zatrzymaj stoper Ti

60 CLR Ci Zeruj licznik Ci

62 INC Ci Codaj 1 do Ci

63 DEC Ci Odejmij 1 od Ci

Na rysunku 6 przedstawiono kod programu testu, w ktérym SPS,
speiniajac role DTE w protokole X.25/3, przeprowadza w wybranej linii
procedurg restartu. Nastgpuje ona po fazie nawiazania poiaczenia li-
niowego zgodnie z wymaganiami protokoXu LAPB,
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¥ FROGFAMMAELE TEST
Line zpeed (&00...92500)
Modem speed (H/L)
Line mod (H/D)

Frotocol class (C/R)
Frotocaol (H/S)
NRZI (Y/MD
INSERT TESTING FRBGRAM
31 (=19} CLR Co
2 20 RCEV RO
z =0 WAIT 10
4 44 JNF Z
g &2 INC co
& 30 CMF BO, E1
7 42 JFNE 2
8 10 SEND B2
? S50 WAIT 2
10 47z JINS e
11 20 RCEV EZ
2 50 WAIT 3
12 44 JNFK 12
14 =0 CMF BT, B4
15 41 JFEQ 20
146 10 SEND BS
17 S0 WAIT 2
18 47z JINS 17
19 40 JUMF 14
20 10 SEND E&
21 20 WAIT 2
22 47z JNG 21
27 0] HALT
24 i EXIT
¥ X X

¥

W wn
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400

odbierz ramke

odebrano SAEM 7
nie, skocz ’

tak, nadai UA

odtierz ramke

odebr. RESTART REQUEST 7
tak, skoc:z
nie, nadai RR

nadai RESTART CONFIRMATTION

stop
koniec definicji

Rys, 6, Test programowy = procedura restartu wediug X.25/3

(w buforach B1, B2, BS wstawiono wzorce ramek SABM,UA, RR

a w buforach B4, B6 wstawiono wzorce pakietéw RESTART REQU
EST i RESTART CONFIRMATION)

Fig. 6., The programmed test (restart procedure according

X.25/3)

Programujac sekwencje testowe uzytkownik SPS ma do dyspozycji,
oprécz instrukcji jezyka TPL, réwniez inne komendy systemu, Situza
one do podziaiu przestrzeni dostepnej pamigci na wymagana liczbe
buferéw, zapisania i edycji danych w tych buforach, zapisania i edy-
cji definicji testu oraz uzyskania raportu btiezacego i koncowego z

realizacji testu programowego.

Nalezy tutaj podkreélic uniwersalnos¢ rozwigzania., SPS nie rea-
lizuje stalych, wbudowanych sekwencji testowych, lecz oferuje jezyk
i dane do generowania takich sekwencji, Istniejace standardowe sprze-
gi SPS, przeznaczone do transmisji synchronicznej znakowej lub bi-
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towej, umozliwiaja testowanie urzadzen pracujacych wedlug réznych
protokoléw., Najczesciej stosowane sekwencje testowe moga tworzyc bi-
blioteke procedur skiadowana na urzadzeniach zewnetrznych. Jedynym
ograniczeniem implementacyjnym testu programowego jest to, Ze nie

moze on zawierac¢ wigcej niz 127 linii programu.

3, BUDOWA OPROGRAMOWANIA

SPS nalezy do klasy systemdw dziatajacych w czasie rzeczywis-
tym. Budowa oprogramowania aplikacyjnego dla takiego systemu opiera
sig zwykle na systemie operacyjnym gwarantujacym wspdibieznosc, syn=-
chronizacje i komunikacje procesdéw. Rozwiagzaniem alternatywnym jest
budowa specjalizowanego monitora, co zwykle gwarantuje krdétszy czas
reakcji systemu na pojedyncze przerwanie, krbtszy czas przetaczania
proceséw i mniejszy obszar pamieci przeznaczony na kod systemu (moni=
tora), Te trzy istotne cechy monitora uzyskuje sig kosztem rezygna-
cii z pewnych ustug systemu operacyjnego stanowiacych o jego uniwer=-
salnogci, a zatem i przydatnosci dla wielu aplikacji. Budowe opro-
gramowania SPS oparto na specjalizowanym monitorze, rezygnujac -
po analizie - z giebokich modyfikacji firmowego systemu DOPS zgodny
z CP/M). W fachowej literaturze opisanc wiele realizacji monitorow,
Implementacje monitora dla SPS oparto na pracy [6], adaptujac mo-
delowe rozwiazanie do innego sprzetu i rozszerzajac liste usiug zgo-
dnie z wymaganiami procesdéw aplikacyjnych. '

Oprogramowanie aplikacyjne zdekomponowano na pewna liczbe sta-
tycznych procesoéw, z ktérych kazdy realizowal sig na pewnej maszynie
wirtualnej. Dla pojedynczego procesu maszyneg taka tworzy procesor z
pamigcia wspolna i dzielona, system przerwan (zrédio pierwotnych
zdarzen w systemie) oraz monitor, dostarczajacy miedzy innymi uslug
synchronizacji i komunikacji miedzyprocesowej. Monitor, tworzac $éro-
dowisko dla procesdédw kodowanych w jezyku makroasemblera, narzuca im
strukturg., Elementy skladowe struktury procesu przedstawiono na rys.7.

Jak to wynika z rys. 7, kazdy z procesdw ma trzy punkty wejscia,
Wlyznaczaja one kod prologu, epilogu oraz startu "normalnego”. Kod
prologu kazdego z procesdéw jest wykonywany w momencie " {re)startu mo-
nitora i dzialanie to pozwala na ustalenie stanu poczatkowsgo proce=
su. Monitor aktywuje proces od etykiety epilogu, tj. DHi, jezeli in-
ny proces zazada usunigcia podanego procesu z systemu, Mdnitor, uru=
chamiajac proces od etykiety epilogu DHi, usuwa go ze wszystkich ko=
lejek, w ktérych taki proces mégi oczekiwaC na speinienie swoich za-

dan i kcd epilogu musi gwarantowa¢ integralnosé danych usuwanego
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Priorytet

Obszar pamigtania kontekstu

Obszar komunikacyjny

Obszar stosu procesu

Obszar zmiennych procesu

DFi: Kod procesu
DIi: Kod procesu - prolog
DHi: Kod procesu = epilog

Rys. 7. Elementy skladowe struktury procesu
Fig. 7. Elements of the process structure

procesu., Po procedurze (re)startu wszystkie procesy maja w swoich
strukturach danych ustawiony stan poczatkowy i sa gotowe do "normal=-
nego” startu od etykiedy DFi, Podczas wykonywania niektérych uslug
monitor przetacza procesy, Jezeli proces zwalnia procesor, to jego
$lad jest pamigtany w "obszarze pamigtania kontekstu”.

3,1, Ustugi monitora

W opis'ywanym systemie monitor tworzy srodowisko i zarzadza sta=-
tyczna liciga procesdéw o statych priorytetach., W systemie jednopro=-
cesorowym tylko jeden proces moze w wyrdznionej chwili wykonywac sig
na procesorze, Pozostale procesy przebywaja w jednej z czterech kole-
jek, tj. procesora (gotowosci), zadan aktywacji, czasowej i czasowo=-
-zdarzeniowej. Monitor przesuwa procesy migdzy kolejkami w wyniku rea-
lizacji zleconych mu usiug, ktére z punktu widzenia procesu naleza do

kilku grup, Przede wszystkim stuza one do:

- aktywacji/deaktywacji proceséw
= synchronizacji z innym procesem
- przesylania komunikatéw miedzy procesami

- odmierzania czasu,
Kazdy proces moze zazada¢ aktywacji/deaktywacji innych procesow

lub deaktywacji samego siebie, Wymaga to uzycia ustug monitora o na-
stepujacych definicjach (1 - identyfikator procesu):
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ACTIVATE (I}: jezeli proces I nie jest zawieszony w kolejce czaso-
wej lub czasowo-zdarzeniowej, to jest wstawiany do kolejki proce-
sora wraz z procesem bieZzacym; w przeciwnym razie proces I jest
wstawiany do kolejki zadan aktywacji, a proces biezacy do kolejki
procesora,

DEACTIVATE (I ): proces I jest usuwany ze wszystkich kolejek i z ety-
kieta epilogu jest wstawiany do kolejki procesora wraz z procesem
biezacym,

HOLD (n): proces biezacy zwalnia procesor i jest wstawiany do kolej-
ki czasowej, skad po upiywie n tikdw jest przesuwany do kolejki
procesora,

BYE: proces biezacy zwalnia procesor; jezeli kolejka zadad aktywacji
'tego procesu jest niepusta, to jest zmniejszana o 1 i preces jest
wstawiany do kolejki procesora.

W celu synchroﬁizacji jednego procesu z innym wprowadzono pojecie
zdarzenia, Moze byé  ono sygnalizowane (ustawiane ), zerowane i
.oczekivane przez pewien proces. Cechag wyrdzniajaca jest to, Ze moni=-
tor buforuje zdarzenia. Jezeli przez E oznaczymy zdarzenie, to w tej
grupie sz dostepne ustugi o nastepujacych definicjach:

WwaIT (E, n): jezeli kolejka zdarzenia jest niepusta, te jest
zmniejszana o 1, & proces zwalniajac procesor jest ponownie wstawia=-
ny do kolejki procesora; jezeli kolejka zdarzenia jest pusta, te pro=-
ces zwalnia procesor i jest wstawiany do kolejki czasowo-zdarzenie-
wej na maksymalny okres n jednostek czasu (tikéw), a zdarzenie jest
znakowane jako oczekiwane;

SEND (E); jezell zdarzenie jest oczekiwane, to jest zerowane, a
procesy biezacy i oczekujacy na E sa przesuwane do kolejki procesora;
jezeli kolejka E jest pusta lub jest niepusta, a E nie jest oczekiwa=-
ne, to kolejka E jest zwiekszana o 1, a proces biezacy przechodzi do
kolejki procesora;

cLear (g): kolejka E zostaje wyzerowana, a proces biezacy jest
przesuwany do kolejki procesora. :

Jezeli proces jest wznawiany, ta w jego obszarze komunikacyjnym
jest informacja czy:
- zdarzenie E juz oczekiwalo na konsumenta,
- zdarzenie E wystapilo przed czasem przeterminowania,
- czas minai, a zdarzenie E nie wystapilo.

Sa dwa sposoby komunikacji miedzy procesami. Sposéb pierwszy to
dostep do wspdlnych danych dzielonych. Integralnosc takich danych nie
jest gwarantowana przez monitor i musi by¢ realizowana przez procesy
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(co atwo osiagna¢ korzystajac z usitug WAIT{..) 1 SEND(..) . Sposéb
drugi to komunikacja przez przesylanie buforéw z wiadomosciami (komu-
nikatami), Bufory dla komunikatoéw sg pobierane z puli bufordéw systemu,
Sa ich dwa rodzaje, tj. krétkie i diugie o liczbie i rozmiarach usta-
lanych generacyjnie, Definicje ustug monitora w tej .grupie sa nastg-
pujace:

GETSHORT_BUF: jezeli lista krotkich lub diugich buforéw systemu
jest niepusta, to jest zmniejszana o 1 i adres bufora (p ) jest przeka-
zany procesowi,

GETLONG_BUF: jezeli lista diugich buforéw systemu jest niepusta,
to jest zmniejszana o 1 i adres bufora (p ) jest przekazany procesowi,

FREE_BUF(p): bufor o adresie p jest doilaczony do listy buforéw
wolnych,

SEND_COMM (I,p): do procesu I jest przesytany komunikat uformowa-
ny w buforze o adresie (p bufor jest dopisywany do kolejki wejsécio=
wej wskazanego procesu),

CHECK_QUEUE: jezeli kolejka wejsciowa biezacegc procesu jest nie=~
pusta, to jest zmniejszana o 1 i adres pierwszego bufora jest przeka-
zany procesowi przez jego obszar komunikacyjny.

Procesy pobierajac bufory z puli systemowej nie maja przy tych
ustugach jednakowych uprawnien, Uprawnienia wynikaja z priorytetu pro-
cesu, ktéry jest argumentem funkcji progowej rozstrzygajacej czy dla
danege procesu monitor ma bufory wolne.

Ostatnia grupg tworza usiugi wykorzystywane przez procesy do
odmierzania czasu. Sa to:

STARTTIC_TIM (n,j): aktywacja czasomierza j z nastawag dla odlicze-
nia n tikow,

STGPTIC_TIM(j ): wylaczenie czasomierza j,
STARTMIN_TIM(n): aktywacja minutnika z nastawa dla odliczenia n minut,

STOPMIN_TIM: wylaczenie minutnika.

4, MODULY SPRZETOWE

SPS zosta} zbudowany z moduiéw systemu MSM [3] firmy Impol-i
oraz specjalizowanych kart sprzggajacych [4] zaprojektowanych i wyko-
nanych w Politechnice Wrociawskiej, Fodstawowa konfiguracja SPS jest
przedstawiona na rys. 8, Architektura systemu MsM, jak i funkcje jego
standardowych medutéw, sa szczegdlowo zdokumentowane w pracy [3].
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MSM~MD =2 MSD - 25
USMB-128k ITSC-:LA‘ CRTC-1 . ! FLOPC=1
BUSMAT
KASCII [—] CPU-85 KARTA A KARTA B KARTA C
DZM=180
fopcja)

- Rys, 8., Podstawowa konfiguracja SPS
Fig. 8, Basic configuration of the SPS

Wszystkie moduly sa umieszczone w kasecie wraz z zasilaczem impulso=
wym MSM=SPS=1 i poiaczone standardowym interfejsem migdzypakietowym
BUSMAT, Sa to: .

- modul jednostki centralnej MSM=CPU-85 z procesorem 8085 pracu-
jecym z czgstotliwoscia zegara 3.072 MHz

- modul pamigci MSM-USMB 128k stanowiacy pamieC operacyjna syste=
mu e2realizowang jako pamigl statyczna RAM o pojemnosci 64 KB

- modul obstugi przerwan MSM-ITSC-1 stanowiacy programowany ste=
rownik o$miu przerwan priorytetowych systemu '

- modui sterownika monitora ekranowego MSM=CRTC=-1

- modul sterownika pamigci na dyskach elastycznych MSM=FLOPC=~1

- modul sprzegajacy do monitorowania obwodéw styku S2 (karta A)

- modul sprzegajacy do minotorowania/sterowania transmisji asyn=
chronicznej i synchronicznej znakowej (karta B)

- modul sprzegajacy do monitorowania/sterowania transmisji syn-
chronicznej bitowej (karta C).

Standardowe urzadzenia zewngtrzne systemu SPS stanowia:

= klawiatura alfanumeryczna MSM=KASCII dolaczona do modutu CPU=85

- monitor monochromatyczny MSM=MD~2 dolgczony do modutu CRTC=1,

Karta A stuzy do monitorowania obwoddéw styku S2 w programowanych
odstgpach czasu., Blok portu wejsciowego oraz blok programowanego gene-
ratora przerwan zbudowano z wykorzystaniem odpowiednio uktadu 8255 i
uktadu licznika 8253, Wbudowany blok konwersji pozioméw sygnatéw pozwa-
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la wspdipracowac z modemami typu EC 8013 i EC 006 lub innymi zgod=-
nymi z nimi mechanicznie, elektrycznie i funkcjonalnie, Kaskadowe po-
fgczenie dwoch licznikéw ukiadu 8253 pozwala uzyskac zakres czasdw
migdzy probkowaniami od kilku mikrosekund do 2000 s, Ograniczenia pro-
gramowe podnosza jednak minimalny prég do wartoéci 50 mikrosekund,

Karta B siuzy do monitorowania lub sterowania transmisja danych
przez styk S2 dla protokoXéw asynchronicznych i synchronicznych zna-
kowych, Blok transmisji zbudowano z uzyciem dwéch ukladdw 8251A, ktore
w zaleznos$ci od trybu pracy sa wykorzystywane jako uktad nadajnika -
odbiornika lub dwa ukiady odbiornikéw, Karta ma wiasny blok zegara
(dwa liczniki ukladu 8253)’ co umozliwia programowy wybdr wewnetrz-
nej lub Zewng trznej (modemowej) podstawy czasu, Systemowy port wej =
$ciowy umozliwia odczyt wybranych linii styku S2, a port wyjsciowy
umozliwia sterowanie obwodem 111, wybér podstawy czasu, maskowanie i
otwieranie przerwan z bloku transmisji. Blok konwersji poziomdéw syg-
natéw jest aralogiczny jek w karcie A,

Karta C situzy do monitcrowania lub stercwania transmisija danych
przez styk S2 dla protokoiéw synchronicznych bitowych, Blok transmi-
sji zbudowano z uzyciem dwéch ukiadéw 8273, ktoére w zaleznoso ol
trybu pracy sa wykorzystywane jako uktad nadajnika-odbicrriika 1.0
dwa uklady odbiornikéw, Zaprojektowana konfiguracia vmozliwia nbsiu-~
ge ukladow 8273 trzema sposobami, lecz w SPS uklady te sa obsiugiwa-
ne w trybie programowego DMA, Karta ma wiasny oscylator kwarcowy o
czestotliwoéci 4 MHz i blok zegara zbudowany z licznikéw ukladu 8253,
Systeméwy port wejsciowy Qraz z portami wewngtrznymi ukladoéw umozli-
wia odczyt stanu wybranych linii styku S2, co zapewnia latwg diagno-
styke zachowan modemu, Port wyjsciowy umozliwia wybér podstawy cza-
su oraz maskowanie i otwieranie przerwan od uktadéw 8273, Blok kon-
wersji pozioméw sygnaloéw jest analogiczny jak w karcie A.

5, OCENA IMPLEMENTACOI

Do budowy oprogramowania zastosowano do$c prymitywne narzegdzie
jakim jest jezyk makroasemblera., W rezultacie wymagane bylo napisa-
nie prawie 22 tysigcy linii programu zrédlowego. Kod wynikowy wszy-
stkich procedur monitorowania oraz testowania zajai odpowiednio 34 i
26 CB pamieci operacyjnej nie liczac obszardéw na bufory, Pigcicosobo-
wy zespél projektowy pracowat nad tym zagadnieniem przez 1,5 roku.

Podstawowa cecha uzytkowa budcwanej aparatury miala by¢ jej zdol=-
nosc do monitorowania i testowania transmisji dupleksowej w caiym ty-

po szeregu az do wartoséci 9600 b/s witacznie., Szacunkowe obliczenia
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dokonane w fazie projektowej nie dyskwalifikowaly osiagnigcia tej szyb=
kosci, Przeprowadzono caly cykl testowan definiujac rdznag liczbe pula-
pek monitorowania, & tym samym wplywajac na czas procedur obsiugi przer-
wan i analizy danych gromadzonych do analizy w czasie rzeczywistym,

We wszystkich tych przypadkach, facznie z szybkoscia 2600 b/s, SPS nie
rejestrowal stanu przecigzenia. W trakcie badafi sprawdzano rowniez
ergonomie obsiugi SPS i czytelnosc generowanych wynikéw,., Gromadzono
takze uwagi na ten temat o0sdéb spoza kregu realizatordw, Okazalo sie,
ze niektére zaozenia, a w rezultacie i wykonanie, zostaly podporzad=-
kowane "latwosci" realizacji a nie wygodzie uzytkownika. Zmodernizowa-
na, obecna wersja 1.20 oprogramowania, jest czesciowo wolna od tych
niedomagan jakkolwiek pewne zagadnienia zostaiy odiozone do momentu
budowy urzgdzenia nowej generacji, opartego na nowych typach kontro-
lerdow w kartach sprzegajacych. Kontrolery te, np. 8274 lub 82530 w
potgczeniu z mikroprocesorami serii iAPX88/86/186 i ukladami sprzeto=
wego DMA, umozliwia zbudowanie pojedynczej karty integrujacej funkcjie
trzech kart dotychczasowych, tj.A,B i C i pozwola na uzyskanie nowych,
zwiekszonych wartosci parametrdéw uzytkowych, Istniejaca wersje SPS
mozna natomiast, ze wzgledu na budowe modulowa, latwo wzboegacac o no=
we funkcje. Dotyczy to przede wszystkim monitorowania protokozdw ko=
lejnych warstw, tj. transportowego, sesyjnego itd. Rozbudowa oprogra-
mowania realizujacego te funkcje jest prowadzona w ramach dyplomowych
prac magisterskich,
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THE MICROCOMPUTER BASE® PROTOGOL TESTER AND ANALYZER

Based on the standard MSM hardware the protocol tester and ana-
lyzer is designed for applications to a WAN communication protocols,
Three additional cards are designed and shortly described as well as
all the software. This one is decomposed to the proccesses and the
monitor which enables concurrent and real time proccessing. The moni-
tor’s services are summerized and structural aspects of proccesses

are given, ;

VM EPUTEILHO-TVATHOCTIYRCKAA ATTAPATYPA B BNUVCTUTEIEHOY CETH

CKOHCTDYMPOBaHHAA annapaTypa MCIOJHAeT HYHKIMU aHamM3aTopa/TecTopa
IDOTOKOJIOB B ce€TH WAN. YCTPOHCTBO CKOHCTPYMPOBAHO NYTEM HDUCTDAMBAHUA
K cucTemMe MSM TpeX IOIOJHUTENHHHX KapT-TaKeTOB M ¢leJiaH NPOEKT HpOorpam-
MEOT'O OGECleueHus, COCTOSMETO W3 HPONECCOB ¥ MOHMTOPA, KOTODHI CO3IAET
A HUX padouyd cpely IJf CHHXDOHHO! DAGOTH B DealbHOM BpemeHu. B cra-
The JaHH QYHKIMOHAJBHHE YEDTH yCTPOiCTBA ¥ MPUHIMIH COTPyIHMYECTBa IIPO-—
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CHARAKTERYSTYKI CZASOWE | PRZEPUSTOWOSC
W SIECI SKJS/2 WERSJA 1

W artykule przedstawiono wyniki pomiaréw niektdrych charakierys=-
tyk ilosciowych sieci komputerowej SK3IS/2 wersja 1. Oméwiono ma-
tody i narzedzia pomiarow ze szczegdélnym uwzglednieniem pomiard:
na poziomie programéw aplikacyjnych wykonywanych w komputerach
obliczeniowych, Okreslono warunki realizacji pomiardw,

1. WST§P

W sieci komputerowej z komutacja pakietdéw podczas przesylania
komunikatéw zawsze powstaja opdéznienia bedace suma czasdéw transmisji
tych komunikatéw przez linie i inne elementy po$redniczace.

Jednym z najwazniejszych parametréw charakteryzujacych siec¢ kom=
puterowa jest opéznienie przesylanych przez nia komunikatéw. Opdinie-
nie to zalezy od hatezenia strumieni przesytanych komunikatow, prze-
pustowos$ci elementéw podredniczacych (linii i wezldéw) oraz przepusto-
wosci kanatdw, sposobu obstugi pakietéw w komputerach obliczeniowych,
a takze od wtasciwosci wykorzystywanych systeméw operacyjnych i metod
dostepu. Oczywiscie opéznienie zalezy takze od mocy obliczeniowej i
obcigzenia uzytkowanych komputeréw obliczeniowych.

* Centrum Obliczeniowe Politechniki Wrocltawskiej, Wybrzeze Wyspian-
skiego 27, 50-370 Wrociaw
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W wersji 1 SKJS/2 zrealizowana jest usiuga przesylania zbiordéw
miedzy komputerami obliczeniowymi, Ustuge te realizuje tak zwana Sta-
cja Transferu Zbioréw wraz ze sprzegami migedzyprogramowymi, zaimple-
mentowanymi w komputerach obliczeniowych, Czasy wykonania usiugi prze-
sytania zbioréw zaleza od wielkosci zbiordw, a takze od wymienionych
czynnikéw wpiywajacych na opdznienia przesyiania komunikatow,

Problemy analizy, modelowania i optymalizacji sieci komputero=-
wych ujece sa w pracy [4], gdzie opisano i przeanalizowano wyniki
bezposrednich pomiaréw sieci. Natomiast w artykule [1] omdéwiono wy=-
niki pomiaréw i statystyki sieci MERI7, dokonywane w ciagu dziesig=~
cioletniej pracy tej sieci., Analiza wymienionych prac i innych po-
twierdzila teze, ze przepustowosc elementdéw sieci oraz calej sieci
bardzo silnie zalezy od sprzetu i oprogramowania i moze byc oceniana
dopiero w konkretnej realizacji sieci,

W dalszym ciagu tego artykulu podane beda wyniki bezposrednich
pomiardw niektérych charakterystyk czasowych i przepustowosc sieci
SKJs/2 wersji 1.

2, POZIOMY POMIARGW SKJS/2

Pomiary moga by¢ dokonywane z uzyciem $rodkéw sprzetowych lub
programowych na poziomie podsieci komunikacyjnej i komputerdéw obli=-
czeniowych, W wersji 1 SKJS/2 dokonano pomiardéw na poziomie podsie~
ci komunikacyjnej za pomoca specjalnego sprzetu - aparatury pomia=-
rowo-diagnostycznej., Natomiast na poziomie komputerdw obliczeniowych

pomiary zostaly wykonane za pomoca specjalnego oprogramowania.

2.1, Pomiary na poziomie podsieci komunikacyjnej

Pomiary na tym poziomie sg dokonywane za pomoca aparatury pomia-
rowo-diagnestycznej, ktéra jest specjalnie skonstruowana dla sieci
SKJIS/2 wersja 1 [3], Miejscem wlaczenia urzadzenia do sieci jest
styk S2 (migdzy DOTE i DCE), Urzadzenie moze by¢ wiaczone szeregowo
lub roéwnolegle. »

Konstrukcja systemu oparta jest na mikrokomputerze oraz specjal=
nych modutach umozliwiajacych sprzeg systemu ze stykiem S2, W skiad
systemu wchodzi specjalne oprogramowanie.

System SPS umozliwia testowanie:

- w czasie normalnej pracy

- w warunkach symulacji DTE

- sygnaidéw styku DTE=-DCE,
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Do badeniia przepustowosci i natezenia moze byé wykorzystana fun-
kcja pomiarowa SPS Monitorowanis transmisji danych polegajace na
rejestrowaniu strumieni danych piynacych do i z DTE, Wykorzystujac teg
funkcje uzyskujemy nastepujace wyniki statystyczne dla kazdego stru-
mienia osobne:

= liczbe zarejestrowanych jednostek protokotu

- liczbe zarejestrowanych bledéw

- liczbg wyréznionych typéw jednostek protoketu (ramek, pakietéw)

= liczbe jednostek dostepnych w buforze.

Przy tych wynikach jest podanych czas rozpoczgcia i zakorczenia
oraz czas aktuglny. Wyniki te sa réwniez bardzo pomocne w weryfikacji
pomiaréw wykonywanych innymi metodami,

W sieci SKJS/2 badano natezenie przeptywu migdzy dwoma wspbipra-
cujacymi RTD; wykorzystujac program generujacy ruch w sieci oraz sy=-
stem SPS, Przy natezeniu w linii okolo 2000 b/s udzial informacji wysy-
tanych przez program uzytkowy wynosii 80y, przy natezeniu 2300 b/s
udzial informacji wysylanych przez program uzytkowy wynosil 904.

2.2, Pomiary na poziomie komputerdw obliczeniowych

Podstawowa usiuga sieci jest przesyitanie komunikatéw miedzy na=-
dawca a odbiorca. Inna istotna ustuga jest przesylanie zbiordéw miedzy
dwoma komputerami obliczeniowymi, Czasy wykonywania tych usiug sa .naj=-
wazniejszymi parametrami charakteryzujacymi dana sisec,

Dla sieci SKJS/2 wersja 1 dokonano pomiaréw tych podstawowych
charakterystyk czasowych, W dalszej cze$ci tego punktu w rozbiciu na
te dwa rodzaje ustug podano definicje mierzonych wielkosci, metodyke
badan, narzedzia stuzace do pomiardéw oraz omdéwiono wyniki pomiardw,

2.2,1, Przesytanie komunikatéw

W zakresie ustugi przesylania komunikatéw na poziomie komputerdw
ebliczeniowych dekonano nastgpujacych pomiaréw: czasu op6Znienia
tranzytowego oraz natezenia przepiywu,

Opéznienie tranzytowe jest to parametr techniczny sieci okresla-
ny jako czas potrzebny na przestanie komunikatu o okreslonej dtugosci
miedzy nadawca(uzytkownikiem lub aplikacja) , zlokalizowanym w danym
komputerze obliczeniowym, a odbiorca (uZytkownikiem lub aplikacja),
zlokalizowanym @ innym komputerze obliczeniowym.

Natezenie przeptywu okreslane jest jako stosunek ilosci przesita-
nych danych (dtugosci komunikatu ) do czasu ich przestania migdzy na-
dawca i odbiorca. Natgzenie jest podawane jako liczba przestanych
bajtéw miedzy nadawca a odbiorca w czasie jednej sekundy.
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Pomiar opdznienia tranzytowego dokonywany byl przez dokiadne
zmierzenie czasu przesyiania komunikatow okreélonej diugosci migdzy
dwoma programami umiejscowionymi w dwéch komputerach obliczeniowych.
Poniewaz nie ma mozliwoéci dokladnej synchronizacji zegardw maszyno-
wych komputerdw obliczeniowych pracujacych w sieci, pomiar czasu byl
dokonywany w komputerze wysylajacym komunikat,okreslanym jako nadawca.
Natomiast program odbiorca, znajdujacy sie w drugim komputerze obli=-
czeniowym, otrzymane komunikaty natychmiast wysyial z powrotem do na=

dawcy, Zasade wspéidziatania obu programow zilustrowano na rys. 1.

Komputer Komputer
obliczeniowy obliczeniowy
et ol eceeE -~~~---—Nadawan:en~«~~-~-~~~ T- Odb
Nadawcea # ; iorca
Bo..._.}).......0dbidr s

flys. 1. Przepiyw komunikatéw migdzy nadawca 2 odbiorca
przez elementy posredmiczace

Fig., 1. Flow of messages between sender and receiver
through intermeclirte elements

Przebieg pomiaru jest nastgpujacy:

- program nadawca wysyla komunikat do programu odbiorca i roz-
poczyna liczenie czasu )

- komunikat jest dzielony na pakiety i przesylany przez podsiec
komunikacyjna; po dotarciu do odbiorcy komunikat jest natychmiast
wysyiany z powrotem do nadawcy

- po odebraniu komunikatu nadawca kohczy liczenie czasu.

Praktycznie komunikat jest zatem przesytany w obie strony po
tych samych taczach, Przyjmuje sie, ze czas opdZnienia tranzytowego
wynosi potowg zmierzonego czasu, Pomiary sa dokonywane z dokladnoscia
zegara maszynowego, tj. 26,04166 ms. Aby unikna¢ przypadkowosci wy-
nikéw, pomiaréw dokonuje sig wielokrotnie (n razy) wylicza sig
wartosc srednia opéznlenla oraz podaje sie wartosci minimalne i maksy-
malne.

Pomiary zostay wykonane na pilotowej instalacji sieci SK3G/2
wersja 1, ktérej schemat jest przedstawiony na rys. 2.

Komputery obliczeniowe R=32 i R-55 byly polaczone przez proce-
sory teleprzetwarzania danych (PTD) i modemy pracujace z szybkodéciag
2400 b/s, Modemy byly polaczone symulowana linia telefonlczna, co
zmniejsza wartosc uzyskanych pomiaréw, Wyniki z trzech réoznych pomia-

réw pokezeno na rys. 3, Pomiary te przeprowadzono z réznymi liczbami
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Rys.2. Schemat pilotowej instazlacji sieci SKJIS/2 wersja 1

Fig.2. Configuration of the prototype instalation of SKJS/2
network version 1

powtérzen (n). Na wykresie podano wartosci s$rednie, Linia ciagia pota-
czone sa punkty wynikoéw pomiardéw opdZnienia tranzytowego dla komuni-
katéw o diugosciach 100, 200, 300, ..., 2000 bajtéw. Pomiary byty pow-
tarzane trzykrotnie, Linig przerywana polaczone sa punkty wynikow po-
miardéw komunikatdéw o diugosciach 100, 300, 50C... 1900 bajtéw. Nato-
miast kropkami poiaczone sa punkty wyni':ow pomiaréw i komunikatow o
dtugosciach 124, 355 (zwiekszanych o 211), az do 2023 bajtéw. Z wy-
kreséw wida¢ liniowa zalezno$c opéznienia tranzytowego od diugosci
przesytanego komunikatu. Widoczne sa wahania wielkosci opéZnienia
tranzytowego dla komunikatéw o tej samej diugosci, co jest spowodowa-
ne wykonywaniem w tym czasie przez system operacyjny operacji syste=
mowych,

Pomiar natezenia przeplywu dokonywany byl w warunkach symulowa-
nego ruchu w sieci za pomocz dwdéch programéw umieszczonych w kompute-
rach R=-32 1 R=55 instalacji pilotowe] (rys. 2). Po zainicjowaniu
pracy przez jeden z programdéw przez wystanie komunikatu, programy wza-
jemnie wysyiaja ten komunikat natychmiast po otrzymeniu, Zatem <omu-
nikat jest "odbijany" z maksymalng predkodcia na jaka pozwala igcze
komunikacyjne. Zliczana jest liczba odbié. Natezenie przepliywu jest

wyliczane ze wzoru (w bajtach na sekunde).

2nd
Nat = ~E~ ’
gczie:
n - liczba odbic,
d - dtugosc komunikatu,
p - czas odbijania,
Na rysunku 4 podano natezenie przeptywu dla krdtkich komunikatow
z przedziatu 1-130 bajtéw. Na wykresie widac charakterystyczr-=z zala-
manie sie wislkodci natezenia dla komunikatodw, ktérych dtugosc prze-
kroczyta dlugosé pakietu w SKJIS/2 wersja 1, wynoszaca 128 bajtéw.



96

w

o~

U O NN ™

czas
w sekundach

Ry

!
10

130

1201

110

100

sob 1000 1500 2000

dtugosc¢ komunikatu
w bajtach

s.3. Zalezno$C czasu opdZnienia tranzytowego od diugosdci komunikatu
Fig.3. Dependence of transit delay, from message length

natezenie przeptywu
bajly
sekunde

|
4

dtugosc komuntkatu
- w bajtach

10 20 30 40 S0 60 70 80 90 100 110 120 130

Rys.4, Natezenie przepliywu w zaleznodéci od diugosci komunikatu
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2.2.2, Przesylanie zbiordéw

Podstawowym narzgdziem w sieci SKJS/2 wersja 1 do realizacji ustu-
gi przesyiania zbioréw jest System Transferu Zbioréw, Jego wkasnosci
w duzej mierze stanowia o walerach uzytkowych sieci,

Szczegdtowy program préb i badan oraz narzedzia i metody przed=
stawiono w pracy [2],

Nalezy zwrécic uwage, ze ocena uzyskanych wynikéw musi uwzgled-
niac cechy funkcjonalne zaimplementowanego systemu, Zwtaszcza dla sy-
stemu Transferu Zbioréw w sieci SKJS/2 wersja 1 nalezy w analizie wy=-
nikés uwzglednic koempresje danych znakowych i mozliwo$¢ wznowien prze-
rywanych transferdéw w wyniku awarii sprzetu.

Przy badaniach ilo$ciowych charakterystyk systemu zwr6cono prze-
de wszystkim uwage na : : )

_a) czas przesytania zbioru zdefiniowany jako czas przesytania in-
formacji z pamieci dyskowej jednego komputera do pamigci dyskowej in=-
nego komputera obliczeniowego; czas przesiania zbioru jest liczony od
momentu wydania pierwszej komendy (nawiazanie poiaczenia) do momentu
wydania ostatniej komendy (rozwiazanie polaczenia),

b) natezenie przepiywu danych zdefiniowane jak w p-kcies 2.1.

Pomiary wykonano w warunkach pracy sieciowej dla zbiorow sekwen=-
cyjnych zblokowanych o statej i zmiernej diugosci rekorddéw. Pomiary
czasu dokonywane sa z dokiadnoscia zegara maszynowego.

Sredni czas przestania zbioru zmierzono dla zbioréw o wielkos=~
ciach 2 kB i 1 kB i otrzymano wyniki dla zbioru 2 kB - 50 s, dla zbio-
ru 1 kB = 70 s,

Pomiary natezenia przeplywuvdanych wykonano dla zbioréw o wielko-
éciach od 2 kB do 20 kB, Wartosci srednie otrzymanych wynikdw zewarte
sa W przedziale od 700 b/s do 1800 b/s, przy czym dla zbiordéw krot-
kich przepustewosC¢ maleje ze wzgledu na narzuty czasowe zwigzane z
nawiazywaniem potaczen, negocjacja warunkow transferu i ustaleniem

koncowego statusu zakonczenia transferu.

3, UWAGI KORCOWE

Uzyskane w czasie badan wyniki stanowi¢ moga podstawe wstepne]
oceny charakterystyk ilogciowych. ‘ystepujace w konfiguracji ekspery-
mentalnej odstepstwa od konfiguracji rzeczywiste] ( dwa komputery, mala
odlejioéc¢ migdzy poszczegélnymi systemami, zastosowanie sprzezenia
galwanicznego migdzy PTD z uzyciem par przewodéw modemowych 1 zasymu-
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lowania zegara modemowego przez zewngtrzny generator spowodowaly
zmniejszenie bleddéw transmisji i utrudnily do pewnego stopnia viniosko=
wanie o rzeczywiste]j przepustowodci poiaczer.

Istnieje wiec potrzeba weryfikacji wynikéw i rozszerzenie zakresu
badart instalacji uzytkowej oparte] na 1lstniejacym sprzg¢cie pomiarowo=
-diagnostycznym i oprogramowaniu pomiarowym, jak roéwniez informacjach
dostepnych w kronice pracy sieci.
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TIME AND THROUGHPUT CHARACTERISTICS
OF SKJS/2 VERSION 1 COMPUTER NETWORK

This paper is intended to familiarize the reader with the result
of direct measuring ofcomputer network SKJS/2 version 1. Lsvels of
measurement, hardware and software tools for measurement are shortly
presented and the results of measurement transitive delay, flow inten=-
sity and file transfer delay are given.

YACJIOBHE YAPAKTEPVCTVKY 1 IPOIYCKHAA CIIOCOBHOCTD
BUWACJUTENEHON CETY SKJS2 BEPCUA 1

B cTaThe MpeNCTABJEeHH DE3YJIbTATH UYXCJIOBHX M3MEeDEHMN HEeKOTODHX Xa-
DAKTEDHCTHK BHUUCJUTENbHON ceTu SKJS2 Bepcha 1. OMMCaHH METOIH E Opy-
A uaMeperuil, B YACTHOCTH U3MEDEHMS Ha YDOBHE NDUKIATHHX NPOIDaMM.
7DeICTaBJEHH YCJOBUA Dea mM3almyu Z3MepeHuit.
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