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MAKING SENSE OF KNOWLEDGE MANAGEMENT: 
RATIONAL CHOICE, LEARNING, AND THEIR INTERPLAY

Abstract. We observe a learning problem, which occurs when changes in 
the knowledge system of a firm (learning) alter its business objectives (preference). 
Grounds for evaluating learning may become known only after the learning. 
Moreover, there may simply be no ground for comparing consequences of learning 
strategies, unless their resulting preferences are expressly reconciled. Routine 
reconciliation by monetary value is often ill founded. Logical foundations for 
managing knowledge in a firm are thus openly put into question. The problems 
of evolution of preference through learning, and the rationality of such learning, 
must be formally addressed. As a first step towards some answers, we briefly 
scan the current state of theories of learning and rational choice. Central to rational 
choice theory, and to decision schemes of artificial intelligence, is the 
exploration/exploitation problem of effective dynamical choice of action by 
an economic agent; here, the agent learns the environment and the consequences 
of its actions, but agent's taste is normally set, not subject to learning. Under 
this assumption, and in the presence of bayesian prior, rational learning is in 
principle well understood. Considerations of pragmatic flavor, however, largely 
question the presence of bayesian prior. Learning without bayesian prior is studied 
in empirical models; here, however, rational grounds are uncertain. Without 
the assumption of persisting preference, the potential preferences must be 
reconciled, as in the theories of social choice and reference-dependent preferences; 
however, questions of learning have not here been addressed. Thus, current theory 
leaves the learning problem largely open, but the tools appear to be in place, 
inviting investigation.
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1. A problem

Central to any life science, of which the field of business information systems 
is a prime example, is the problem of choosing between acting and learning. 
Immediate economic action (sell, buy, employ, invest, merge, etc.) may often be 
delayed pending learning (researching markets, educating employees, validating 
information, developing IT support, etc.), so that a better choice of action may be 
arrived at.

With criteria of choice of action, in function of knowledge of environment, 
consistently set, the problem whether to act on the spot, or to postpone action 
pending learning, invites few ground considerations. Granted due prior knowledge 
of the environment, such problems are in principle solvable by dynamical 
programming techniques, now standard in the theory of decision processes. Thus, 
with business objectives of a firm explicitly set, and unaffected by potential 
learning, it makes sense to say that the knowledge management function in the firm 
should support its business function. The information systems of IKEA do help to 
'furnish the world’.

We all know, however, that such assumptions are not always met. Educa­
tion changes preference. Business objectives evolve with learning. The adoption 
of a major information system may render the very reasons for its adoption 
obsolete.

The logic of the problem is elementary. Assume perfect information. Suppose 
our initial preference is <, the consequence of learning x-, is X,, and our resulting 
preference is <„ i=  1; 2. The preferences <, may at the outset be known, partially 
known, or not known at all. How can we choose x,l Suppose <, known. Choosing 
by -< is questionable, as it may leave us dissatisfied with Xi in our new identity 
<„ unless the new preference does not differ much from the old (and how 
to measure dissimilarity?). Choosing by any of <, makes sense if both rank X\ and 
X2 the same, say X\ <, X2, i = 1,2. But what if X\ <i X2 and X\ >2 X2, say? Could we 
reconcile conflict by a 'social' preference <1,2? On what grounds would we choose 
it? Lack of information embeds the problem in frameworks of decision processes.

Formal grounds for knowledge management in a firm call for clarification. The 
problem voiced, however, is not unique to business firms. It occurs in all planning 
situations, where the actions planned affect action evaluation criteria. One is thus 
lead to formally examine rational decision from the standpoint of learning, and, in 
the opposite direction, to examine the rational grounds for learning. We tentatively 
scan the state of the two fields, and their intriguing and largely open connections. 
The elusive nature of evolving identity calls for precision of language, which only
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formal models may provide. This sets a tone of approach, complementary to 
disciplinary discussions and domain pragmatics, both left for parallel efforts.

The present note aims to anchor voiced questions in the standard models of 
rational choice and learning. It does not attempt to state them formally, let alone to 
answer them. Sections 3 and 4 recall the standard bayesian set-up for one-step and 
many-step decision problems, respectively. Section 5 recalls the non-bayesian 
empirical learning model. Section 6 points to work on reconciliation of 
preferences, as in problems of social choice. Only Section 6 addresses the logic of 
the learning problem; the other sections address procedural and statistical 
frameworks for its setting with imperfect information. The References, not all 
cited, collect ground material.

2. Background

Connections of rational choice and learning are indeed intricate. In essence, 
rational choice is a principle fixing the behavior of an agent, while learning 
manifests itself in changes of behavior. Experience affects the agent's taste, the 
taste determines the agent's choices, and the choices affect the agent's further 
experience. Thus, systematic changes in the behavior of a rational agent in a stable 
environment may be thought of as due to change of taste (the agent's perception of 
desirability of potential consequences of its acts), or due to the agent's improving 
ability to act towards maximum pleasure according to persisting taste.

Two kinds of learning processes are thus immediately distinguished: (i) 
learning in absence of persisting taste such as the formation of the taste itself, 
perhaps subject to meta-preference, (ii) learning in presence of persisting taste, 
with respect to which the agent's choices successively 'improve'. The economists' 
models of learning [15, 17, 18, 36, 88] address mainly the latter case in the 
presence of bayesian prior; it may be then noted that the principles of learning 
within a theory of (dynamic) rational choice, are still much discussed [10, 26, 47]. 
Among these are batch learning problems, where the environment is first sampled, 
a theory is formed, and the theory is thenceforth exploited. With fixed algorithm 
for forming theory, the sole decision variable is here the stopping time; stopping 
problems are well represented in decision theory [2, 14, 19, 33, 103]. The 
interesting former case, (i), of evolution of preference, seems better recognized in 
biological fields [25], and seems to lack formal theory.

Independently of economic theory, problems of learning have been in recent 
decades much studied in the computational sciences, in particular in connection 
with neural computation [8], where no bayesian prior is normally present. This is 
empirical learning, the subject of Statistical Learning Theory, largely due to 
Vapnik [95], and of Computational Learning Theory [7, 8, 65, 97], going back to 
Valiant [94]. For an overview of the two schools see [96] and [4, 5], respectively, 
and see [87] for an abstracted mathematical account of the ground ideas.
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Essentially, the concern here is the 'leamability' of classes of objects, that is, the 
feasibility of identifying an object within a class by random sampling in a stable 
but unknown environment; part of the theory is the provision of bounds on the 
sample size in function of parameters of accuracy of identification. Statistical 
foundations of empirical learning rest on the theory of empirical processes [79] and 
uniform central limit theorems [30]. Since Valiant's paper [94], convergence 
uniform in probability is also known as 'probably approximately correct' 
convergence, whence the now established term of PAC learning.

Fundamental connections of empirical learning and rational choice are largely 
unchartered. Computational Learning Theory, despite its recognized pragmatic 
flavor, pronounced already by Valiant [94] and in several papers on its decision- 
theoretic generalization [54, 55, 35], has largely avoided contact with economic 
theory. Statistical Learning Theory poses the learning problem as the problem of 
empirical optimization of a risk functional interpretable as expected utility, but it 
does not pursue this interpretation.

In its basic formulation, the empirical model is a batch learning model, where 
prior knowledge of the environment is ambiguously presented as a set of 
probability measures. The expected utility of learning is then ambiguous, and 
questions of alternative - non-rational in standard sense - decision criteria arise. 
Discussions of non-standard criteria are broad [1, 12, 29, 31, 62, 63, 64, 67, 86, 
101,102, 104], especially from the standpoint of computational science [26, 27],

3. Rational choice

Roughly, the notion of rational choice is an artifact designed to explain 
(control, coordinate, norm, predict, etc) the behavior of individuals and groups. An 
agent is an individual whose behavior is defined by its action, a function of choice 
of act. A rational agent, roughly, acts towards (uncertain) consequences of highest 
appeal. Formal foundations of 'rational choice under uncertainty' were laid by 
Savage [83] in the 1950's, establishing expected utility as a universal criterion of 
rational choice; see also [24, 59]. Most of subsequent economic theory subsumed 
Savage, essentially equating rational choice with the bayesian framework.

Recall briefly the principal setting. An act is a map f : X - + Y associating with a 
'state of the world' x  the consequence J[x) of act / i n  state x. Denote the set of all 
admissible acts by <D c  Y x and let F  be a family of sets F  of a c ts /e  <D. A primary 
element of agent's knowledge is an event, a subset E  of X. The set £  of all 
admissible events usually carries an algebra structure with some completeness 
properties. The agent's choice function is a map y : Z x > <D, which for every 
event E e £  selects in every F  e cFan act y^F)  e F; the agent's choice function 
defines the agent's action or behavior. The agent's preference function is a map -< 
taking events E e £  to preference (reflexive, transitive, and complete) relations <E 
on <D; a preference function is normally further qualified by consistency conditions.
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An agent is rational with respect to a preference if it always picks acts of maximum 
preference, that is, if g < e YeCO for all g e F  e J^and E e 8. The action of a 
rational agent may thus be 'explained' by its preference.

Classically, under standard measurability conditions, if consequences are 
ordered by a real-valued utility function u on Y so that y\ e Y is more appealing 
thany2 e 7 if and only if w(y,) > «(y2), and if uncertainty of event is expressed by a 
probability measure p  on 8, then the conditional expected utility 8Ui/1 (J\E) := {fEu 
o f  d/j) / fx (E) defines a preference -< on acts, /  XE 9  if and only if 8U,M (J\E) < <fa/i 
(g\E), E e 8 , f ; g e O .  The measure fx may here have statistical origins, or it may 
represent the agent's prior beliefs in the bayesian decision model. Savage's [83] 
orthodox justification of the bayesian approach, recall, consisted in showing that 
any preference -< on a set O of acts subject to some compatibility conditions valid 
for an expected utility preference - the six Savage axioms - is indeed realized by 
expected utility with respect to some distribution fx on X, and some utility u on 7 ,  
both essentially determined by -<. Thus, in standard interpretation, behavioral 
rationality can be cognitively explained: an agent, whose choice function y induces 
a Savage preference ( f  -< e  9  if and only if g  }) = g), behaves as if maximizing 
some expected utility 8U/1(J\E) with fx and u essentially determined by y.

Problems. Its normative merits notwithstanding, the fundamental bayesianism 
as laid by Savage has been much discussed, on general [40, 47, 73, 82] and on 
empirical [32, 22, 37] grounds. The thrust of voiced arguments puts into doubt 
whether agents are in practice capable of rational behavior as prescribed by 
the Savage axioms, and whether such behavior could effectively be engineered 
from the information available to the agent. Also troubling has been the subjec­
tive nature of bayesian rationality, providing no link to empirical formation of 
beliefs of agents. Proposed relaxations of the Savage model include weaker axioms 
for preference [52, 91, 92], non-expected utility [21, 28, 41, 42, 53, 75, 84], 
and symbolic treatment [29]. Equilibrium models with non-expected utility 
are under investigation [98]. Ground notions of information as means for action 
are being revised [43, 44, 45, 46]. Much work is fuelled by developments in 
the cognitive and computational sciences, in particular in artificial intelligence, 
where problems often hinge on computational implementation of rationality [26, 
27, 29, 86, 101, 102],

4. Rational learning

Roughly, a decision process is a sequence of choices made in function of 
consequences of previous choices, and rational learning is the learning in, or of, a 
decision process. Rationality of learning is qualified in terms of a consistent 
preference on the consequences of the process; this, by Savage, is formally 
equivalent to the presence of a utility function on the consequences, and a bayesian 
prior expressing uncertainly.
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A decision process in discrete time is operationalized as a sequence of 
transactions of an agent (A) with its environment (E), both ultimately modelled as 
computers. The agent acts through queries and moves, the environment responds to 
queries with answers, and to moves with rewards. At times t\; tj, the agent and 
the environment engage in a 'cycle' of potential transactions: (i) A picks a query, 
puts it to E, and E responds with an answer, (ii) A picks a move, puts it to E, and E 
responds with a reward, (iii) A picks a meta-query (a query on its choice of move), 
puts it to E, and receives an answer. The execution of any query has no bearing on 
the answer of any later query, nor on the reward from any later action, while the 
execution of a move in general has. Stages (i) and (iii) are exploratory, the former 
exploring the environment, the latter - the untested moves. Information on untested 
moves is then thought to come from a 'teacher' or an 'oracle'; in a context of a 
game - when the environment contains other agents - it can also be though of as 
'private information1. Stage (ii) explores the reward function by sampling at moves 
of unknown reward, and 'exploits the environment’ by picking moves of known 
high reward; in the context of a game, the information it provides is typically 
'public'.

In general, the agent's choices of action, and their execution, all carry costs 
to the agent; the costs of storing and processing information are thought to be 
internal to the agent, the costs of interacting with the environment are then 
external. The agent's choices of action, in function of past experience, constitute 
the agent's strategy. A Savage-rational ^gent chooses a strategy so as to maximizes 
the agent's expected utility of the resulting stream of costs and rewards, which 
a strategy generates. Note that neither the costs nor the rewards need here be 
monetary.

During the process, the agent's information about the environment increases 
through the answers to its queries. Roughly, learning about the environment takes 
place if this information at some time allows the agent to infer something not 
known from the start about the answers to further queries. This learning may or 
may not take place; in itself, it is in general not the objective of a rational learner. 
Likewise, learning about the choice of move takes place if at some time the 
expected reward on the choice to be made by the agent is increased by past 
experience. Neither this learning needs to be the objective of a rational agent; the 
learning cost could be too high. This learning is said to be 'supervised' if stage (iii) 
of the process cycle is nontrivially present; if the meta-queries in answer require a 
choice of move of highest reward in the current situation, the supervised learning is 
said to be 'by example1. Otherwise, if stage (iii) is empty, the learning is said to be 
'by reinforcement'.

Thus, in principle, the notion of rational learning here depicted, pertains to 
information gain inadvertently happening in a decision process, which merely 
aims at maximizing the expected utility of its consequence; note, however, that 
utility could well be set to maximize information. In method, the term rational
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learning is associated with bayesian sampling procedures, which start with a prior 
belief, and the beliefs converge to the true measure [15, 61, 81, 57, 48]. Thus, 
starting with a prior probability distribution over states of knowledge, the learner 
successively narrows down the true state; in a decision process, in particular, 
this state may represent both the state of the environment and the optimal decision 
strategy.

A decision process is thus an orthodox artifact for studying the interplay of 
purposeful action and procurement of information: interpretation of rational choice 
is operationalized. Foundational work appears to mostly concern consistency of 
decisions in function of evolving information [51].

5. Empirical learning

Roughly, empirical learning is learning without a bayesian prior; for a brief 
account see [4, 5, 96], and see [87] for mathematical refinement. The basic set-up 
is a trivial query game played by a Learner (L) and an Environment (E). Ex-ante 
knowledge shared by L and E consist of: (1) a measure space X  with a class M  of 
probability measures, (2) a measure metric space (Y; d) and a class F  of measurable 
functions on X  with values in Y , and, (3) a class H  of consistent learning 
algorithms for F. Here, a (deterministic) learning algorithm for F  is a sequence h of 
computable functions h„: (Xx  Y)n —► F, n = 1 ,2 ,...;  write h„{£){x) as /?„(*), x e X. 
An algorithm h is F-consistent if it reproduces sequences of form (*,;/y,)) with/  e 
F, that is, h„(xi) = /* ,)  for / < n.

The game proceeds as follows. E picks a sequence X\, X2, ., of i.i.d. random
variables in X  with distribution p  g M, and a function /  e F, while L picks a 
learning algorithm h e H  and two (small) positive numbers e and S. L now 
sequentially queries E for examples (x,j{x)), that is, L observes the sequence (Xu 
J[Xi)), (X2; j(X2)), for as long as L likes. While observing the sequence, L
sequentially picks 'hypotheses' h\, h2, in the class F  consistent with / on past 
observations, using algorithm h.

L may in principle ex-ante compute for every positive integer k, every f  e F, ju 
e M, h e H, and s  > 0, the probability pk(h; f  p\ e) that for any m > k the 
expectation of the error d(h„(Xm), fiX m)) of predicting/**,) by hk(xm), is less than e. 
L may stop observing the random sequence the first time pk(h\f, p\ e) is larger than 
1 -  S uniformly in /  e F, p  e M, and h e H, claiming to have then learned the 
unknown function f  with accuracy e and confidence 1 -  8. If it ever happens, the 
stopping time n(h\ F;M\ e, 8) in function of s  and 8  provides a bound on the 
learning time of any function in the class F  by any algorithm in H, in a stable 
environment in any state in M.

Choosing H  as the set of all F-consistent algorithms, and M  as the set of all 
probability measures on X, the stopping time becomes an intrinsic measure of 
'learning complexity’ of class F  in a stable but unknown environment. A class F  is
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said to be leamable if the stopping time is finite for any e and S\ F  is leamable in 
polynomial time if the stopping time is bounded by a polynomial in Me and 1/Ą 
etc. A basic theorem for the binary case Y = {0 1}, identifies the leamable classes 
as those of finite Vapnik-Chervonenkis dimension; roughly, this means that there is 
a bound on the size of the finite subsets of X  from which extrapolation in F  is 
always possible.

Since the 1980's, empirical learning has been much investigated. The results 
are of fundamental interest for the theory of computational sciences. In computer 
science, they establish the complexity of natural classes of functions for the so- 
called Oracle model of computation; they have been instrumental in the study of 
artificial neural networks, decision trees, etc. In cognitive science, where binary 
functions model concepts, they express the complexity of concept classes. In 
econometrics, they provide bounds for sample size.

Problems. The empirical learning model is not bayesian, hence not Savage- 
rational, in that it assumes no prior measure on the space of probability 
distributions /u, but works with a ’multi-prior', // e M. Yet, the model is pragmatic 
in its formulation, perhaps more so than bayesian models, a bayesian prior being 
often in practice unavailable. An empirical learner L faces natural decisions, which 
he must in practice make, Savage-irrationally.

To begin with, when facing a prospect of learning, L must decide whether to 
engage in the learning at all, and if so, what strategy to adopt. L must then decide 
when to stop: achieving small values of the parameters of accuracy and confidence, 
is not a goal in itself in any practical learning task, and, further, it may be unclear 
which values are small enough for the task at hand.

If L learns in order to act upon the acquired knowledge, a wishfully rational L 
may well order the streams of costs of sampling and gains from acting - the 
consequences of learning - but L has no prior to evaluate expectation, and may 
only go by the least expected //-utility, over /u e M. In economic writings, the 
multi-prior case has been considered by several authors, staring with Ellsberg's 
early paper [32], most recently in [74, 38]. Under this criterion, L may decide; for 
example, an estimation of L's optimal learning time in this setting was considered 
in [16]. In particular, L may decide if learning is feasible; note that PAC 
leamability is not the same as feasibility. Recall here, for example, that some 
natural empirically leamable classes of functions, may not be leamable 
computationally [6 , 66]: sample processing is a cost, not unlike that of economic 
search [69, 100],

Generally, connections of rational choice and empirical learning largely await 
clarification. For example, as observed by Doyle [26], it is not clear whether PAC 
learning may be viewed as rational selection of concept definitions, and how this 
selection relates to maximum expected utility. For another example, when is a 
preference or a choice function effectively leamable by example? An investigation



by Kalai et al [62, 63] suggests that preferences are easy to leam, opening an 
argument for explaining rationality via leamability.

6. Reference-dependence and social choice

We point to two bodies of knowledge, each concerned with problems in logic 
akin to the learning problem.

The theory of reference-dependent preferences, see e.g. [9, 49, 70], analyzes 
decisions made by individuals, not with a single preference, but with several 
preferences <a, valid according to context a  e A. One then investigates the 
conditions for such decisions to be rational, in classical or weaker sense. In Giraud 
[49], for example, a preference < on pairs (x; a ) is constructed from {<„}, so that x 
<a y  exactly when (x, a) < (y, a). A learner may then answer such questions as: 
'would I rather know x  as person a , or knowy  as person /??

The theory of social choice, see e.g. [93], analyzes collective decisions made 
by a group of individuals (voters) with separate preferences, whereby the collective 
decision should somehow maximize the desires of the individual voters. A learner 
might then allow all the virtual people, each of which he may potentially become 
due to learning, to determine his choice of learning by voting.

Visibly, these theories may formally be applied to learning problems. It is 
essential, however, that this is not done in isolation from statistics: a method of 
reconciliation of preferences may be quite bad in the worst case, but good on the 
average. Furthermore, the preferences <a may be subject to learning. It appears that 
such connections are yet to be made.

7. Conclusions?

The problem of rationality of learning, which affects the learner's preference, is 
universal: learning often occurs by choice, while choice criteria develop through 
learning. Neither the logic nor the dynamics of this dependence are clear.

The problem is obviously central to any theory of management of knowledge, 
but we have not found it expressly posed, let alone formally treated, in subject 
writings. It is tacitly implied in the writings that the management of knowledge in a 
firm should somehow be rational. But, in what sense, exactly? How, for example, 
could a knowledge executive officer be held accountable, unless formal grounds 
for the office are in place?

It appears that formal elements for a treatment of this problem are present. We 
observe convergence of theories of choice in economics and procedural decision 
methods in artificial intelligence. We also observe formal connections of these with 
learning, in the bayesian and non-bayesian cases. We see reconciliation of 
preferences formally modelled in economics and sociology. Control of preference 
is formally addressed by psychology and political science. Missing perhaps, is

361
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work towards some structure for the joint dynamics of the data observed, the theory 
learned, and the preference formed.

Naturally, a formal development should be paralleled by conceptual discus­
sion and specialization to settings specific to business systems. It may be early 
to try envision 'the final answer'. Clearly, however, drawing on the basic scien­
ces, knowledge management in firms will in time re-define its logical founda­
tions, in particular to explicitly encompass such things as management of prefe­
rence.
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NADAWANIE SENSU ZARZĄDZANIU WIEDZĄ: 
RACJONALNY WYBÓR, UCZENIE I WSPÓŁZALEŻNOŚCI

Streszczenie

W artykule rozważany jest problem uczenia, który obejmuje zmiany systemu wiedzy firmy 
wpływające na modyfikację działani-a tej firmy a zarazem jej preferencje. Podstawy tych zmian 
mogą zostać rozpoznane dopiero po uczeniu. Co więcej, podstaw dla porównania strategii ucze­
nia może po prostu nie być, o ile nie została zapewniona jawna zgodność preferencji wynikających 
z różnych strategii. Procedury odwołujące się do kryterium wartości pieniężnej mogą być bez- 
pod-stawne. Logiczne podstawy zarządzania wiedzą w przedsiębiorstwie stają w ten sposób 
pod znakiem zapytania. Formalnego zbadania wymagają problemy ewolucji preferencji wynikają­
cych z uczenia i racjonalność takiego uczenia. Jako pierwszy krok w tym kierunku zaproponowa­
no krótki przegląd obecnych teorii uczenia i racjonalnego wyboru. Centralnym problemem 
teorii racjonalnego wyboru i schematów decyzyjnych sztucznej inteligencji jest zagadnienie efek­
tywnego i dyna-micznego wyboru akcji przez „ekonomicznego” agenta, który „uczy się” środowiska 
i konse-kwencji swoich działań -  przy czym jest on standardowo konfigurowany niekonieczne 
pod kątem uczenia. Przy takich założeniach i z uwzględnieniem np. formalizmu Bayesa (który 
nie zawsze jest brany pod uwagę) - racjonalne procesy uczenia są w zasadzie dobrze rozpozna­
ne. Uczenie bez uwarunkowań założeń Bayesa jest badane w modelach empirycznych; ich racjo­
nalne podstawy nie są jednak jasne. Przy założeniu zmiennych preferencji agenta w funkcji ucze­
nia -  zgodność potencjalnych preferencji powinna być formalnie zapewniona z racjonalnego punk­
tu widzenia -  na wzór teorii wyborów społecznych i względnych preferencji (co nie jest jeszcze 
rozważane w uczeniu). Podsumowując, wydaje się, że współczesna teoria traktuje problem uczenia 
w sposób bardzo otwarty natomiast rozwijane są narzędzia pobudzające do badań omawianego 
zagadnienia.


	MAKING SENSE OF KNOWLEDGE MANAGEMENT:RATIONAL CHOICE, LEARNING, AND THEIR INTERPLAY
	1. A problem
	2. Background
	3. Rational choice
	4. Rational learning
	5. Empirical learning
	6. Reference-dependence and social choice
	7. Conclusions?
	References

