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Wprowadzenie do jezyka UML

1. Uwagi wstepne

Jezyk UML (ang. Unified Modeling Language) jest uniwersalnym jezykiem
przeznaczonym do specyfikacji, wizualizacji i konstruowania modeli oprogramowania
oraz do tworzenia dokumentacji powstajacej w procesie wytwarzania oprogramowania.
Jezyk opiera si¢ na stosowanym w ostatnim okresie podejsciu obiektowym w
wytwarzaniu oprogramowania. Prekursorami UML sg rozwijane od konca lat
osiemdziesiatych jezyki specyfikacji obiektowych, wsrod ktérych najwieksza role
odegraly jezyki zwiazane z metoda OOAD (ang. Object-Oriented Design with
Applications) Grady Boocha, metoda OMT (ang. Object Modelling Techniques) Jima
Rumbaugh oraz OOSE (ang. Object-Oriented Software Engineering) Ivara Jackobsona.
Wiasnie wysilek wymienionych autorow, ktorzy podjeli wspolne przedsigwzigcie w
ramach firmy Rational Software Corporation, doprowadzit w 1996 roku do opracowania
pierwszych wersji UML. We wrzesniu 1997 roku powstata, najbardziej obecnie
rozpowszechniona wersja 1.1, oraz pod koniec 1998 roku, opisywana w materiale,
ostatnia wersja 1.3. UML byl opracowywany z szerokim udzialem producentow
oprogramowania, a takze we wspolpracy z wptywowa organizacja OMG (ang. Object
Management  Group) — miedzynarodowa grupa zrzeszajacg producentow
i uzytkownikow oprogramowania, zaangazowana W oOpracowywanie ipromocj¢
standardow zwiazanych z technologia obiektowa.

Szerokie zaangazowanie wielu organizacji w powstanie i rozwdj UML jest miarg
dojrzatosci technik obiektowych, a takze wyrazem oczekiwania na ich wykorzystanie w
wytwarzaniu oprogramowania na skale przemystowa. Oznacza to nie tylko opracowanie
jezyka, lecz rowniez metod oraz narzedzi wspomagajacych proces wytwarzania
oprogramowania wykorzystujacych ten jezyk.

UML jako j@iyk modelowania moze by¢ uzyty we wszystkich zasadniczych fazach
cyklu wytwarzania oprogramowania. W szczegolnosci oznacza to jego wykorzystanie

do:
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Wprowadzenie do jezyka UML

o specyfikacji analizowanych systeméw,

¢ specyfikacji projektowanego oprogramowania,

¢ konstruowania (projektowania) oprogramowania,

e wizualizacji i dokumentowania artefaktow zwigzanych z wytwarzaniem
oprogramowania, pod pojeciem artefaktu rozumie si¢ tutaj informacje
wykorzystang badz wytworzona w trakcie procesu tworzenia oprogramowania.

Dodatkowymi celami branymi pod uwage podczas projektowania UML bylto
dostarczenie  ekspresywnego, uniwersalnego jezyka, ktory Dbylby jezykiem
rozszerzalnym, modyfikowanym stosownie do konkretnych potrzeb. Uniwersalizm
oznacza tu, ze ma UML dostarcza¢ pelego repertuaru abstrakcyjnych, dobrze
zdefiniowanych pojeé zwiazanych z procesem wytwarzania oprogramowania.

UML wyrasta z dotychczasowej praktyki wytwarzania oprogramowania, ale jest
niezalezny zaréwno od konkretnych jezykow programowania jak i od konkretnych
metod tworzenia oprogramowania. UML nie narzuca wiec konkretnej metody, ale
zacheca jednak do iteracyjnego i przyrostowego procesu wytwarzania oprogramowania,
opartego na analizie przypadkéw uzycia (ustug elementarnych) oraz ukierunkowanego
na architektur¢ projektowa. Opracowanie UML stato sie bodzcem do opracowania
metod i narzedzi wspomagajacych stosowanie tych metod. Miedzy innymi firma
Rational Software Corporation opracowala metode (ang. Rational Objectory Process) i
zwiazany z nig pakiet oprogramowania wspomagajacy tworzenie oprogramowania. Inne
metody i narzedzia przygotowaly firma Select oferujac kolejna wersje pakietu Select
Enterprise 6.0 oraz firma i-Logix, wytwérca znanego pakietu Statemate, oferujac pakiet
Rhapsody. Pakiety te nie sa jeszcze catkiem dojrzate, gdyz nie umozliwiaja wszystkich
prezentacji, ktére dopuszcza UML.

Definicja jezyka UML, przedstawiona w dokumentach [17j, [18], [20] jest
czgsciowo formalna. Formalnie zdefiniowano abstrakcyjna skiadnie bezkontekstowa
oraz ograniczenia kontekstowe, wyrazane jako formuly pomocniczego jezyka OCL

(ang. Object Constraint Language) [19], ktéry jest klasycznym jezykiem predykatow
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Wprowadzenie do jezyka UML

pierwszego rzedu. Semantyka UML, tworzaca tzw. metamodel, jest natomiast
przedstawiona w jezyku naturalnym, przy czym zasadniczymi pojeciami stuzacymi do
wyjasniania elementéw jezyka sa tzw. metaklasy oraz metarelacje. Pojecia te sg
uogolnieniem pojecia klas i relacji, czyli tych elementéw, ktdre maja by¢ definiowane.

Ten sposob definiowania jezyka moze by¢ uwazany za bledny, gdyz polega na
definiowaniu nieznanego przez nieznane. To samo pojecie, na przyktad pojecie klasy,
wystepuje raz w roli pojecia definiowanego, a drugi raz, nazywane metaklasa, wystgpuje
w roli pojecia wyjasniajacego. Sytuacja ta wymaga blizszego wyjasnienia. Z definicjq i
uzyciem jezyka UML wiaza si¢ cztery poziomy abstrakcji, w oryginalnych
dokumentach standaryzacyjnych nazywane poziomami architektury metamodelu. Sa to:

e meta-metamodel,

e metamodel,

¢ model (abstrakcyjny),
e model uzytkowy.

Najwyzszy poziom abstrakcji — poziom meta-metamodelu — odnosi si¢ do jezyka
stuzacego do definiowania UML. Poziom nizszy — poziom metamodelu— odnosi si¢ do
definicji jezyka. Zatem meta-metamodel zawiera jezyk potrzeby do definiowania UML,
czyli wzgledem UML jest jego metajezykiem. Kolejny nizszy poziom — poziom modelu
— odnosi sie do definicji modelu interesujacego nas systemu, wyrazonej za pomocaq
jezyka UML. Wreszcie poziom najnizszy — poziom modelu uzytkowego — odnosi si¢ do
konkretnej komputerowej reprezentacji modelu, na przyklad reprezentacji dostarczanej
przez pakiet wspomagajacy wytwarzanie oprogramowania.

Przedstawiona architekture metamodelu mozna byltoby zastosowa¢ do opisu jezyka
programowania. Poziom meta-metamodelu odpowiadatby metajezykowi stuzacemu do
opisu jezyka, poziom metamodelu — opisowi jezyka, poziom modelu — tekstowi
zrodlowemu programowu napisanego w tym jezyku, a poziom modelu uzytkowego —

postaci wykonywalnej tego programu.
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Wprowadzenie do jezyka UML

W opracowanych standardach uwage skoncentrowano na poziomie metamodelu,
domyslnie zaktadajac znajomo$¢ meta-metapoziomu. Akceptacja architektury
metamodelu oznacza wiec, ze aby zrozumie¢ metamodel czytelnik powinien miec
ogblne pojecie klasy, wlasciwie metaklasy. Natomiast studiujac metamodel moze
upewnic¢ si¢, ze pojecie klasy w UML jest uscisleniem jego rozumienia metaklasy.

Obecnie trudno byloby UML uznaé za jezyk ostatecznie uksztaltowany. Poza
przedstawionymi brakami dotyczacymi nie w pelni zdefiniowanej semantyki, nalezy
zwrdci¢ uwage jeszcze na dwa aspekty.

Z jednej strony UML jest bogatym, w pewnym sensie nadmiernie bogatym
jezykiem. Oznacza to, ze niektére mechanizmy jezyka mozna uznaé za nadmiarowe.
Przypomina to sytuacj¢ jaka towarzyszyla wczesnej fazie rozwoju jezykow
programowania. Przyktadowo, definiowany w latach sze$¢dziesiatych jezyk
programowania Algol-60 posiadal wiele barokowych instrukecji zlozonych, ktore
ostatecznie zostaly wyeliminowane w Pascalu powstalym na poczatku lat
siedemdziesiajych. Zasadnicza przyczyna nadmiarowosci jest wiaczenie do jezyka wielu
mechanizmoéw, z ktérych kazdy oddzielnie moze nie by¢ nadmiarowy, ale — posiadajac
wspolne elementy — powoduja powstanie nadmiarowosci. Praktycznym skutkiem
nadmiarowos$ci moga by¢ niejednoznacznos$ci w interpretacji modeli powstalych w
wyniku swobodnego sktadania elementéw jezyka.

Z drugiej strony mozna tez wskaza¢ na pewne niedostatki UML, ktore nie
pozwalaja na wyrazanie pewnych wilasnosci, ktére sa mozliwe do wyrazenia w innych
jezykach specyfikacji [8].

Jeszcze jedna wazna okolicznosé jest zwigzana z praktycznym uzytkowaniem
Jjezyka przy pomocy pakietdw wspomagajacych. Pakiety takie nie zawsze implementujq
wszystkie mechanizmy jezyka, specyficznie interpretuja pewne szczegdlne sytuacje i
czesto dotaczaja wlasne pomocnicze mechanizy.

Pamigtajac przytoczone uwagi, czytelnik powinien wiec wykazywaé ostroznosé i

dociekliwo$¢ przy postugiwaniu si¢ jezykiem. Jednoczes$nie nalezy oczekiwaé, ze w
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Wprowadzenie do jezyka UML

najblizszych lat beda pojawia¢ si¢ nowe, udoskonalone wersje UML.

Zasadniczym celem materialu jest przyblizenie podstawowych poje¢ jezyka i
wskazanie na mozliwosci ich uzycia w procesie wytwarzania oprogramowania.
Nieformalnie, miejsce jezyka w procesie wytwarzania ilustruje rys. 1.

- ~.
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% nar;qdzia . -
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~ v

-
Faza implementaciji
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systemu {

Rys. 1. Hustracja miejsca UML w procesie wytwarzania oprogramowania

~

A2

W uproszeniu zaktada sig, ze proces ten sklada si¢ z trzech faz: analizy wymagan,
projektowania, implementacji. Punktem wyjscia do calego procesu jest wstepny opis
problemu. Kolejna faza bazuje na wynikach fazy poprzedniej i dostarcza informacji dla
fazy nastepnej. Ponadto, kazda faza opiera si¢ na pewnej pragmatyce postgpowania,
ktéra decyduje o metodyce postepowania — na przyktad o wyborze jezykow prezentacji

wynikéw, narzedzi wspomagajacych. Niezbedna tu wiedza pochodzi oczywiscie spoza
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Wprowadzenie do jezyka UML

dziedziny, ktora jest zrédlem rozwiazywanego problemu. W wyniku realizacji kolejnych
faz powstaja pewne dokumenty — odpowiednio: specyfikacja, projekt i oprogramowanie
systemu. Kazdy ztych dokumentow stanowi pewien fragmentaryczny opis calego
systemu. Inaczej: kazdy z nich jest pewnym modelem przedstawiajacym caty system z
pewnego punktu widzenia (z pewnej perspektywy). UML jest jezykiem, ktéry pozwala
na wyrazanie wszystkich takich modeli. Modele te sa symbolicznie zaznaczone po
prawej stronie rys. 1 w postaci zestawu — pakietu — pewnych diagraméw i ewentualnych
komentarzy.

UML jest jezykiem graficzno-tekstowym. Oznacza to, ze w modelu systemu
opisywanego w jezyku UML wystepuja symbole graficzne i tekstowe. Zasadniczo przy
tworzeniu modelu gtowna role maja odgrywac symbole graficzne, a symbole tekstowe
maja stanowi¢ ich uzupehienie. Symbole graficzne wykorzystuje sie¢ do budowy
specyficznych graféw — diagramoéw.

diagram

Graficzne przedstawienie zbioru elementéw modelu, najczesciej prezentowane w

postaci grafu, w ktérym wierzchotki reprezentuja elementy modelu, a tuki —

zachodzace pomiedzy nimi relacje. Wyroznia sie diagramy: klas, obiektow,
przypadkow uzycia, sekwencji, wspotdziatania, standw, aktywnosci, komponentow

1 rozmieszczenia.

Na diagramach a takze poza diagramami moga wystepowac teksty. Teksty moga
mie¢ charakter formalny lub nieformalny. Formalne tekstowy moga by¢ wyrazane w
dowolnym jezyku formalnym, na przyktad w jezyku OCL [19], a nieformalne — w
dowolnie ustalonym jezyku. Informacje tekstowe moga dotyczy¢ elementdéw diagramu,
czyli pojedynczych wierzchotkow lub tukow, badz tez diagraméw jako calos$ci, a nawet
kolekcji diagraméw.

Uwaga

Przedstawiona wyzej definicja diagramu, wyrézniona w postaci przesunigtego

akapitu, jest thumaczeniem odpowiedniej pozycji stownika poje¢ UML [20].
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Wprowadzenie do jezyka UML

Konwencja ta bedzie zachowana w dalszej czesci opracowania.

UML jest jezykiem rozszerzalnym. Oznacza to, ze UML zawiera mechanizmy,
ktore mozna wykorzysta¢ w celu zdefiniowania nowych konstrukcji przystosowanych
do konkretnych zastosowan. Obecnie zdefiniowano dwa standardowe rozszerzenia
jezyka UML: Objectory Process oraz Business Engineering [20]. Rozszerzenie jezyka
oznacza modyfikacje semantyki elementow metamodelu. Pojecie rozszerzenia UML
nalezy odrézni¢ od pojecia wariantu UML. Pod pojeciem wariantu rozumie si¢
specjalizacj¢ jezyka, ktora zachowuje semantyke poje¢ metamodelu jezyka.

Scisle biorac rozszerzenie jezyka odnosi si¢ tylko do skiadni, gdyz polega na
wprowadzeniu nowego symbolu graficznego lub stowa. Natomiast z punktu widzenia
semantyki wprowadzenie nowego elementu wiaze si¢ nie z rozszerzeniem, ale z
uscisleniem znaczenia istniejacego juz elementu.

Efektem kazdej z faz jest pewien model systemu budowany z okreslonego punktu
widzenia — okreslonej perspektywy. Model jest przedstawiany za pomoca odpowiednio
dobranego zestawu diagramdéw oferowanych przez UML wraz z uzupelniajaca
informacja tekstowa.

Niektore sposrod diagramoéw sa przeznaczone do konkretnych faz, inne moga by¢
uzywane w réznych fazach. Na przyklad, diagramy przypadkow uzycia (by¢ moze
lepszym okresleniem byloby — diagramy ustug) sa przeznaczone do fazy analizy
wymagan, a diagramy komponentow irozmieszczenia sa zwiazane z faza
implementacji, natomiast diagramy klas i standw moga by¢ wykorzystywane w zasadzie
we wszystkich fazach.

Diagramy wspoldziatania i sekwencji nosza rowniez wspolng nazwe diagramow
interakcji, za$ diagramy komponentow i rozmieszczenia — diagramow implementacyji.

UML dopuszcza réwniez uzycie innych rodzajow diagraméw. Przykiadem sg tu
diagramy pakietow. Pelnia one rol¢ pomocnicza w kazdej fazie wytwarzania
oprogramowania i zasadniczo stuza do zestawiania w calo$¢ réznych innych diagramow

i poje¢ pomocniczych, umozliwiajac w ten sposob tworzenie dokumentacji prac nad
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Wprowadzenie do jezyka UML

oprogramowaniem — stuza do przedstawiania modeli systeméw. Dodatkowo, w
przypadku zlozonych systemow, moga shuzy¢ do przedstawiania modeli ich
komponentéw — podsysteméw.

Przyktadowo, rola UML w procesie wytwarzania oprogramowania — przy
zatozeniu jego podzialu na fazy analizy, projektowania oraz implementacji — moze by¢
widziana nastepujaco.

Celem fazy analizy jest opis systemu z punktu widzenia jego przysztych
uzytkownikéw. Widza oni system przez zestaw ushug, ktorych system dostarcza oraz
przez spos6b komunikacji z system podczas korzystania z tych ustug. Model systemu
jest tu przedstawiany przez diagram przypadkéw uzycia, ktory przedstawia ustugi
systemu oraz taczace je relacji oraz tzw. aktordw reprezentujacych obiekty z otoczenia
systemu. Obiektami tymi moga by¢ uzytkownicy, urzadzenia pomiarowe lub
wykonawcze, lub inne systemy. Diagram przypadkow uzycia jest zwykle uzupehiany
nieformalnym opisem znaczenia poszczegolnych przypadkow (ustug) oraz taczacych ich
relacji. Interpretacja przypadkéw uzycia wymaga zbudowania diagraméw klas, ktére
wyrazaja aspekty statyczne, oraz diagramdw interakcji, ktore wyrazaja aspekty
dynamiczne modelu.

W fazie projektowania tworzy si¢ model, w ktorym wyraza sie sposob reprezentacji
i funkcjonowania elementéw modelu uzyskanego w poprzedniej fazie. Przy
definiowaniu tego modelu bierze si¢ pod uwage dostepne srodki i zwiazane z nimi
ograniczenia. Do definiowania modelu projektu mozna uzywac tych samych diagraméow
co w fazie poprzedniej, a takze diagraméw komponentow i rozmieszczenia.

Faza implementacji, rozumiana tylko jako faza programowania, w zasadzie nie
wykorzystuje diagraméw UML. Dopuszcza si¢ jednak uzycie jezykow programowania
w niektérych diagramach do definiowania znaczenia pewnych elementow, na przyktad

do definiowania metod na diagramach klas.
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Wprowadzenie do jezyka UML

2. Podstawowe pojecia modelowania

UML jest jezykiem, przy pomocy ktdérego opisuje si¢ modele interesujacych nas
systeméw. W rozdziale przedstawia si¢ okreslenia poje¢ dotyczacych modelowania.
Pojecia te sa potrzebne do wlasciwego rozumienia dowolnego jezyka modelowania oraz
do poprawnego postugiwania si¢ takim jezykiem. Z tego wzgledu pojecia dotyczace
modelowania sg przedmiotem zainteresowania instytucji standaryzacyjnych. Zebrane i
komentowane nizej terminy i pojecia bezposrednio zwigzane z UML sa kojarzone z
odpowiednimi terminami i pojeciami opracowanymi w ramach prac prowadzonych
przez ISO nad modelem systeméw przetwarzania rozproszonego ODP (ang. Open
Distributed Processing) [10].

Modelowanie, czyli tworzenie pewnego modelu odnosi si¢ do wybranej dziedziny.
Zarowno wybrany fragment pewnej dziedziny, jak i zbudowany model stanowig pewne
systemy. Model jest systemem stanowiacym tylko pewne odzwierciedlenie systemu z
wybranej dziedziny. Model jest wigc pewna abstrakcjq modelowanej dziedziny.
Zwiazek pomigdzy modelem a modelowang dziedzing zalezy od przyjgtego punktu
widzenia — od wybranej perspektywy modelowania.

dziedzina

Obszar wiedzy lub dziatalnosci charakteryzujacy si¢ specyficznym zbiorem pojgc i

terminologia.

model

Semantycznie spdjna abstrakcja systemu.

system

Zbiér wspolnie powiazanych jednostek w celu wykonywania wspdlnych zadan.

System moze byé¢ opisywany przez jeden lub wigcej modeli odzwierciedlajacych

rozne perspektywy widzenia systemu. W przypadkach zlozonych system moze by¢

przedstawiony jako ztozenie podsystemow.
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Wprowadzenie do jezyvka UMI.

podsystem

Zbior elementéw opisujacych zachowanie innych, zagniezdzonych w nich

elementéw.

To czym sa jednostki sktadowe modelu (systemu) zalezy od przyjetych zasad
dekompozycji i abstrakcji. W UML moga to by¢, na przyklad, obiekty (faza analizy),
komponenty lub wezty (faza projektowania).

Pojecie dekompozycji bezposrednio w UML nie wystepuje. Dekompozycja polega
na przedstawieniu charakterystyki bytu przez odwotanie si¢ do charakterystyk innych
bytow — jego czesci sktadowych. Pozwala to na oddzielne rozpatrywanie najpierw czesci
skladowych, a nastgpnie catosci w terminach odpowiedniego potaczenia tych
sktadowych.

abstrakcja

Specyficzna charakterystyka bytu, ktéra pozwala na jego wyroznienie wsrod

innych bytéw. Abstrakcja ustala rozgraniczenia pomiedzy bytami wzgledem

perspektywy przyjetej przez obserwatora.

Abstrakeje¢ okresla sig¢ rowniez jako proces badz jako efekt procesu polegajacego na
usuwaniu nieistotnych szczegolow w celu uzyskania uproszczonego opisu
interesujacego systemu.

Dekompozycja i1 abstrakcja sa dwoma podstawowymi sposobami redukowania
zlozonosci podczas modelowania.

perspektywa

Projekcja modelu, w ktorej ujete sa elementy istotne z danego punktu widzenia

(poziomu abstrakcji), a pominigte sa wszelkie inne elementy.

UML jest jezykiem modelowania. Podczas tworzenia oprogramowania przechodzi
si¢ przez kolejne fazy, ktore charakteryzuja si¢ specyficznymi perspektywami.
Przyktadami perspektyw w metodzie Unified Software Development Process [2] sa:

o perspektywa uslugowa (ang. use case view),
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e perspektywa projektowania ogélnego (ang. design view),

e perspektywa projektowania szczegolowego (ang. process view),

o perspektywa implementacyjna (ang. implementation view),

o perspektywa instalacyjna (ang. deployment view).

Inne perspektywy wyréznia model ODP [10]. Sa to:

o perspektywa przedsiewzigcia (ang. enterprise view),

o perspektywa informacyjna (ang. information view),

e perspektywa obliczeniowa (ang. computation view),

o perspektywa inzynierska (ang. engineering view),

e perspektywa technologiczna (ang. technological view).

okres modelowania

Odnosi si¢ do tego co wystepuje w fazie modelowania w procesie wytwarzania

oprogramowania. Obejmuje czas analizy i projektowania. Czas modelowania

nalezy odroznia¢ od czasu wykonywania obliczen.

Model powinien odzwierciedla¢ dwa aspekty systemu — struktur¢ systemu oraz
jego dziatanie (funkcjonowanie). Inaczej, model powinien odzwierciedla¢ aspekt
statyczny i dynamiczny.

aspekt modelu

Skupienie si¢ na szczegdlnych wiasciwosciach metamodelu.

strukturalny aspekt modelu

Aspekt modelu koncentrujacy si¢ na strukturze obiektow w systemie, wlaczajac w

to ich typy, klasy, relacje, atrybuty i operacje.

architektura

Struktura organizacyjna systemu. Architektura moze by¢ rekursywnie

dekomponowana na czesci, ktore wspoétdzialaja ze soba przez wspdlne interfejsy,

musi tez okresla¢ relacje zachodzace pomiedzy czeSciami oraz okresla¢

ograniczenia dotyczace ich taczenia ze soba.
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RM ODP.[10] okresla architekture jako zestaw regut definiujacych strukture
systemu oraz zwiazki pomiedzy jego czgsciami skladowymi.

behawioralny aspekt modelu

Aspekt modelu, ktory skupia si¢ na zachowaniu instancji (obiektow) w systemie,

wlaczajac w to ich metody, wspotdziatania i historie stanow.

zachowanie

Obserwowane efekty operacji lub zdarzenia, wlaczajac w to ich wyniki.

Pojecie zachowania, chociaz bardzo wazne, bywa rozumiane r6znie. RM ODP [10]
okresla zachowanie (obiektu) jako zbior akcji (czego$ co moze si¢ zdarzy¢) wraz ze
zbiorem ograniczen dotyczacym ich wystapien. Nalezy przy tym zaznaczy€, ze termin
’akcja> w RM ODP obejmuje znaczenie ‘akcji’, a takze ‘zdarzenia’ w sensie UML.
Szczegdtowa analize poje¢ w UML i w RM ODP przedstawia praca [11].

Wydaje sie, ze najbardziej wyczerpujace pojecie zachowania wprowadza LOTOS
[15]. Po pierwsze wyrdznia si¢ system oraz jego zewnetrznego obserwatora. Nastepnie
okresla sie to, co obserwator moze dostrzec obserwujac system, czyli obserwowalne
efekty. Przy tych ustaleniach zachowanie (procesu — odpowiednika obiektu) rozumie si¢
jako zbior wszystkich ciagow efektow, ktore sa mozliwe do zaobserwowania. Ogolnie,
efekty ktore obserwator moze dostrzega¢ to zmiany standw systemu lub interakcje
(komunikacje) systemu z jego otoczeniem. Zatozenie, ze obserwuje si¢ stany systemu
oznacza, ze ma si¢ jakie$ wyobrazenie systemu. Przyjecie takie zatozenia jest wiasciwe
na przyklad podczas testowania istniejacego systemu. Natomiast w przypadku
specyfikowania tworzonego dopiero systemu, bardziej odpowiednie jest zalozenie
obserwacji interakcji systemu z otoczeniem i abstrahowanie od jakiejkolwiek wiedzy o
budowie systemu.

Pojecie zachowania w UML nie jest ani tak wyczerpujace, ani tez tak precyzyjne
jak w LOTOSie. Stad pojawiaja si¢ w UML inne uzupehiajace pojecia, na przyklad

scenariusz, rozumiany jako ‘ciag akcji ilustrujacych zachowanie’.
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Zasadniczymi elementami modelu — modelami bytéw z wybranej dziedziny sa
klasy 1 obiekty. Chociaz obiekty mozna w pewnym sensie uwaza¢ za pojecia pierwotne,
to jezyk UML wprowadza pojecie obiektow jako pojecie pochodne od pojecia klasy.

Nalezy pamigta¢, ze klasy i obiekty — jako elementy zasadnicze — sa elementami
sktadowymi wielu modeli wyrazalnych w UML, ale nie sg elementami jedynymi. Obok
nich wystepuja takze:

e interfejsy,

e przypadki uzycia,

e grupy wspoldziatania,

e komponenty,

¢ wezly (jednostki rozmieszczenia).

Pojecie te s omdwione w nastepnych rozdziatach.

element modelu

Element stanowiacy abstrakcje wyprowadzona z modelowanego systemu.

klasa

Opis zbioru obiektow posiadajacych takie same atrybuty, operacje, metody, relacje

1 semantyke. Klasa moze uzywa¢ interfejséw do definiowania zestawu operacji

oferowanych jej srodowisku.

Podane okreslenie klasy wprowadza pewne niejednoznacznosci interpretacyjne.
Ogodlnie, pojecie klasy bywa rozumiane na trzy sposoby:

e Klasa jako pewien zbior (kolekcja) ustalonych elementéw (obiektéw). W tym

sensie klasa ma ustala¢ konkretny zbidr obiektow.

e Klasa jako ryp. W tym sensie klasa to pewien predykat, ktory jest albo nie jest

spetiony dla danego elementu.

o Klasa jako wzorzec. W tym sensie klasa jest szablonem, wedtug ktérego mozna

generowac elementy (obiekty).

Klasa w UML z pewnoscia nie ma pierwszego znaczenia — konkretnego zbioru
elementéw (nazywanego tez ekstensjg). Czasem to znaczenie moze by¢ rozumiane
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troche inaczej, jako uniwersum dla danych rozwazan, czyli jako zbidr wszystkich
potencjalnych>bytéw. Pozostate dwa znaczenia sa uzywane w UML, przy czym kontekst
uzycia wskazuje, o ktére znaczenie chodzi. Na przyklad, podczas wprowadzania klas na
etapie analizy uzywa si¢ pojecia klasy jako typu, natomiast na etapie programowania
klasy sa uzywane gtownie jako wzorce.

Uzycie klasy jako typu jest podobne do traktowania tego pojecia w taki sam sposob
jak, na przyktad, w ujeciu stownika jezyka polskiego sa rozumiane pojecia ogolne ‘kon’,
‘zwierze® itp. W kazdym z tych przypadkow stowo ‘kon’ czy ‘zwierze’ nie okresla
konkretnego konia czy konkretnego zwierzecia, ale raczej klas¢ abstrakcji na
okreslonym domysInie uniwersum. W scistym rozumieniu typ jest pewnym predykatem.
Pozwala to na uscislenie wielu poje¢. Oznacza to, ze dany obiekt jest obiektem danej
klasy A, gdy spemia odpowiedni predykat P,. Stad wynika, na przyklad, pojecie
podklasy. Jezeli klasa A jest okreslona przez predykat P, oraz klasa B jest okreslona
przez predykat Py, taki ze Py = Pp, to mowimy, ze klasa A jest podklasa klasy B.

Uzycie klasy jako wzorca jest podobne do odlewania pewnych wyrobow
metalowych z tej samej, by¢ moze w pewnym zakresie zmienianej, formy. Scistym
odpowiednikiem wzorca jest pewien tekst oraz algorytm, ktéry na podstawie tego tekstu
1 ewentualnych dodatkowych parametrow generuje nowy tekst reprezentujacy nowy
obiekt.

Rozumienie klasy jako typu i jako wzorca prowadzi do réznych konsekwencii.
Elementami klasy, jako typu, moga by¢ w zasadzie dowolne byty pod warunkiem, ze
posiadaja pewne wiasnosci okreslone przez odpowiedni predykat. Natomiast
elementami klasy jako wzorca sa ,,podobne” byty rozniace si¢ co najwyzej pewnymi
parametrami.

Niezaleznie od tych niejednoznacznosci, watpliwosci budzi okreslenie, ze obiekty
w klasie maja takie same relacje i semantyke. Mozna to rozumieé tylko na pewnym
poziomie ogdlnosci, na przyktad — w przypadku relacji — mozna méwi¢ co najwyzej o

jednakowej ich sygnaturze.
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sygnatura

Nazwa i parametry wiasnosci behawioralnej. Opcjonalnie sygnatura moze zawieraé

parametr zwrotny (parametr odpowiedzi).

W dokumentach standaryzujacych ODP [10] dokonuje si¢ wyraznego rozroznienia
pomigdzy wymienionymi trzema znaczeniami. Pojeciu zbioru odpowiada termin class,
pojeciu wzorca — termin template, natomiast ostatniemu z analizowanych znaczen
odpowiada pojecie typu — fype. Typ jest tu rozumiany jako pewien predykat, ktéry dla
danego argumentu, w szczegolnosci moze nim by¢ obiekt, jest albo nie jest spemiony,
co pociaga stwierdzenie, ze obiekt jest albo nie jest obiektem danego typu.

obiekt

Obiekt jest jednoznacznie identyfikowalnym bytem, $cisle rozgraniczonym od

swego otoczenia, ukrywajacy wlasny stan i zachowanie. Stan obiektu jest

reprezentowany przez jego atrybuty oraz relacje z innymi obiektami, a zachowanie
jest reprezentowane przez operacje, metody i maszyny stanowe. Obiekt jest
instancja klasy.

W ujeciu ontologicznym obiekt jest bytem o wiasnej tozsamoscei, tzn. jest bytem,
ktory istnieje 1 jest odroznialny od innych bytéw. Odroznialno$é bytoéw mozna osiagaé
na rézne sposoby, najczesciej osiaga si¢ to przez nadanie im unikatowych nazw. Na
gruncie konkretnego jezyka pojecie bytu jest usciSlane przez przydanie mu
specyficznych wlasciwosci, np. przez atrybuty czy operacje.

Stan obiektu jest na ogoét rozumiany jako wartosciowanie jego atrybutow oraz
relacji. Stan obiektu nalezy odrézniaé od stanu maszyny stanowej, ktora moze by¢
zwiazana z danym obiektem. Stany maszyny stanowej, w najprostszym przypadku, sa
okreslone jako partycja na zbiorze wszystkich stanéw obiektu, czyli na zbiorze
wszystkich wartosciowan atrybutow i relacji obiektu. W przypadkach bardziej
zlozonych stan maszyny moze dodatkowo ujmowa¢ histori¢ obiektu. Warto zaznaczyc,
ze historie obiektu daje sie rowniez wyrazi¢ przez dotaczenie dodatkowych atrybutéw

(atrybutow historycznych), wowczas pojecie stanu maszyny mozna nadal traktowac
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traktowa¢ jako partycj¢ na zbiorze wartosciowan rozszerzonego zbioru atrybutéw i
relacji obiektu.

Model systemu, zlozony w pewien sposob z powiazanych ze sobg obiektow, ma
opisywa¢ funkcjonowanie poszczegdlnych sktadowych oraz ich wspoétdziatanie ze sobg
oraz z otoczeniem systemu. Funkcjonowanie skladowych systemu jest opisywane w
terminach wykonywanych akcji i aktywnosci, a wspodldziatanie przez opis wymiany
komunikatow (wiadomosci). UML nie definiuje jawnie otoczenia systemu, lecz skupia
si¢ na opisie wspoldzialania systemu z otoczeniem. Wspoldzialanie polega na
wzajemnej wymianie informacji — przesylaniu komunikatow - przez dobrze
zdefiniowany interfejs. Akt komunikacji pomigdzy systemem a jego otoczeniem, czy tez
pomigdzy sktadowymi systemu, jest przyktadem akc;ji.

akcja

Wykonywalna, niepodzielna (atomowa) czynnosé obliczeniowa, ktorej wynikiem

jest zmiana stanu systemu lub dostarczenie pewnej wartosci.

Akcja w UML ma na ogot zerowy czas trwania. W UML za akcje uwaza sie takze
ciag akcji. Jest to niezrgcznos¢ definicji powodujaca niepotrzebng komplikacje pojecia,
chociaz wynika to z oczywistej obserwacji, ze cigg czynnosci o zerowym czasie
wykonywania ma takze zerowy czas realizacji.

Wyrdznia si¢ nastepujace akcje:

¢ akcje wywolania operacji,

¢ akcje przekazania wyniku obliczen operacji,

o akcje wystania sygnatu,

e akcje kreacji obiektu,

¢ akcje normalnego kasowania obiektu,

e akcje awaryjnego kasowania obiektu,

e akcje przypisania,

o akcje o interpretacji nieokreslonej w UML.
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To co zdarza si¢ w danym momencie jest okreslone w UML jako zdarzenie.
Efektem akcji moze by¢ wykreowanie zdarzenia.

Pojecie akcji w RM ODP jest rozumiane podobnie: jako cos, co sie zdarza. Moze to
by¢ interakcja, czyli przekazanie informacji pomiedzy dwoma komponentami lub akcja
wewnetrzna, co skutkuje tylko zmiang stanu. Tak jak w UML, akcja w ODP jest
niepodzielna.

aktywnosé

Podzielna (nieatomowa) czynnosé obliczeniowa zdefiniowana w obrebie maszyny

standw.

W odréznieniu od akcji aktywno$é jest czynnoscia obliczeniows zajmujaca na ogodt
niezerowy czas. Akcje moga by¢ elementami aktywnosci. Moga w nich wystgpowac
sekwencyjnie lub réwnolegle.

zdarzenie

Specyfikacja istotnego wystapienia majacego przyporzadkowanie w czasie i w

przestrzeni.

Istotng wlasciwoscia zdarzenia jest zwigzanie z danym momentem, a zatem jego
natychmiastowos¢. Szczegolnymi rodzajami zdarzen wyréznianych w UML sa: odbior
sygnatu, odbiér wywolania operacji, uptyw zadanego okresu czasu oraz zmiana stanu
(rozumiana na przyktad jako spetnienie pewnego predykatu).

Warto zwroci¢ uwage, ze¢ w UML nie wyrdznia si¢, na przyklad, zdarzenia
wystania sygnalu (asynchronicznego komunikatu). Nalezy to uzna¢ za niedostatek
jezyka, gdyz nie pozwala to, na przyktad, na wyrazanie wlasnosci czasowych wigzacych
moment wyslania sygnalu z momentem jego odbioru.

Zdarzeniu jest zawsze przyporzadkowany moment czasu jego wystapienia, a

ponadto moze mu by¢ przyporzadkowana nazwa oraz zestaw wartosci.
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komunikat (wiadomos¢)

Przekazanie informacji pomiedzy obiektami zwiazane z oczekiwaniem, ze

spowoduje to pewna akcj¢ po stronie odbierajacej. Komunikatem jest wywolanie

operacji i wyslanie sygnatu. Odbiér komunikatu jest zwykle traktowany jako
wystapienie pewnego zdarzenia.

Specyfikacja ta okresla nie tylko rodzaj komunikacji — wystanie sygnahu,
wywolanie operacji, utworzenie lub skasowanie obiektu, ale takze role nadawcy i
odbiorcy w obrebie danego potaczenia komunikacyjnego, oraz informacje
przekazywane pomiedzy nadawca a odbiorca. W UML dopuszcza sie zaréwno
synchroniczny jak i asynchroniczny sposob komunikacji pomiedzy nadawca a odbiorca.

interfejs

Deklaracja zbioru operacji, ktore lacznie definiuja pewien zestaw ushug

oferowanych przez instancj¢ (przypadku uzycia, obiektu lub komponentu).

Interfejs jest ogolng charakterystyka pewnego spdjnego zestawu ustug
reprezentowanych przez wybrane operacje danego przypadku uzycia obiektu lub
komponentu. Obiekt lub komponent moga mie¢ wiele interfejsow.

System w danym momencie jest scharakteryzowany przez swéj stan, ktéry determinuje
zachowanie si¢ (funkcjonowanie) systemu w przysziosci. Stan systemu jest okreslony
przez stany wszystkich jego obiektéw sktadowych.

stan

Sytuacja w czasie zycia obiektu, scharakteryzowana przez pewien warunek,

wykonywana aktywno$é lub oczekiwanie na pewne zdarzenie.

Sytuacje obiektu w danym momencie opisuje stan jego maszyny stanowe;.
Podsumowujac, system (badz jego model) moze by¢ opisywany wylacznie z punktu
widzenia zewngtrznego albo wewnetrznego obserwatora. Obserwator zewnetrzny
opisuje system przez okreslenie jego ustug oraz jego zachowania, natomiast obserwator
wewngtrzny opisuje system przez okreslenie jego standow i przejs¢ pomiedzy stanami w

wyniku reakcji na zachodzace zdarzenia.
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3. Elementy jezyka
3.1. Klasyfikacja

Elementy jezyka UML mozna pogrupowa¢ w trzy kategorie:
e clementy podstawowe,
o clementy wiqzqce,
o diagramy.
Podstawowe elementy, z ktorych buduje si¢ model danego systemu mozna
podzieli¢ na nastgpujace cztery podkategorie:
o clementy strukturalne, na ktore skiadajg sie:
(a) Kklasy,
(b) interfejsy,
(c) grupy wspotdziatania,
(d) przypadki uzycia,
(e) klasy aktywne,
(f) komponenty,
(&) wezly,
e clementy behawioralne, na ktore sktadaja sie:
(a) interakcje,
(b) maszyny stanéw,
o clementy grupujqce — zawierajace tylko pakiety,
o elementy objasniajqce — zawierajace tylko notki.
Elementy wigzace, ktore stuza do wiazania elementow podstawowych przy
tworzeniu modelu, obejmuja nastgpujace relacje:
e zaleznosci,
® asocjacji,

e generalizacji,
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e realizacji.

Diagramy shuza do wizualizacji tworzonych modeli. Zasadnicza czg¢scia kazdego
diagramu jest pewien graf etykietowany, z ktorego wierzchotkami — elementami
podstawowymi — i krawedziami — elementami wiazacymi — sa zwiazane dodatkowe
informacje wyrazane w postaci tekstowej. Zestaw diagramow stuzy do budowy modelu
rozwazanego systemu.

Zestaw diagramow do prezentacji modelu lub jego fragmentéw obejmuje:

e diagraméw klas (class diagrams),

o diagraméw obiektéw (object diagrams),

o diagramow przypadkdw uzycia (use case diagrams),

o diagraméw sekwencji (sequence diagrams),

e diagraméw wspotdziatania (collaboration diagrams),

e diagraméw standw (state diagrams),

e diagramdw aktywnosci (activity diagrams),

e diagraméw komponentdw (component diagrams),

e diagraméw rozmieszczenia (deployment diagrams).

Diagramy klas, obiektéw, przypadkow uzycia, komponentow i rozmieszczenia
stuza do wyrazania aspektow statycznych tworzonych modeli, natomiast diagramy
sekwencji, wspodldzialania, stanow i aktywnosci stuza do wyrazania ich aspektow
dynamicznych.

Diagramy sekwencji i diagramy wspotdziatania nosza wspolng nazwe diagramdw
interakcji. Natomiast diagramy komponentow i diagramy rozmieszczenia nosza wspolna

nazw¢ diagramow implementacji.
3.2. Elementy strukturalne

Klasy
Elementy strukturalne stanowia komponenty modeli budowanych w r6znych
fazach tworzenia oprogramowania. Zasadniczym pojeciem jest definiowana juz

24 VI Konferencja Systemy Czasu Rzeczywistego, Zakopane 1999



Wprowadzenie do jezyka UML

wezesniej klasa, jako opis zbioru obiektow posiadajacych takie same atrybuty, operacje,
metody, relacje i semantyke. Na poziomie metamodelu klasa jest szczegdlnym rodzajem
klasyfikatora. Dokladniej, pomigdzy pojeciem klasy a pojeciem klasyfikatora na
metamodelu zachodzi relacja generalizacji — klasa jest metaklasa specyficzna, a
klasyfikator — metaklasa ogolna. Elementy klasyfikatora nazywamy instancjami.
Instancjami klasy sg obiekty.

klasyfikator
Mechanizm opisujacy wlasnosci behawioralne 1 strukturalne elementow
modelowania. Klasyfikatorami sg klasy, aktorzy, komponenty, typy danych,
interfejsy, wezly, sygnaly, podsystemy i przypadki uzycia. Klasy sg najbardziej
ogolne sposrod wszystkich klasyfikatoréw, co intuicyjnie oznacza, ze pozostale
klasyfikatory mozna rozumieé jako klasy z pewnymi ograniczeniami dotyczacymi
ich tresci lub uzycia.

atrybut

Nazwana wilasciwos¢ klasyfikatora, okreslajaca zestaw wartosci, ktére moga

przyjmowa¢ instancje klasyfikatora.

Pojecie atrybutu odnosi si¢ ogdlnie do wszystkich klasyfikatorow. Klasyfikator jest
pojeciem pomocniczym (z metamodelu), ktére obejmuje: interfejsy, klasy, typy danych i
komponenty.

Atrybut ma swoja nazwe, a ponadto z atrybutem wiaza si¢ nastgpujace cechy
(metaatrybuty):

°* typ,

e widzialno$¢ (publiczny, chroniony, prywatny),

e zakres wartosci (instancja typu),

e zakres wlasnosci (wartos¢ atrybutu wspdlna dla calej klasy, czy indywidualna

dla obiekt6w klasy),

e krotno$é atrybutu okreslajaca liczb¢ wartosci atrybutu przyporzadkowang

kazdemu jego wiascicielowi,
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e sposob zmiany wartosci atrybutu (brak ograniczen, tylko odczyt, tylko

dotaczanie nowych wartosci).

operacja

Usluga dostarczana przez obiekt, ktéra manifestuje sie przez odpowiednie

zachowanie obiektu. Operacja ma sygnature, ktora okresla jej dopuszczalne

parametry.

Operacja ma swoja nazwg, liste parametrow formalnych i typ zwracanego wyniku
obliczen, a ponadto z operacja wiaza si¢ nastepujace cechy:

e rodzaj dostgpu (sekwencyjny, posredni, rownolegty),

¢ polimorfizm (polimorficzna, niepolimorficzna)

e zakres (operacja wspolna dla calej klasy, czy indywidualna obiektow klasy),

e widzialnos¢ (publiczna, chroniona, prywatna).

Pojecie operacji nalezy odréznia¢ od pojecia metody, ktora jest implementacja
operacji. Z kazda operacja moze by¢ zwiazana jej specyfikacja wyrazona formalnie lub
nieformalnie. Moze tez by¢ okreslony skutek jej wywolania (zmiana lub brak zmiany
warto$ciowania atrybutéw), czy jest polimorficzna (jedna czy wiele implementacji).

metoda

Implementacja operacji. Okresla algorytm lub procedure, ktora dostarcza wyniku

operacji.

Metoda posiada cechy operacji, a ponadto moze by¢ z nia skojarzone zachowanie
definiowane przez odpowiednig maszyne stanowa, tres¢ wyrazana nieformalnie lub w
wybranym jezyku programowania lub grupa wspoldziatania okreslajaca jej
implementacje.

Graficzng reprezentacje klas przedstawia rys. 2. Kolejny rys. 3 przedstawia notacje
okreslajaca dalsze szczegoty zwiazane z klasami. Poza sekcja dla nazwy, ktéra musi by¢
zawsze, oraz sekcjami dla atrybutow i operacji, dopuszcza si¢ wprowadzanie
dodatkowych sekgji, np. sekeji dla definiowania wyjatkow, odpowiedzialnosci klasy itp.

Omowione klasy nazywa si¢ klasami konkretnymi w odroznieniu od klas szablonowych.

26 VI Konferencja Systenty Czasu Rzeczywistego, Zakopane 1999



Wprowadzenie do jezyka UML

Klasy szablonowe bezposrednio nie okreslajg konkretnej klasy. Definiujg one konkretne

klasy dopiero po ukonkretnieniu, czyli po ustaleniu wartosci odpowiednich parametrow

generycznych klas szablonowych. Uzywa si¢ jeszeze pojecia klas abstrakcyjnych. Klasy

abstrakcyjne nie stuza do okreslania konkretnych obiektéw, w UML pelnig one

pomocnicza rol¢ przy definiowaniu innych klas.

Nazwa klasy

atrybut
atrybul : typ
atrybut : typ =

warto$¢_poczatkowa

«Stereotyp» «Stereotyp»

Nazwa klasy Nazwa klasy
atrybut : typ atrybut : typ
operacja() operacja()

operacja(lista_arg) : typ

operacja(lista_arg) : typ

Klasa

+ atrybut publiczny
# atrybut chroniony
- alrybut prywatny

inny atrybut indywidualny
atrybut wspélny dla klasy

+ operacja publiczna
# operacja chroniona
- operacja prywatna

Rys. 2. Podstawowa notacja klas

Parametry

Klasa

aktualne

ukonkretniona '

«bindy» zwiazek

exceptions
wyjatek()

———— Parametry

|
Klasa ! formalne

szablonowat------ ] ------

Klasa ukonkretniona
<parametry aktualne>

Rys. 3. Widzialnos¢ i zasieg atrybutéw i operacji, klasy parametryzowane

relacja

Semantyczne powigzanie pomigedzy elementami modelu, na przyklad: relacja

asocjacji lub generalizacji.

Pojecie powiazania odnosi si¢ ogolnie do dowolnych klasyfikatorow.

Pojecie semantyki, odnoszace si¢ do klasy jest rozumiane nieformalnie. Posrednio

semantyke mozna okresli¢ przez ustalenie odpowiedzialnosci zwiazanej z klasa. Pojecie

VI Konferencja Systemy Czasu Rzeczywistego, Zakopane 1999

27



Wprowadzenie do jezyka UML

odpowiedzialno$ci — poza postacia notki — nie ma w UML bezposredniej reprezentacji,
natomiast z tego pojecia wynikajq wlasnosci dynamiczne klasy.

odpowiedzialno$¢

Kontrakt lub zobowigzanie klasy lub innego elementu.

Odpowiedzialno$¢ jest przede wszystkim pojeciem metodycznym. Pojecie
kontraktu nie jest definiowane w UML, jest natomiast uwzgledniane przez RM ODP.
Kontrakt jest umowa zawierang pomigdzy serwerem a klientem (klasa a jej
uzytkownikami), ktéra moze zawierac:

e specyfikacje rdl i zwigzanych z nimi interfejsow,

e okreslenie jakosci ustug,

e ustalenie okresow waznosci umowy,

¢ wskazanie zachowan koniecznych, dopuszczalnych, zabronionych itp.

Ostatecznie zobowiazania i kontrakty zwigzane z odpowiedzialnoscia znajduja
swoje odzwierciedlenie w zachowaniu, ktére ma swa reprezentacje w UML w postaci
diagramu stanow lub diagramu aktywnosci zwigzanego z dang klasa.

Klasy aktywne

Klasa aktywna to klasa, ktorej obiekty posiadaja jeden lub wiecej procesow lub
watkow, 1 przez to moga przejawia¢ dziatania sterujace. Proces craz watek nie sg
pojeciami wystgpujacymi na poziomie metamodelu. Sa uzytecznymi pojeciami podczas
tworzenia szczegdtowego projektu oprogramowania.

klasa aktywna

Klasa ktorej instancje sg obiektami aktywnymi.

obiekt aktywny

Obiekt posiadajacy wlasny watek sterowania i mogacy inicjowac sterowanie.

Klasy aktywne maja reprezentacj¢ graficzng rdzniaca sie od reprezentacji innych

klas tylko pogrubiong krawedzia blokow.
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proces

Jednostka rownoleglosci  (ciag czynnosci  obliczeniowych) w  jezykach

programowania lub w systemach operacyjnych. Jest to réwniez standardowy

stereotyp wskazujacy na sposob implementacji aktywnego obiektu jako procesu.

Ogolnie, podane okreslenie nie jest jedynym znaczeniem kojarzonym ze stowem
proces. Proces moze tez oznacza¢ wykonywanie pewnych czynnosci, na przyklad,
wykonywanie obliczen pewnego algorytmu, lub wytwarzanie oprogramowania.

watek

Pojedyncza Sciezka wykonania programu lub inna reprezentacja przeptywu

sterowania. Takze stereotyp dla implementacji aktywnego obiektu jako , lekkiego”

procesu.

Watek moze by¢ uwazany za szczegolny rodzaj procesu. Zasadnicza roznica
pomigdzy watkiem iprocesem jest zwigzana z ich mechanizmami synchronizacji i
komunikacji. W poréwnaniu do proceséw watki majg te mechanizmy ograniczone, co
powoduje, ze wykorzystywanie watkow wymaga od ich uzytkownikow przestrzegania
pewnych ograniczen, zwykle chodzi o zagwarantowanie wykluczajacego si¢ dostgpu do
wspolnej pamigci.

Typy danych

typ danych

Opis zbioru warto$ci, bez wyrdznionej tozsamosci. Typy danych moga byé

predefiniowane  (standardowe) 1lub  definiowane przez uzytkownikow.

Elementarnymi typami predefiniowanymi sa liczby, napisy, oraz wartosci czasowe.

Typami definiowanymi przez uzytkownika sa typy wyliczeniowe.

Typ danych w UML jest rozumiany inaczej niz w jezykach programowania, gdzie
przez typ rozumie sie pewien zbior wartosci oraz pewien zbidr zwigzanych z nim
operacji. Typ danych w jezykach programowania ma swoja tozsamoS¢ co oznacza, ze
mozna kreowa¢ rézne typy posiadajace ten sam zbior wartosci i ten sam zbior operacji.

Natomiast w UML kreowanie nowego typu, ktorego zbior wartosci bylby identyczny ze
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zbiorem wartosci istniejacego juz typu, na przykiad typu catkowitoliczbowego, nie ma
sensu, gdyz pomigdzy réznymi zbiorami catkowitoliczbowymi nie ma odroznienia.
Pojecie interfejsu bylo  wyjasnione wczesniej. Interfejs moze byé
przyporzadkowany przypadkowi uzycia, klasie lub komponentowi ma swoja nazwe.
Interfejsy nie musza by¢ rozlaczne.
Graficznie interfejs przedstawia si¢ kolkiem. Rys. 4 przedstawia klase i pakiet

powiazane relacja asocjacji z interfejsami.

—— 1
| Klasa ‘—O Pakiet i_—o

Interfejs-1 =
6 Interfejs-2 . Interfejs-3

Rys. 4. Przyklad klasy pakietu z interfejsami

Grupy wspdldzialania
Pojecie grupy wspotdziatania zostalo wprowadzone w wersji UML 1.3.

grupa wspoéldzialania

Opis zbioru obiektow i ich powiazan, ktore wspodtdziatajac ze soba w pewnym

otoczeniu implementuja zachowania przypadku uzycia lub operacji. Grupa

wspoétdziatania ma czes¢ statyczng i dynamiczng. Cze$¢ statyczna opisuje role
obiektow i ich powiazaf, ktére moga peli¢ w instancji grupy wspdtdziatania.

Cze$¢ dynamiczna zawiera opis przeptywu w czasie komunikatow pomigdzy

obiektami w celu realizacji wspolnych-obliczen.

W poprzednich wersjach UML pojecia tego nie bylo. Jest ono przydatne dla
powiazania kolejnych faz wytwarzania oprogramowania. Mozna jawnie okresla¢ relacje
pomigdzy elementem modelu fazy wczesniejszej z grupa wspodtdzialania, ktora jest jej
implementacja i ktora stanowi fragment modelu fazy pdzniejszej. Na przyktad, mozna w
ten sposob wskazywaé na grupe wspotdziatania jako realizatora przypadku uzycia lub
operacji. Zbiér grup wspoldzialania implementujacych operacje danej klasy mozna

traktowac¢ jako implementacje klasy.
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Aspekty statyczne grupy mozna wyraza¢ wykorzystujac diagramy klas lub
obiektow, zas aspekty dynamiczne — wykorzystujac diagramy interakcji.

Na rys. 5 grupa wspotdziatania 1 jest realizacja pewnej operacji wskazanej klasy
(powiazanie przez relacj¢ realizacji), za$ grupa wspétdziatania 2 — przez relacje

zaleznosci ukonkretniong stereotypem «refine» — jest okreslona jako pewne uscislenie

grupy 1.
Klasa
opcrsci20 <] ralll
o3 | ‘\\ wspdldzialania 1 //}
realizacja /’/,—:’7 .............
ot «refine»
- Grupa ) N

-

“.. Wwspoldzialania2
N 4

\\\\\\

Rys. 5. Przyklad wykorzystania grup wspoldziatania

Uogolnieniem pojecie grupy wspoldziatania jest parametryzowana grupa
wspdldzialania. Konkretyzacja parametryzowanej grupy wyznacza konkretna grupe
wspotdziatania. Zwykle podstawowymi jej parametrami sg klasyfikatory. Konkretyzacja
polega na powiazaniu parametrow formalnych z konkretnymi klasyfikatorami.

Pojecie to jest przydatne do okreslania tzw. wzorcow projektowych. Na rys. 6 jest
przedstawiony przyktad parametryzowanej grupy wspotdzialania oraz oparty na niej

wzorzec.
Przypadki uzycia
Przeznaczeniem przypadkow uzycia jest opis systemu badz jego czesci z punktu
widzenia uzytkownika. Z pragmatycznego punktu widzenia przypadki uzycia moga
stanowi¢ opis funkcjonalnych wymagan uzytkownika dla majacego powsta¢ systemu,
badz moga stanowié¢ opis funkcjonowania istniejacego juz systemu. Uzytkownikow

reprezentujg aktorzy.
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przypadek uzycia (usluga)

Specyﬁkacjé sekwencji akcji, z wiaczeniem sekwencji alternatywnych i sekwencji

wyjatkowych, ktore system, podsystem lub klasa moze wykonaé¢ wspoétdziatajac ze

swoim otoczeniem reprezentowanym przez zewnetrznych aktorow.

Przypadek uzycia jest opisem zbioru skonczonych ciagéw akcji — scenariuszy,
ktore system wykonuje po ich inicjacji przez uzytkownika systemu i ktore maja
dostarczy¢ uzytkownikowi oczekiwanego wyniku. Inaczej: przypadek opisuje pewna
ustuge, ktora system $wiadczy uzytkownikowi. Termin ‘przypadek uzycia’
rozpowszechnit si¢ juz dosy¢ szeroko, chociaz wlasciwszym terminem bytaby wlasnie
‘ushuga’lub ‘zestaw ustug’, co lepiej oddaje znaczenie pojgcia. W opisie uwagg zwraca
si¢ na interakcje zachodzace pomiedzy opisywanym systemem a jego otoczeniem.
Jednym z rodzajéw akcji jest bowiem wywotanie operacji, ktore — dokonywane przez

aktora zewnetrznego — jest poczatkiem sekwencji akcji nalezacych do przypadku uzycia.

Parametry

a)

/”——,——.‘\'{\/
( Zlozenie )
h —N

—_— <

b)

Rys. 6. Przykiad parametryzowanej grupy wspoldzialania a) wzorzec b) konkretyzacja
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Zwykle przypadek uzycia zawiera sekwencj¢ podstawowa, ktora opisuje ciag akcji
podczas wykonywania pewnej ustugi przy zatozeniu pewnych typowych warunkow,
oraz sekwencje dodatkowe, ktore opisuja przebieg realizacji ustugi w przypadku zajscia
nietypowych warunkéw.

W sekwencji akcji umieszcza si¢ znaczniki rozszerzen okreSlajace miejsce, w
ktorym dana sekwencja moze si¢ rozgalezi¢c badz rozszerzyé o inny ciag. Ze
znacznikiem moze opcjonalnie by¢ zwigzany warunek, ktéry okresla kiedy to moze
nastapi¢ i jaki ciag ma by¢ wybrany do rozgalezienia lub do wstawienia. Znaczniki
mozna umieszcza¢ w postaci listy ponizej nazwy przypadku uzycia — rys. 6.b.

Przypadki uzycia, tak jak inne klasyfikatory, moga mie¢ atrybuty, operacje i
metody. Moga by¢ opisywane przez diagramy interakcji, diagramy aktywnosci lub
diagramy standw. Instancja przypadku uzycia jest pojedynczy ciag akcji — pojedynczy
scenariusz.

Przypadki uzycia, jako klasyfikatory, moga by¢ w relacji z innymi klasyfikatorami
— aktorami lub innymi przypadkami uzycia.

aktor

Spojny zestaw rol, ktore pelnig uzytkownicy podczas interakcji z przypadkami

uzycia. We wspolpracy z danym przypadkiem uzycia aktor moze petic¢ tylko jedna

rolg.

rola

Nazwane, specyficzne zachowanie bytu wystgpujacego w danym konteks$cie. Rola

moze byé statyczna, np. rola konca asocjacji, badz dynamiczna, np. rola

wspotdziatania.

Aktorzy reprezentuja obiekty (inne systemy lub ludzi), ktore sa poza
modelowanym systemem, czyli naleza do otoczenia systemu reprezentowanego przez
przypadki uzycia.

Na rys. 6.a pomiedzy aktorem a przypadkami uzycia (przypadki 1 oraz 3) zachodza

asocjacje. Pomiedzy przypadkiem 1 a 2 zachodzi relacja zaleznosci «extend», za$
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pomigdzy przypadkiem 1 a przypadkiem 3 — relacja zaleznosci «include». Natomiast
pomigdzy przypadkami 4 i 2 zachodzi relacja generalizacji.

Asocjacje wiazace aktora z przypadkami uzycia (1 oraz 3) okreslaja z ktorych
ushug aktor moze korzystac.

Relacja zaleznosci «extend» oznacza, ze przypadek uzycia 2 zawiera sekwencje
akeji, ktére — w przypadku spetnienia odpowiednich warunkow — moga by¢ wstawiane
do sekwencji akcji nalezacych do przypadku uzycia 1 w miejscach okreslonych przez
odpowiednie znaczniki.

Relacja zaleznosci «include» oznacza, ze sekwencje akcji nalezace do przypadku
uzycia 1 sa wstawiane w miejsca wskazane przez odpowiednie znaczniki do sekwencji
akeji przypadku uzycia 3.

Relacje zaleznosci «extend» oraz «include» sa tzw. stereotypami. Pojecie
stereotypu jest wyjasniane dalej, intuicyjnie rola stereotypu polega na uscisleniu
znaczenia pewnego elementu jezyka, tu dotyczy to relacji zaleznosei.

Relacja generalizacji oznacza, ze przypadek specjalizowany (przypadek 2) moze
definiowa¢ dodatkowe atrybuty, operacje, sekwencje akcji, a takze moze wstawiaé w
dowolne miejsca sekwencji nalezacych do przypadku bazowego (przypadek 4)

dodatkowe ciagi akcji.

Przypadek
wzycia 1

N,
«extend»

Przypadek
uzycia 2

Rys. 7. Przyklady przypadkéw uzycia

Przypadek
uzycia 4
N A Sesja ATM

extension points
mozliwa transakcja
odbidr szczegdlow

% \«indude»

a)

Przypadek
uzycia 3 )

Komponenty i wezly
Komponenty oraz wezly, reprezentujac oprogramowanie i sprzet, stuza do budowy
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modeli implementacyjnych.
komponent
Fizyczna, przemieszczalna czg$¢ systemu, stanowigca modut realizujacy pewien
zbidr interfejséw. Komponent reprezentuje fizyczng cze$¢ implementacji systemu,
wiaczajac w to moduly programowe (zrédtowe, binarne lub wykonywalne) lub ich
odpowiedniki, na przyktad skrypty lub pliki z komendami.
wezel
Wezel jest fizycznie funkcjonujacym obiektem reprezentujacym zasoby
obliczeniowe, dysponujace co najmniej pamig¢cia a czesto rowniez jednostkami
przetwarzajacymi. Dzialajace obiekty ikomponenty moga by¢ ulokowane w
weztach.

Reprezentacje graficzng komponentow i weztdw przedstawia rys. 8.

} Komponent Wezel

Rys. 8. Notacja dla komponentéw i wezlow

3.3. Elementy behawioralne

Elementy behawioralne stuza do opisu zachowan. Mozna takiego opisu dokonywa¢
na dwa sposoby: przez okreslanie pewnych ciagéw wiadomosei (komunikatow)
wymienianych pomiedzy wspoldziatajacymi elementami badz przez okreSlanie ciagdw
stanéw, przez ktére przechodza wybrane elementy. Interakcje stuza do tworzenia
pierwszego rodzaju, za$ maszyny stanowe do drugiego rodzaju opisow.

interakcja

Specyfikacja przesytania wiadomosci pomigdzy obiektami lub innymi instancjami

w celu wykonania konkretnego zadania. Interakcja jest definiowana w kontekscie

grupy wspoldziatania.
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Obiekty oraz inne instancje nalezace do grupy wspdtdziatania komunikujg sie ze
soba, w celu realizacji wspdlnego zadania. Komunikacja polega na przesytaniu
wiadomosci, ktérymi moga by¢ sygnaly lub wywotania operacji. Odbior wiadomosci
jest pewnym zdarzeniem, zatem interakcja okresla pewng kolejnosci zachodzenia
zdarzen. Posrednio, do interakcji zalicza si¢ réwniez inne zdarzenia, ktorymi sg
zdarzenia czasowe, okreslajace uptyw pewnych chwil, np. momentow
przeterminowania, oraz zdarzenia okreslajace zajscie pewnych warunkow, np.
spetnienie zadanego predykatu w rezultacie wewnetrznych aktywnosci obiektu.

sygnal

Specyfikacja asynchronicznej komunikacji pomiedzy obiektami. Sygnal moze mieé

parametry wyrazone jako jego atrybuty.

Sygnat jest jawnie nazwanym klasyfikatorem. Instancja komunikatu reprezentuje
nazwany zestaw wartosci (komunikat) przekazywany pomiedzy obiektami. Przestanie
sygnatu nastgpuje w wyniku wywotlania operacji sygnatu przez dowolny obiekt. Sygnat
moze by¢ kierowany do dowolnego zbioru obiektow-odbiorcow. W zamierzeniu sygnat
jest rozglaszany do wielu odbioredw. Poniewaz jednak jest wystany w trybie
asynchronicznym oznacza to, ze moze dotrze¢ do odbiorcéw w rdznych chwilach czasu.
Pomiedzy sygnatami moze zachodzi¢ relacja generalizacji. Klasa lub interfejs moga
zawiera¢ sygnal w swych deklaracjach, wskazujac w ten sposob
Interakcje sa skojarzone z przeptywem wiadomosci w obrebie konkretnej grupy
wspotdziatania. Mozna je opisywa¢ za pomoca diagraméw sekwencji i diagramow
wspotdziatania.

maszyna stanowa

Specyfikacja sekwencji stanéw, przez ktére podczas swego istnienia przechodzi

obiekt lub grupa wspoéldziatania. Przejscia pomiedzy stanami sa reakcjg na

zachodzace zdarzenia, przejsciom tym mogg towarzyszy¢ akcje podejmowane

przez obiekt lub grupe wspoldziatania. Maszyna stanowa moze opisywaé
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zachowanie klasy, grupy wspotdziatania, metody lub moze opisywaé zachowanie

konkretnej instancji.

Maszyna stanowa jest uogdlnieniem automatu skonczonego. Uogélnienie polega na
wprowadzeniu  wartosciowant  ustalonego zbioru atrybutéw. Oznacza to, ze

przechodzeniu pomigdzy stanami moze towarzyszy¢ zmiana wartosciowan atrybutow.
3.4. Elementy grupujace i objasniajace

Jedyna konstrukcja stuzaca do grupowania réznego rodzaju elementow sa pakiety.
Dzigki pakietom jest mozliwa dekompozycja tworzonych modeli i panowanie nad
problemami zwiazanymi ze zlozono$cig projektu wytwarzania oprogramowania.
Zasadniczym przeznaczeniem pakietu jest uzycie go do definiowania systemu i
podsysteméw. Zaréwno w obrebie systemu jak i podsystemu moze by¢ wiele modeli,
stanowiacych ich wyobrazenie z réznych punktow widzenia (perspektyw).

pakiet

Mechanizm ogdlnego przeznaczenia stuzacy grupowaniu elementow. Pakiety moga

by¢ zagniezdzane w innych pakietach. System moze by¢ reprezentowany jako

pakiet najwyzszego poziomu, w ktérym jest zawarte wszystko, co nalezy do
systemu.

Pakiet wprowadza pewna przestrzen nazw dla zagniezdzonych w nim elementow,
tzn. ich nazwy, w obrebie pakietu, sa jednoznacznie rozrozniane.

Fakt, ze pakiet zawiera pewne elementy formalnie oznacza zachodzenie relacji
silnej agregacji, w ktorej pakiet pelni role agregatu. Z pakietem s3 zwiazane zasady
uwidoczniania (private, protected, public) i udostgpniania (export, import) jego
elementéw. Pakiety moga pozostawaé ze soba w relacji generalizacji.

Wyrdznia sie tylko jeden rodzaj elementow objasniajacych — tzw. notki. Stuza one
roznym celom: objasnianiu, komentowaniu, opisywaniu, uwagom itp. Moga one by¢

wigzane z dowolnymi elementami tworzonych modeli.

VI Konferencja Systemy Czasu Rzeczywistego, Zakopane 1999 37



Wprowadzenie do jezyka UML

1

Pakiet Notka

Rys. 9. Notacja dla pakietow i notek

3.5. Relacje

Elementy modelu moga by¢ w rézny sposob powiazane ze sobg — moga pomigdzy
nimi zachodzi¢ pewne relacje.

relacja

Semantyczne polaczenia pomigedzy elementami modelu, na przyktad: relacja

asocjacji lub generalizacji.

Pojecie relacji jest okreslone bardzo ogolnie — mozna rozumiec je jako dowolna relacje,
w sensie mnogosciowym, pomigdzy pewnymi zbiorami elementow. Wyrdznia si¢ cztery
specyficzne relacje o Scislej okreslonym znaczeniu. Sa to relacje:

e zaleznosci,

¢ generalizacji,

e asocjacji,

¢ realizacji.

Relacja zaleznosci jest okreslona bardzo ogdlnie. W zasadzie relacja ta powinna
by¢ wykorzystywana z podaniem konkretnego znaczenia. Znaczenie takie mozna nada¢
relacji przez jej powiazanie z odpowiednim stereotypem. Wsrod relacji zaleznosci
wyrdznia si¢, m.in., relacje uscislenia, sladowalnosci.

zaleznos¢é

Relacja pomigdzy dwoma elementami modelowania polegajaca na tym, ze zmiana

w jednym - niezaleznym elemencie, pociaga zmiang w drugim — zaleznym

elemencie.
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Relacja uscislenia ma stuzy¢ do wyrazania powiazan pomiedzy elementami modelu
powstajacego, m.in., w fazie projektowania i implementacji oprogramowania.

uscislenie

Relacja wskazujaca na petniejsza specyfikacje czegos, co bylo wcezesnigj

wyspecyfikowane na pewnym poziomie szczegolowosci. Na przyklad, klasa

zdefiniowana w fazie projektu jest uscisleniem odpowiedniej klasy zdefiniowanej

w fazie analizy.

Relacja sladowalnosci ma wskazywa¢ na powigzanie elementéow w procesie
projektowym. Moze, na przyktad, dla pewnej klasy wskazywa¢ na inne klasy ktore byly
brane pod uwagg przy jej definiowaniu.

Inny rodzaj relacji okresla generalizacja:

generalizacja

Relacja pomigdzy elementem ogolnym a specyficznym. Element specyficzny jest

calkowicie zgodny z elementem ogdlnym i zawiera dodatkowa informacje.

Egzemplarz elementu specyficznego moze by¢ uzyty wszedzie tam, gdzie

dopuszcza si¢ egzemplarz elementu ogolnego.

Relacja generalizacji okresla powiazanie pomiedzy dwoma elementami, w
szczegolnosci pomiedzy klasami — klasa ogdlng i klasa specyficzng. Obiekty klasy
specyficznej dziedzicza wlasnosci strukturalne i behawioralne — atrybuty i1 operacje —
obiektow klasy ogodlnej. Relacja generalizacji jest glownie wykorzystywana na etapie
tworzenia modelu. Pozwala ona na usystematyzowanie tworzenia modelu metoda
zstepujaca, a z drugiej strony pozwala na wykorzystywanie wczesniej zbudowanych
modeli. Ten ostatni wzglad wiaze si¢ z postulatem zastgpowalnosci sformulowanym
przez Liskov (Liskov Substitution Principle):

Egzemplarz nadklasy musi  by¢  calkowicie zastepowalny  odpowiednim

egzemplarzem podklasy.

Spetienie tego postulatu polegajace na zdefiniowaniu elementu specyficznego

tylko przez dolaczenie dodatkowych atrybutéw lub operacji jest oczywiste, natomiast
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jego spelienie w odniesieniu do zachowan zastgpowanych obiektow jest trudne.
Rozszerzenie zachowania obiektu nalezy wiazaé z pewnym rozszerzeniem maszyny
stanowej, ktora reprezentuje jego zachowanie. Okazuje si¢, ze nasuwajace sie
mozliwosci, np. dowolne dolaczenie nowego stanu lub nowego tuku do maszyny
stanowej, nie gwarantujq zachowania postulatu zastepowalnosci.

Asocjacja jest relacja, ktéra moze zachodzi¢ pomiedzy dwoma lub wiecej klasami
— albo ogolniej — pomiedzy klasyfikatorami. Zwykle te relacje utozsamia sie z
mozliwoscia nawigacji (przechodzenia) pomigdzy elementami asocjacji, tzn. pomiedzy
obiektami powiazanymi asocjacja. Relacja stuzy do wyznaczenia struktury miedzy
sktadowymi obiektami modelu. Moze by¢ relacja binarna, ternarna lub wyzszego rzedu.

asocjacja

Semantyczna relacja pomigdzy dwoma badz wiecej klasyfikatorami, ktore

ustanawiaja potaczenia pomig¢dzy ich instancjami.

Relacje asocjacji nazywa si¢ takze zwiazkiem, a elementy relacji asocjacji nazywa
si¢ powiazaniami. Asocjacji na diagramach klas moze, poza nazwa, towarzyszyé¢
informacja o licznoscei i rolach jej koncow. Rys. 10. przedstawia asocjacje o nazwie
zatrudnienie wiazaca klasy o nazwach Instytucja i Osoba. Czamy trojkat przed nazwa
asocjacji wskazuje na uporzadkowanie argumentow tej relacji. Zakladajac, ze klasy
traktujemy jako pewne zbiory, relacj¢ t¢ mozna wyrazi¢ w nastgpujacej postaci:
zatrudnienie < Osoba X Instytucja. Wtedy tez role mozna traktowa¢ jako funkcje:

pracownik(inst) = {prace Osoba | <prac, inst>€ zatrudnienie)

pracodawca(prac) = {inste Instytucja | <prac, inst>€ zatrudnienie)

Niech card(A) oznacza liczno$¢ elementow zbioru A. Wtedy liczno$¢ konca asocjacji
zwiazanej z rola pracownik oznacza, ze

1 <card(pracownik(inst)) < oo,
za$ licznos¢ konca zwiazanego z rola pracodawca oznacza, ze

card(pracodawca(prac)) < oo,

Nazwy asocjacji oraz nazwy 16l sa opcjonalne. W przypadku braku nazwy roli jest ona
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przyjmowana domyslnie jako nazwa klasy na tym samym koncu powiazania. Natomiast
brak podanej licznosci oznacza domyslnie licznos¢ rowna 1. Inne informacje dotyczace
asocjacji mozna podawa¢ w postaci ograniczen. Przyklad ograniczenia jest podany na
rys. 10. Ograniczenie to wskazuje na to, ze dany obiekt klasy Konto moze by¢ w

asocjacji albo z obiektem klasy Osoba albo z obiektem klasy Instytucja.

* <dzatrudnien 1%

Instytucja |l Osoba

pracodawca pracownik

Instytucja

Rys. 10. Przyklady oznaczen zwigzanych z asocjacja

Szczegolnymi rodzajami asocjacji sa agregacja oraz silna agregacja. Intencja jest tu
powiazanie ze soba we wspolna catosé instancji nalezacych do roznych klasyfikatorow.

agregacja

Rodzaj binarnej asocjacji pomiedzy klasyfikatorami, ktéra okresla relacj¢ ,,catos¢-

czes¢” pomiedzy agregatem (caloscia) a jego czg$ciami.

Oznacza to, ze egzemplarz nalezacy do klasyfikatora reprezentujacego “catos¢”
zawiera - jako swoje komponenty — elementy nalezace do klasyfikatora
reprezentujacego “cze$¢”. W przypadku klas, wartosciami atrybutow obiektu
zagregowanego moga by¢ obiekty nalezace do klas reprezentujacych ,.czesci”. Relacja
agregacji jest tranzytywna i antysymetryczna. Antysymetryczne musi by¢ tez zlozenie
relacji agregacji.

Szczegblnym rodzajem agregacji jest silna agregacja.

silna agregacja

Relacja agregacji, w ktorej elementy sktadowe naleza tylko do jednego elementu

macierzystego, a okres ich zycia zawiera si¢ okresie zycia elementu macierzystego.
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Elementy skladowe moga by¢ kreowane po utworzeniu elementu macierzystego.
Raz utworzone istniejg i s kasowane wraz ze swoim element macierzystym. Moga
tez by¢ kasowane przed momentem kasowania elementu macierzystego.
Agregacja moze by¢ rekursywna.
klasa zlozona
Klasa bedaca w relacji w relacji silnej agregacji z jedna lub wigcej klasami.
obiekt zlozony
Obiekt reprezentujacy “calos¢”, ktorego elementami s inne obiekty reprezentujace
“czesci”.
realizacja
Semantyczny relacja pomiedzy dwoma klasyfikatorami, w ktérym jeden z
klasyfikatoréw specyfikuje kontrakt gwarantowany przez drugi klasyfikator.
Relacja realizacji moze by¢, z jednej strony, uwazana za pewnego rodzaju relacje
zaleznosci, z innej za$ strony przypomina generalizacj¢. Z uwagi na te skojarzenia jest
ona reprezentowana przez strzatke rysowana przerywang linie i z tréjkatnym grotem.

Zestawienie graficznych symboli relacji przedstawia rys. 11.

= [ ]
rolaB Asocjacja
{>|:l Generalizacja

Realizacja

.

«rodzaj»

Zalezno$é

Agregacja

I

Silna agregacja

LAAES

Rys. 11. Symbole graficzne relacji

42 VI Konferencja Systemy Czasu Rzeczywistego, Zakopane 1999



Wprowadzenie do jezyka UML

4. Diagramy klas i diagramy obiektéw

diagram Kklas

Diagram zawierajacy kolekcje deklaratywnych (statycznych) elementéw modelu,

takich jak klasy (i ich zawartos¢), typy, interfejsy oraz grupy wspoétdziatania wraz z

relacjami zaleznosci, generalizacji, asocjacji.

Poza wymienionymi elementami, na diagramach klas moga znajdowaé sie jeszcze
inne oznaczenia, np. licznosci relacji. Diagramy klas stuzq do wyrazania statycznego
aspektu budowanych modeli. Diagramy takie moga powstawa¢ w réznych sytuacjach
projektowych, np. podczas tworzenia stownika poje¢, modelowania grup
wspoldziatania, modelowania logicznego schematu baz danych. Behawioralne aspekty
diagramow klas moga przedstawia¢ zwiazane z nimi diagramy maszyn stanéw

1 diagramy interakcji.

1 *
Sterowanie robotem [

Czujnik zderzen

steruje podlaczony-do

Odpowiedzialnos¢

1 1
. —’ Naped ‘
— szukanie ks

1] | 1

| Silnik sterujacy l | Silnik napedowy ’

L L

Silnik

Ruch(k : Kierunek, p : Predkosc)
Stop()
Status()

Rys. 12. Przyklad diagramu klas
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Uwaga

Diagramy klas odgrywaja w UML rol¢ szczegolna. Z jednej strony sa one
elementem jezyka, czyli naleza do metamodelu, z drugiej strony diagramy klas, a
doktadniej diagramy metaklas, sa elementami opisu j¢zyka. Klasy sa instancjami
metaklas.

diagram obiektéw

Diagram zawierajacy obiekty i zachodzace pomigdzy nimi relacje w danej chwili
czasu. Moze by¢ uwazany za szczegdlny przypadek diagramu klas Iub diagramu
wspotdziatania. Diagram obiektow odnosi sie do okreslonej chwili istnienia
systemu. Natomiast diagram klas nie odnosi si¢ do konkretnej chwili istnienia
systemu, lecz okresla dopuszczalne relacje jakie moga zajs¢ w dowolnej chwili
istnienia systemu.

Asocjacje na diagramach klas moga na swych koncach zawiera¢ dwa rodzaje

informacji. Pierwsza okresla tzw. licznosé, czyli liczbe elementow (obiektow) Klas,

ktore moga by¢ powiazane ze soba. Druga nazywa odpowiednie role asocjacji.

5.

Diagramy przypadkéw uzycia

diagram przypadkoéw uzycia (ustug)
Diagram przedstawiajacy relacje pomigdzy przypadkami uzycia (uslugami) a
aktorami w obrebie systemu.

Diagram przypadkow uzycia (rys. 13) przedstawia tylko strukture przypadkow

uzycia, przez pokazanie laczacych ich relacji oraz relacji pomiedzy przypadkami uzycia

a aktorami, ktorzy reprezentuja uzytkownikow systemu. Przypomnijmy, ze przypadek

uzycia jest opisem zbioru skoniczonych ciagow interakcji — scenariuszy, ktore system

wykonuje po ich inicjacji przez uzytkownika systemu, i ktore maja dostarczy¢

uzytkownikowi oczekiwanego wyniku. Zatem znaczenie poszczegodlnych przypadkow

uzycia jest opisywane za pomocg diagramow interakcji (pojedyncze scenariusze) oraz
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diagraméw maszyn stanéw (zbior wszystkich scenariuszy). Przypadki uzycia nalezace

do jednego diagramu mozna zamyka¢ w pakiety.

$ 1 %

Aktor 1 Aktor 3

)
% T ': «include» %
\
Aktor 2 o

Rys. 13. Diagram przypadkoéw uzycia

Pomigdzy przypadkami uzycia moga zachodzi¢ relacje generalizacji, np. przypadek
5 jest specjalizacja przypadku 3, oraz relacje zalezno$ci okreslone przez standardowe
stereotypy «include» i «extend».

Aktor jest takze standardowym stereotypem stanowigcym specjalizacje klasy.
Reprezentuje on spdjny zestaw 1ol uzytkownika systemu, przy czym podczas pracy z
danym przypadkiem uzycia, aktor moze wystapi¢ tylko w jednej roli.

Asocjacje pomiedzy aktorami a stereotypami okreslaja mozliwosci komunikacji.
Relacja generalizacji pomiedzy przypadkami uzycia oraz stereotypy «extend» oraz
«include» byly wyjasnione wezesnie;j.

Stereotyp «extend» oznacza, ze przypadek uzycia, od ktérego prowadzi strzatka
(przypadek 4) rozszerza zachowanie reprezentowane przez przypadek uzycia, do
ktorego strzatka wchodzi (przypadek 3). Scenariusz nalezacy do przypadku 3 moze
posiada¢ znacznik, ktory — w przypadku spetnienia odpowiednich warunkow — wskazuje
na inny dalszy przebieg scenariusza. Alternatywne przebiegi, odpowiednio znakowane,

sq zgromadzone w przypadku 4. Jezeli podczas realizacji pewnego scenariusza z
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przypadku 3, w miejscu znacznika, jest spetniony zwiazany z nim warunek, wowczas

realizowany jest odpowiedni scenariusz z przypadku 4, a po jego zakonczeniu nastgpuje

powrdt do miejsca znakowania w przypadku 3.

Stereotyp «include» oznacza, ze przypadek 3 w jawnie wskazanych miejscach

swoich scenariuszy wlacza odpowiednie scenariusze nalezace do przypadku 5.

6.

Diagramy interakcji

diagram sekwencji

Diagram przedstawiajacy, uporzadkowane w kolejnosci czasowej, interakcje
obiektéw. W szczegolnosei przedstawia obiekty uczestniczace w tych interakcjach
i kolejnos¢ wymienianych wiadomosci.

diagram wspdéldzialania

Diagram pokazujacy interakcje pomiedzy polaczonymi instancjami (obiektami lub

komponentami). Inaczej niz diagram sekwencji, diagram wspoéldzialania pokazuje

‘relacje pomigdzy instancjami. Diagram nie wyrdznia osi czasu, dlatego sekwencije

wymienianych wiadomosci okresla si¢ przez etykietowanie wiadomosci kolejnymi
liczbami. Etykietowanie takie musi przebiega¢ oddzielnie w ramach réwnoleglych
watkow.

Inaczej niz diagramy wspdtdziatania, diagram sekwencji przedstawia

uporzadkowanie czasowe, lecz nie przedstawia relacji pomiedzy obiektami. Diagram

sekwencji moze istnie¢ w formie ogolnej (generycznej), opisujacej rézne mozliwe

scenariusze, oraz w formie konkretnej, opisujacej konkretny scenariusz. Postaé

generyczna rozni si¢ od postaci konkretnej tym, ze posiada dodatkowe napisy, czesto w

postaci pseudokodu, ktore odnosza si¢ do fragmentow scenariusza i okreslaja w jakich

warunkach i ile razy moga by¢ te fragmenty powtarzane.

Diagramy sekwencji i diagramy wspodtdziatania przedstawiaja, w rozny sposob,

podobng informacje.
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Z kazdym obiektem jest zwiazana tzw. linia Zycia rysowana w postaci pionowej
przerywanej linii. Poczatek linii odpowiada momentowi wykreowania obiektu, a jej
koniec, dcdatkowo zaznaczony symbolem X, odpowiada momentowi skasowania
obiektu. Podwdjna linia oznacza okres aktywnosci obiektu. Przesylane komunikaty —
wywotlania operacji obiektow — sg przedstawiane strzatkami. Poczatek i koniec strzatki
sa oznakowane symbolami literowymi, ktore reprezentuja zdarzenia. Ogdlnie, zdarzenie
wyslania komunikatu i zdarzenie odbioru nie musza nastapi¢ w tej samej chwili. Jezeli
czasy wystapienia zdarzen maja spetnia¢ pewne ograniczenia, to mozna je wyrazaé w
postaci formul zapisywanych w nawiasach klamrowych, obok linii zycia obiektu.

Przyktady diagramow sekwencji przedstawiaja rys. 14 irys. 15.

Wywolujacy | Centrala I Wywolywany

PodniesienieSluchawki
a
{b-a < 100 ms} .
b PrzeslanieSygnatuTonu
WybranieCyfry(2)
e
o g=5) WybranieCyfry(9)
¢
{d- ¢’ > 100 ms}
d KoniecWybierania
{d’- d > 100 ms}
&
{e- &’ > 100 ms} Sygnatt.aczenia SygnalDzwonienia '
e ¢
{(f-¢' <105} PodniesienieSluchawki :
(g-f<100ms} o KoniecSygnaltubaczenia KoniecSygnaluDzwonienia
8 8 g

Rys. 14. Przyklad diagramu sekwencji
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1

|

|
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Rys. 15. Diagram sekwencji — przyklad

Sa na nim pokazane kreowanie i kasowanie obiektéw, rekursywne wywotanie
przez obiekt swoich operacji, rozdzielanie 1 laczenie watkdéw, warunkowe
przekazywanie sterowania. Strzatki ciagle reprezentuja wywolania operacji, a strzatki
przerywane reprezentuja przesylanie odpowiadajacych im wynikow wyliczen.

Na rys. 16 pokazano prosty przyklad diagramu wspoldziatania. Jest to diagram
obiektow etykietowany strzatkami przedstawiajacymi przeptyw komunikatow.
Scenariusz reprezentowany przez diagram jest ciagiem kolejno numerowanych

komunikatéw.
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Pasazer 1

2: Podswietl przycisk
6: Otworz drzwi

9: Podswietl przycisk
10: Otworz drzwi

12; Otwérz drzwi

.

1: Zadanie windy d
8: Zadanie pietra 8

0 gory
4: Kolejkuj zadanie
7: Drzwi otworz i zamknij
11: Drzwi otworz i zamknij
16: Drzwi otwérz i zamknij

-

System

windy

5: Pod$wietl przycisk //

14: Podswietl przycisk

16: Otworz drzwi

Rys. 16. Przyklad diagramu wspoldzialania

7. Diagramy stanéw

diagram stanéw

3: Zadanie jazdy w d6t
8: Zadanie pietra 1

Diagram przedstawiajacy maszyng stanowa.

maszyna stanowa

Specyfikacja sekwencji stanéw, przez ktére podczas swego istnienia przechodzi

obiekt lub grupa wspoldziatania. Przejscia pomigdzy stanami sa reakcja na

zachodzace zdarzenia, przejSciom tym moga towarzyszy¢ akcje podejmowane

przez obiekt lub grupe wspoldziatania. Maszyna stanowa moze opisywac

zachowanie klasy, grupy wspotdziatania, metody lub moze opisywaé zachowanie

konkretnej instancji.

Przypomnijmy, ze zdarzeniami wyréznianymi w UML sa: odbiér wywotlania

operacji, odbior sygnatu, zdarzenie czasowe, zdarzenie spetnienia warunku. Dodatkowo

wyrdznia si¢ zdarzenia kreacji i kasowania obiektu. Zdarzenia te mozna traktowaé jako
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specyficzny rodzaj wywotania operacji kierowanej do klasy. Nalezy tez zwroci¢ uwage
na to, ze nie wyroznia si¢ jako zdarzenia wyslania sygnatu. Poniewaz sygnaly sg
przekazywane w trybie asynchronicznym, moment wystania i moment odbioru sygnatu
nie musza by¢ takie same. Podobnie dotyczy to wywotani operacji w trybie
asynchronicznym.

Diagramy standw sa reprezentowane w postaci grafu. Ich elementami sktadowymi
sa wierzchotki, reprezentujace stany, i taczace je tuki, reprezentujace przejscia. Stany
moga by¢ zagniezdzane. Wyroznia si¢ zaglebianie stanow sekwencyjnych i stanow
réwnoleglych. Oba rodzaje zaglgbienn standéw pochodza od map stanow Harela i
stanoyviq istotny mechanizm redukcji liczby stanéw przy opisie zachowania obiektu
opartego na wykorzystaniu maszyn stanowych.

Wyrdznia si¢ nastepujace rodzaje wierzchotkdw:

e pseudo-stany, wsrdd ktorych sa stany poczatkowe, faczniki historyczne ptytkie i
glebokie, stany rownoleglego rozgalezienia, ztaczenia i synchronizacji oraz stany
rozgalezienia warunkowego;

e stany synchronizujace;

e stany wlasciwe, ktore moga by¢:

— stanami ztozonymi, tzn. stanami, w ktorych sa zagniezdzone inne stany;
gdy jego podstanami sa stany rownolegle, inaczej regiony, to jest on
nazywany stanem rownoleglym;

— stanami elementarnymi, tzn. stanami nie zawierajacymi innych stanow,

— stany koficowe;

e opcjonalnie, tylko w przejsciowym okresie wyznaczania mapy standw, uzywa
sie tzw. stanow taczowkowych.

Wymienione rodzaje stanéw zestawiono na rys. 17.

Pseudostany petnia role pomocnicza. Niektorych z nich mozna by nie uzywaé

kosztem skomplikowania diagramu stanéw. Pseudostan poczatkowy wskazuje tylko na

wlasciwy stan poczatkowy. Rola tacznikow historycznych uwidacznia si¢ podczas
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powtornego przechodzenia do wskazywanych przez nie stanéw wiasciwych.

- pseudostan poczatkowy

Stan

elementarny

—  pseudostan koficowy

*—>
o Stan zlozony sekwencyjny \
—  stan synchronizujacy

- lacznik historyczny ,,plytki” @

%®% - lacznik historyczny ,,gleboki™

Vo

—  stan rozgalezienia/zlaczenia / Stan zlozony réwnolegly \
—=>

- rozgalgzienie warunkowe — @ —>
> —  stany laczoéwkowe \ E% E /

Rys. 17. Notacja graficzna stanéw

Rownolegle rozgalezienie i ztaczenie oraz stan synchronizujacy pozwalaja na
tworzenie, faczenie isynchronizacje podstandow (regiondow) w obrebie stanow
ztozonych.

Stan laczowkowy reprezentuje inng maszyn¢ stanowa. Wejscie do tego stanu
oznacza rozpoczecie zachowania zgodnego z ta maszyng. Po zakonczeniu jej dziatania
nastgpuje wyjscie ze stanu taczowkowego.

Wierzcholki i tuki moga by¢ etykietowane — sa z nimi zwigzane dodatkowe
informacje. Z wierzchotkami jest zwigzana informacja o akcjach jakie mozna
wykonywa¢ podczas przebywania w danym stanie, za§ z lukami — informacja o
warunkach i zdarzeniach jakie musza wystapié, aby nastapilo przejscie pomigdzy
wierzchotkami, a takze informacja o dodatkowych akcjach, ktére moga wystapi¢

podczas takich przejs¢.
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Poza nazwa i ewentualnie stanami zagniezdzonymi, z danym stanem wlasciwym
wigza sie:

e lista akcji wejsciowych, wykonywanych bezposrednio po przejsciu do danego

stanu,

e aktywnos$¢ wewngtrzna, wykonywana podczas przebywania danym stanie, przy
czym rozpoczyna si¢ ja po wykonaniu akcji wejsciowych; jezeli aktywnos¢
zakonczy si¢, to moze to spowodowa¢ przejscie do innego stanu, pod
warunkiem, ze istnieje odpowiednie przejscie wyzwalane przez zdarzenie
reprezentujace  zakonczenie  aktywnosci;  jezeli  nastapi  zdarzenie
wyprowadzajace z danego stanu przez zakonczeniem aktywnos$ci, to jest ona
przerywana,

e lista akcji wyjsciowych, wykonywane bezposrednio przy wychodzeniu z danego
stanu, przy czym rozpoczyna si¢ je dopiero po zakonczeniu aktywnosci aktualnie
wykonywanych w obrebie stanu,

e lista zdarzen odroczonych — zdarzen, ktore sa rejestrowane podczas przebywania
danym stanie, ale ich obstuga (reakcja na te zdarzenia) jest odkladana, az do
momentu przejscia do nastgpnego stanu, w ktorych nie sg juz dalej odraczane,

e lista zdarzen wewnetrznych, ktérych zajscie nie powoduje wyjscia z danego
stanu; zdarzeniom wewngtrznym nie towarzyszy wiec wykonywanie akcji
wyjsciowych i wejsciowych; lista zdarzen wewnetrznych zwiazana z danym
stanem odnosi si¢ rdwniez do stanow zagniezdzonych w tym stanie.

Stan wlasciwy moze mie¢ reprezentacje graficzna pokazang na rys. 18.

Stan synchronizujacy moze by¢ etykietowany liczba. Stan synchronizujacy zlicza
roznicg pomigdzy liczba wejse a liczba wyjs¢ ze stanu. W poczatkowej konfiguracji
maszyny (p. dalej) licznik ten jest rowny zero. Kazde wejscie do stanu zwieksza wartosé
licznika o jeden pod warunkiem, ze nie przekroczy to liczby, ktora jest etykietowany.
Kazde wyjscie ze stanu zmniejsza wartos¢ licznika o jeden pod warunkiem, ze jest ona

wigksza od zera.
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entry / akcja-we-1, ..., akcja-we-k
exit / akcja-wy_1, ..., akcja-wy_m
zdarzenie-wewngtrzne- 1/akcja-1

zdarzenie-wewnetrzne-n/akcja-n
zdarzenie-1/ defer

zdarzenie-m / defer

do / aktywno$¢_wewnetrzna

o

Rys. 18. Pelna posta¢ opisu stanu wlasciwego

Lacznik rozgateziajacy jest etykietowany formuta, a wyjsScia sa etykietowane
wartosciami logicznymi. W momencie wejscia do tacznika oblicza si¢ warto$¢ formuty i
jest wskazywane odpowiednie wyjscie

Zdarzenie jest obserwowalnym wystapieniem w czasie (zdarzenia sa
natychmiastowe). Wyrdznia si¢ cztery rodzaje zdarzen:

o odbior sygnatu (wiadomos$ci wysytanej w trybie asynchronicznym),

o odbior wywolania operacji (wiadomosci wysylanej w trybie synchronicznym),

e zmiany stanu (zmiany wartosci pewnego predykatu z wartosci false na true),

o uplyw okreslonego momentu przeterminowania (wyznaczonego wzglednie lub

bezwzglednie).

Zdarzenia odbioru sygnatu i wywotania operacji moga mie¢ parametry, shuzace do
przekazywania danych.

Z danym tukiem wiaza si¢ zawsze:

¢ wierzcholek zrodtowy, z ktorego tuk wychodzi,

o wierzcholek docelowy, do ktorego tuk prowadzi.
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Ponadto, z lukiem moga by¢ powiazane dodatkowe informacje:

o zdarzenie wyzwalajace, ktére inicjuje przejscie pomigdzy wierzchotkami (w
odrdznieniu od klasycznych map standéw dopuszcza sie tylko jedno zdarzenie
wyzwalajace),

e dozor logiczny, okreslony na zbiorze wartosci atrybutow obiektow nalezacych
do modelu systemu, ktérego prawdziwos¢ warunkuje przejscie,

¢ opcjonalna akcja, ktora jest wykonywana, gdy nastepuje przejscie,
albo

e zdarzenie czasowe oznaczajace uplyw czasu okreslonego przez pewne
wyrazenie.

Brak dodatkowych informacji oznacza, ze przejscie z wykorzystaniem danego tuku
nastgpuje autonomicznie, po zakonczeniu aktywnosci wewnatrz stanu, z ktérego tuk
wychodzi.

Etykieta tuku — przejscie — moze przyjaé jedna podanych nizej postaci:
Nazwa-zdarzenia(Lista -pizramerréw) [Dozor] I Lista-akcji
after(Wyrazenie-czasowe) [Dozdr] / Lista-akcji
when(Warunek-czasowyi [Dozor] I Lista-akcji

gdzie poszczegblne elementy Nazwa-zdarzenia, Lista-parametréw,Dozér, Lista-akcji,
oczywiscie w odpowiednich zestawach, sa elementami opcjonalnymi. Wyrazenie-
czasowe okresla dhugos¢ odcinka czasu, np. 10 sek. Warunek-czasowy jest wyrazeniem,
ktorego wartos¢ logiczna zalezy od biezacego czasu, np. data = 99.12.31. Dwie ostatnie
formy etykiety tuku okreslaja zdarzenia czasowe, nazywane tez zdarzeniami
przeterminowania.

W ustalonej chwili czasu mapa stanéw, albo — wygodniej — maszyna stanéw
znajduje si¢ w pewnej konfiguracji stanow. Konfiguracja stanow okresla pewien
podzbioér wierzchotkéw reprezentujacych stany aktywne — stany, w ktérych przebywa
maszyna. W przypadku, gdy maszyna przebywa w stanie zlozonym dla okreslenia

konﬁguracji nie wystarczy tylko wskazanie tego stanu jako stanu aktywnego, ale
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rowniez wszystkich jego podstanow aktywnych. Konfiguracja stanowi wiec pewne
drzewo wierzchotkdw, ktorego korzeniem jest wierzchotek reprezentujacy najbardziej
zewngtrzny stan, a jego lis¢mi sa wierzchotki reprezentujace stany elementarne.

Semantyk¢ maszyny stanéw wyraza si¢ przez okreslenie przej$é pomiedzy
konfiguracjami maszyny stanéw. Przejscia pomiedzy konfiguracjami sa zlozeniem
(sekwencyjnym lub réwnoleglym) dwoch rodzajow przejs¢ pomiedzy wierzchofkami:
przejs¢ niskopoziomowych (pojedynczych), zwiazanych ztukami prowadzacymi od
wierzchotkow reprezentujacych stany elementarne, oraz — wysokopoziomowych
(grupowych), zwigzanych z tukami prowadzacymi od lub do wierzchotkow
reprezentujacych stany ztozone.

Poczatkowa konfiguracj¢ wyznaczaja poczatkowe stany domyslne. Sg to stany
wskazane przez tuki prowadzace od pseudostanow poczatkowych. Jezeli tak
wskazywany stan SS jest stanem zlozonym sekwencyjnym, to do konfiguracji
poczatkowej nalezy takze jeden z jego podstanow S wskazywany jako domyslny stan
poczatkowy w obrebie podstandow stanu SS. Jezeli wskazywany stan SR jest stanem
ztozonym réwnoleglym, to do konfiguracji poczatkowej nalezg wszystkie jego podstany
Si. .., S, wskazywane jako domyslne stany poczatkowe w obrebie podstandw
rownolegtych stanu SR. Zkazdym stanem wigze si¢ wigc zbiér jego domySlnych
podstanéw. Zbidr ten, podobnie jak cata konfiguracja maszyny stanéw, ma strukture
drzewa.

Przejscia pomiedzy konfiguracjami sa wyznaczone przez nastgpujace zasady.

Wyjscie ze stanu moze nastapié jezeli:

— dany stan jest aktywny, tzn. nalezy do biezacej konfiguracji maszyny,

— wystapilo zdarzenie wskazane na tuku wyprowadzajacym ze stanu lub nastapit

moment przeterminowania i prawdziwy jest dozor zwiazany z tukiem,

— zakonczone zostaly wszystkie aktywnosci w obrgbie stanu, a fuk

wyprowadzajacym ze stanu nie jest etykietowany zdarzeniem oraz prawdziwy

jest zwiazany z tym tukiem dozor.
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Jezeli w danej chwili mozliwe sg rézne wyjscia, to wybdr wyjscia moze by¢
niedeterministyczny lub oparty o dodatkowo wprowadzone reguly, np. w oparciu o
nadane priorytety.

Wyjsciu ze stanu prostego towarzyszy wykonanie akcji umieszczonych na liscie
akcji wyjsciowych danego stanu, nastgpnie wykonywana jest akcja zwiazana z
wybranym lukiem, a nastgpnie wykonywane sa akcje wejsciowe stanu, do ktorego
nastepuje przejscie. Jezeli wyjscie nastepuje w momencie trwania aktywno$ci w obrebie
stanu, wowczas aktywnos¢ taka zostaje przerwana.

Wyjscie ze stanu zlozonego oznacza rowniez wyjscie ze wszystkich jego
podstanow. Pociaga to wykonanie ciagu akcji wyjsciowych, poczynajac od akeji dla
stanow najbardziej zagniezdzonych. Ciag ten jest wyznaczony jednoznacznie w
przypadku zagniezdzania stanow sekwencyjnych, natomiast w przypadku zagniezdzania
stanéw rownoleglych odpowiadajace im akcje moga si¢ przeplatac.

Wejsciu do stanu prostego towarzyszy wykonanie akcji wejsciowych zwiazanych z
tym stanem, a nastepnie rozpoczyna si¢ ewentualne wykonywanie zwiazanych z nim
aktywnosci.

Wejscie do stanu zlozonego pociaga wchodzenie do jego podstanow i towarzyszy
temu wykonanie ciagu akcji wejsciowych zwiazanych z tymi podstanami. Ciag ten jest
okreslony jednoznacznie w przypadku wchodzenia do podstanéw sekwencyjnych. W
przypadku wchodzenia do podstanéw rownolegltych ciag ten jest przeplotem akcji
nalezacych do tych podstanéw.

Jezeli wejscie nastepuje do tacznika historycznego zagniezdzonego w pewnym
stanie S, to aktywnymi w stanie S staja si¢:

— domyslne podstany poczatkowe stanu S, gdy wejsScie do S nastgpuje po raz

pierwszy,

— domyslne stany poczatkowe stanu wskazywanego przez lacznik historyczny

,.ptytki”, gdy wejscie do S nastepuje po raz kolejny,
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— ostatni zestaw stanow aktywnych przed opuszczeniem stanu S, gdy wejscie do S
nastgpuje po raz kolejny, a tacznik historyczny jest tacznikiem ,,glebokim”.
Przejs$cia wysokopoziomowe maja priorytet nad przejsciami niskopoziomowymi.
Przej$cia pomiedzy stanami, w odroznieniu od klasycznych map stanow, nie musza
by¢ natychmiastowe. Wynika to z faktu, ze przejsciom towarzyszy wykonywanie akcji,
ktére w poréwnaniu do aktywnosci sa czynnosciami niepodzielnymi i moga jednak

wymagaé pewnego czasu.

PodnicsienieStuchawki Wolny OdlozenieSluchawki

e

Przeterminowanie
e ) a i 5 WybierajCyfre(n)
after(15's) do SygnalZaijet after(15 s Y yLylre
o SygnalZajetosci after(15s) [NiepelnyNumer]
SygnalCiagly | WybleraiCyfre(m) Q

. Wybieranie
do SygnalCiagly

WybierajCyfre(n) o
[NiepoprawnyNumer] I\l\%’g;zl\'s_lggzi(]re?]
( Niepoprawny W/
Ldo SygnalNiepopmwncﬂ — ]
Zajety
Polaczenie
Zajety

do SygnalZajetosci

Dzwonienie
do SygnalDzwonka
Polozenie

Stuchawki Podniesienie
Stuchawki

Qdlozona

Podniesienie
Sluchawki

Rozmowa

Rys. 19. Przyklad diagramu stanéw
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8. Diagramy aktywnosci

diagram aktywnosci

Specyficzny rodzaj diagramu stanow, w ktdrym wszystkie lub wigkszos$¢ standéw sq

stanami aktywnosci, i w ktérym wszystkie lub wiekszos¢ przejs¢ pomiedzy stanami

jest powodowana zakonczeniem wykonywania aktywnosci.

stan aktywnosci

Stan reprezentujacy wykonywanie aktywnosci, na przyktad wykonanie operacji.

Stany aktywnosci odpowiadajg stanom wykonywania programu. W przypadku
programu wspolbieznego stany odnosza si¢ do stanéw poszczegdlnych procesow
sktadowych calego programu. Pojecie stanu aktywnosci nalezy odréznia¢ od stanu
obiektu. Aktywnosci moga na siebie wptywac przez wysylanie i odbior zdarzen.

Diagram aktywnosci ma posta¢ grafu, ktérego wierzcholkami — poza stanami
aktywnosci — sa rdwniez stan poczatkowy, koncowy, rozgalezienia i zlaczenia
rownoleglego oraz rozgalezienia warunkowego i kolekcyjnego. Wierzchotki inne od
standw aktywno$ci reprezentuja wiec pewne akcje pomocnicze. Wierzcholki
reprezentujace stany aktywnosci sa zwykle etykietowane nazwami tych aktywnosci, a
wierzcholki rozgalezienia warunkowego — wyrazeniami wyboru. Luki grafu nie sa na
ogot etykietowane. Nie dotyczy to tukow wychodzacych z wierzchotka rozgalezienia
warunkowego, ktore okreslaja warunki przejscia do nastepnych stanow. Wyjscie z
danego stanu i przejscie do innego stanu nastgpuje w momencie zakonczenia zwiazanej
z nim aktywnosci. Przyklad diagramu aktywnosci przedstawia rys. 20.

Zakoniczenie aktywnosci moze tez by¢ wynikiem reakcji na odbierane zdarzenia.
Zdarzenia, ktore pojawiaja si¢ w czasie trwania aktywnosci moga by¢ przez nig
obstugiwane albo odraczane, tzn. sa tylko zapamigtywane z przeznaczeniem do obshugi
przez inng aktywno$¢. Jezeli zdarzenie wygenerowane w danej chwili nie jest
obshugiwane ani odraczane przez zadna z aktualnie wykonywanych aktywnosci, to jest
gubione. Natomiast w przypadku przeciwnym, gdy istnieje wiele potencjalnych reakcji

na zdarzenie, wybor odpowiedniej reakcji jest niedeterministyczny. Mozna wybdr ten
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uscisli¢ przez wprowadzenie dodatkowych zasad. Wysylanie i odbiér zdarzen na

diagramie aktywnosci jest reprezentowane przez dodatkowe wierzchotki — rys. 21.

Skladanie
zamOwienia
Wierzcholek Rozgalgzienie

poczatkowy warunkowe S
Przydzielanie
[zaméwienie - suskrypcja) Izaméwienie bezposredniel 'Lxme]sc

[staly Klient?]
Przydzielanie
miejsc
Przydzielanie
premii

Obcigzanie karty
kredytowei

Obcigzanie
rachunku

Rozgalgzie/zlaczenie
réwnolegle

Przestanie
biletéw

N @ Wierzcholek

konicowy

Rys. 20. Przyklad diagramu aktywnosci

Wiacz
urzadzenie

Wez filizanke Lamka wylaczona
Lamka wylaczona / defer

Wyslanie Deklaracja Odbi6r
zdarzenia zdarzenia zdarzenia
odraczanego

Rys. 21. Wysylanie i odbiér zdarzen na diagramie aktywnoSci
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Zasadniczo, graf aktywnosci jest interpretowany jako opis przeptywu sterowania
pomigdzy aktywnosciami. Diagram aktywnosci umozliwia tez opis przepltywu danych
pomigedzy aktywnosciami. Jest to uwidocznione na diagramie w postaci dodatkowych
wierzchotkdw reprezentujacych przesylane obiekty (prostokaty rysowane ciagla linia)
oraz przez dodatkowe tuki (rysowane przerywanymi strzatkami) wskazujace drogi
przesytania obiektow pomiedzy aktywnos$ciami.

Diagram aktywnosci z przeplywem danych jest pokazany na rys. 22.

Dodatkowym elementem na tym diagramie s3 tzw. linie rozgraniczenia
odpowiedzialnosci wskazujace obszary grafu podzielone na aktywnosci wykonywane
przez r6znych wykonawcow, w pokazywanym przyktadzie przez Klienta, Sprzedawce
i Magazyn. Na diagramie zwracaja tez uwage wierzchotki reprezentujace zlaczenie
rownolegte; ich tukami wejsciowymi i tukami wejsciowymi moga by¢ zaréwno huki

reprezentujace przepltyw sterowania jak i tuki reprezentujace przeptyw danych.

Klient Sprzedawca Magazyn

Przygotowanie
zamOwicnia

~~<
<<

Zaméwienie [zlozone] |
4

T2 Pobranie zam6wienia

A]\ Zamdwienie [wprowadzone] |

Placenic T Wypetnienic zamowienia

¥
-
.

[ Zamowienie [wypelnione] |

N L
)

Dostarczenie
zaméwionego towaru

&2~
[Zaméwienie [dostarczone]|

/
Odbi6r towaru

Rys. 22. Diagram aktywnosci z przeplywem sterowania i przeplywem danych
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9. Diagramy implementacyjne

diagram komponentéw

Diagram pokazujacy komponenty i zalezno$ci pomiedzy nimi; odzwierciedla

statyczny aspekt perspektywy implementacyjne;.

diagram rozmieszczenia

Diagram przedstawiajacy konfiguracje weztdw  przetwarzajacych oraz

umieszczonych w nich komponentéw. Przedstawia on statyczng strukturg systemu

z punktu widzenia perspektywy instalacyjne;.

Komponent reprezentuje zestaw zasobéw programowych i informacyjnych.
Przyktadami takich zasobéw sa moduly programowe (zrodtowe lub wykonywalne),
biblioteki procedur, bazy danych Iub ich odpowiedniki, np. skrypty lub pliki z
komendami. Komponent realizuje pewne ustugi, ktore udostepnia za posrednictwem
swoich interfejséw (interfejs jest zbiorem operacji). Komponent ma w systemie swoja
reprezentacje fizyczna i moze by¢é w systemie przemieszczalny. Szczegodlng role
w komponentach pelnia zadania. Zadanie jest to obiekt aktywny, czyli taki, ktory
posiada wiasne sterowanie (watek lub proceé) niezalezne od innych zadan. Zadania sa
wykonywane réwnolegle.

Pomiedzy komponentami moga zachodzi¢ relacje zaleznosci, generalizacji,
asocjacji i realizacji.

Przyktad diagramu komponentéw przedstawia rys. 23.

Szeregowanie —ﬁ) rezerwacja
f”

s

Planowanie [ akualizacja

Pt
-
-

Graficzny
interfejs

Rys. 23. Przyklad diagramu komponentow
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Wskazuje si¢ tu pewne relacje (przerywane strzalki) zaleznosci pomiedzy
wynika znaczenie tych relacji.

wprowadzenie odpowiednich stereotypéw.

komponentami-a ich interfejsami, przy czym bezposrednio z samego diagramu nie
Znaczenie takich relacji

nimi relacji zaleznosci i asocjacji.

mozna ustali¢ przez
Diagram rozmieszczenia zawiera wezly i komponenty oraz zachodzace pomiedzy

Wezet jest fizycznym obiektem reprezentujacym srodowisko wykonawcze — sprzet
komputerowy wraz z oprogramowaniem operacyjnym. Wezet powinien dysponowa¢ co
najmniej pamigcia, czesto ma jednostki przetwarzajace. Przykltadowo, wezlami sa

komputer z systemem operacyjnym, procesor z pamigcia, pamig¢ dyskowa.
Przyklad diagramu rozmieszczenia przedstawia rys. 24.

serwer:Komputer

«Baza-danych»
Spotkania
Szeregowanie

—(P\ rezerwacja
\
\

\
1

1
\
Y

\
«kanal-komunikacyjny »

\
\
klient: Komputer

Planowanie

Rys. 24. Przykladowy diagram rozmieszczenia
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10. Diagramy pakietéw

Diagramy pakietéw nie naleza do standardowych diagramow UML. Sg one czesto
przydatne w procesie modelowania i stuza do grupowania aertefaktow, na przyktad do
definiowania podsystemow — czgéci modelowanego systemu.

pakiet

Mechanizm ogdlnego przeznaczenia stuzacy grupowaniu elementow. Pakiety moga

by¢ zagniezdzane w innych pakietach. System moze by¢ wyobrazany jako pakiet

najwyzszego poziomu, w ktorym jest zawarte wszystko co nalezy do systemu.
podsystem

Zbior elementow opisujacych zachowanie innych, zagniezdzonych w nich

elementow. Moze by¢ modelowany zaréwno jako pakiet jak i klasa. Podsystem

moze posiada¢ interfejsy, przez ktore udostepnia ustugi pozostatej czesci systemu.

Diagram pakietow skiada si¢ z pakietow oraz relacji zaleznosci, asocjacji i
generalizacji.

Przyktad diagramu pakietow przedstawia rys. 25., ktéry sklada sie z trzech
podsysteméw: Dostawa, Sterowanie i Zbyt powiazanych relacja zaleznosci. Podsystem
Sterowanie jest systemem ztozonym i zawiera dwa podsystemy skladowe: Sterowanie

podajnikiem oraz Sterowanie tasmq.

1]
1 «podsystem»
,,,,,, Sterowanie [~ _
B P ————
Dostawa ==y Zoyt
] 1]

«podsystem» «podsystem»
Sterowanie Sterowanie
podajnikiem tasma

Rys. 25. Przykladowy diagram pakietow
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11. Wybrane standardowe elementy UML

UML jest jezykiem rozszerzalnym, co pozwala na jego adaptacj¢ do roznych, z
gbry nieprzewidywalnych sytuacji projektowych. Mechanizmami rozszerzen sa
stereotypy, wartosci znakowane (stale) oraz ograniczenia. Pewne rozszerzenia sa w
UML zdefiniowane jako standardowe.

stereotyp

Nowy rodzaj elementu modelujacego, ktory rozszerza semantyke metamodelu.

Stereotyp musi bazowa¢ na wybranych typach i klasach istnigjacych w

metamodelu. Stereotypy moga tylko rozszerza¢ semantyke (uscisla¢) lecz nie

naruszaé istniejacych (predefiniowanych) typdw i klas. Pewne stereotypy sa w

UML zdefiniowane jako standardowe.

Stereotyp oznacza nowy rodzaj elementu modelujacego, bazujacego na wybranych
typach i klasach istniejacych w metamodelu. Definicja stereotypu polega na uscisleniu
semantyki wybranego elementu. Kazdy stereotyp ma nazweg, dla wyrdznienia
zapisywana w cudzystowach postaci « ». Zamiast nazwy mozna tez wprowadza¢
specyficzng ikong. Nazwa stereotypu jest umieszczana przy symbolu graficznym
elementu, ktory byl podstawa do jego definicji. Ponizej przedstawiono w tabeli tylko
kilka sposrod ponad sze$cdziesigeiu standardowych stereotypow.

Niektore przedstawiane stereotypy, w Scistym sensie nie s stereotypami. Sa tylko
stowami kluczowymi, ktore wystepuja w metamodelu, natomiast ich rola przy tworzeniu
modelu jest taka sama jak stereotypéw w Scistym sensie. Dlatego odr6znia si¢ je
zapisujac ich nazwy czcionka pochylta, podczas gdy nazwy pozostatych zapisuje sig
czcionka prosta. Roznica pomiedzy tymi dwoma kategoriami stereotypow jest wigc

subtelna i z praktycznego punktu widzenia mozna jej nie dostrzegac.
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; Element
Nazwa / ik Co i
zwa/ikona | | dniesienia Znaczenie
— s ries’la spc’)jny zbidr 1o, 'kt(')_re reprezentuje
uzytkownik przypadku uzycia.
«cally rel_acjg . Okresla, ze jedna operacja wywoluje druga operacje.
zaleznosci
e Klasa Oznacza zdarzenie, }(tore moze by¢ przez operacjg
wygenerowane badz przejete do obshugi.
«executable» Oznacza komponent wykonywalny — komponent moze
komponent | by¢ wykonywalny w wezle.
«preconditions ograniczen Oznacza ograniczenie, ktore musi by¢ spehione przez
ie wywolaniem operacji.
«responsibility stk Oznacza kontrakt lub zobowigzanie zwiazane z klasa.
»
Oznacza kolekcje elementéw, z ktérych pewne
«subsystem» pakiet |elementy specyfikuja zachowanie innych elementow
nalezacych do tej kolekcji.
«systein pakiet Oznacza pakiet reprezentujacy catos¢ modelowanego
systemu.
Oznacza abstrakcyjna klase uzywana tylko do
«type» klasa  |specyfikacji struktury lub zachowania, ale nie do
implementacji zbioru obiektéw.
relacja |Oznacza, ze semantyka jednego elementu zalezy od
«use» . v ; i " : ;
zaleznosci | semantyki czesci publicznej drugiego elementu.

wartos¢ znakowana

Bezposredni opis wlasciwosci w postaci pary nazwa-wartosé.

Wartos¢ znakowana (stata) jest parg ztozona z etykiety (nazwy) oraz przypisane;j jej

wartosci. Nazwa moze by¢ dowolnym tekstem, a warto§¢ ma rowniez forme tekstows 1

moze by¢ elementem dowolnie ustalonego zbioru. Par¢ taka zapisuje si¢ w postaci

etykieta = wartos¢ 1 mozna ja przypisa¢ dowolnemu elementowi modelu. Znaczenie

stalej zalezy od kontekstu. Nie nalezy stalej traktowa¢ jako atrybutu elementu, np.

obiektu. Standardowo wyr6zniono cztery etykiety opisane w tabeli ponize;.
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. Elemen .
Nazwa stalej e t. Znaczenie
odniesienia
. wszystkie |Oznacza komentarz, opis lub wyjasnienie
documentation . : ;
elementy |dotyczace elementu, z ktorym jest zwigzana
location wiekszos¢ |Oznacza wezel lub komponent, w ktérym jest
elementéw |umieszczony dany element
klasa : . . o
; .. |Oznacza, Zze po zakonczeniu procesu tworzenia
persistence asocjacja iy e .
danej instancji jej stan zostaje zachowany
atrybut
. klasa . : =
semantics . Okresla znaczenie klasy lub operacji
operacja
ograniczenie

Semantyczny warunek lub zawezenie.

Ograniczenie ma posta¢ tekstu, pisanego w jezyku naturalnym lub formalnym, na
przykiad w jezyku OCL (Object Constraint Language), ktory jest jezykiem predykatow
przystosowanym do definiowania metamodelu UML. Wyrazenie takie moze byc¢
zwiazane z jednym lub wieloma elementami modelu i uscisla lub ogranicza semantyke
tych elementow. Wyrazenie ma posta¢ komentarza (notki) polaczonego linig przerywana
z elementami ktorych dotyczy, moze tez mie¢ posta¢ wyrazenia ujetego w nawiasy
klamrowe, umieszczonego obok elementu, ktorego dotyczy. W tabeli ponizej

przedstawiono trzy sposrod dziewigciu standardowych ograniczen.

66

. . Element .
Ograniczenie S Znaczenie
odniesienia
relacja Oznacza, ze w modelu wyspecyfikowano
complete S : p -
generalizacji | wszystkich potomkdéw danej klasy
Oznacza, ze w zbiorze asocjacji wiazacych
. innymi i
- asocjacia ldasg z innymi klas?%m, moga w kanretnym
powiazaniu wystapi¢ element nalezace tylko do
jednej z tych asocjacji.
instancia Oznacza, ze instancja lub powiazanie jest
transient NG (worzone okresowo podczas trwania pewnych
powigzanie |. o
interakcji
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12. Elementy metamodelu UML

Opis jezyka UML nalezy rozpatrywa¢ w kontekscie wyznaczonym przez
czteropoziomowa architekture metamodelowania. Sa to poziomy:

e meta-metamodelu,

¢ metamodelu,

¢ modelu abstrakcyjnego,

e modelu uzytkowego.

Definicja UML miesci si¢ na poziomie metamodelu. Modelowi abstrakcyjnemu
odpowiada pewien model napisany w UML, a modelowi uzytkowemu odpowiada
skompilowana posta¢ tego modelu. Natomiast najbardziej abstrakcyjny poziom meta-
metamodelu obejmuje swym zasiggiem jezyk, w zasadzie metajezyk, uzyty do definicji
jezyka UML.

Podobny podziat poje¢ odnoszacych sie do modelowania obiektowego zostal
przyjety przez OMG w ramach architektury Meta-Object Facility.

Mowiac o standardzie jezyka UML mamy na uwadze metamodel. Metamodel
grupuje wszystkie elementy jezyka w trzy podstawowe grupy obejmowane przez trzy
podstawowe pakiety pokazane na rys. 26, z ktérych dwa zawieraja jeszcze podpakiety.
Pakiet Foundation zawiera trzy podpakiety.

Podpakiet Core zawiera glowne elementy strukturalne: klasyfikatory (klasy,
komponenty, wezly), ich zawartos¢ (atrybuty, operacje, metody, parametry) oraz
relacje (generalizacji, asocjacji, zaleznosci).

Podpakiet Data Types opisuje typy danych wykorzystywane w metamodelu.

Podpakiet Extension Mechanisms opisuje stereotypy, ograniczenia i state (wartosci

znakowane).
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[Behavioural Elements

1 —
Collaborations Use State
Cases Machines
‘\\\\ { =
\\S o
m— VR
Common
Behaviour
1
Model

-7 Manaeement

e
Foundation , //’

— -
Core Exlens_lon
Mechanisms

. 7

N //
Data Types

Rys. 26. Struktura pakietéw metamodelu UML

Pakiet Behavioural Elements zawiera cztery podpakiety.
Podpakiet Common Behaviour opisuje sygnaty, operacje i akcje.
Podpakiet Collaborations opi;uje grupy wspoldziatania, interakcje, komunikaty,
role klasyfikatoréw oraz asocjacje.
Podpakiet Use Cases opisuje aktorow i przypadki uzycia.
Podpakiet State Machines opisuje strukture maszyn stanowych — stany zdarzenia,
sygnaly, tranzycje pomie¢dzy stanami, oraz modele aktywnosci.
Pakiet Model Management opisuje pakiety, modele oraz podsystemy.

13. Metodyka ROPES

UML jest niezalezny od przyjetej metody wytwarzania oprogramowania i dlatego
jest wykorzystywany w wielu metodach, np. Rational Unified Process, Unified Software

Development Process, Catalysis, ROPES.
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W projektowaniu systemOw czasu rzeczywistego godna polecenia jest metoda
ROPES (Rapid Oriented Process for Embedded Systems), ktora wyréznia iteracyjnie
powtarzane fazy: analizy, projektowania, implementacji i testowania. Fazy dzieli sie

jeszcze na podfazy jak pokazano na rys. 27.

Testowanie Testowanie
Implementacja modulowe integracyjne Testowanie
Kodowanie

Testowanie

walidacyjne
Projektowanie V]

f Kolejne
szczegolowe prototypy
TY !
Projektowanie PARTY !
posrednie

Projektowanie “/:illilllgL:n

Projektowanie Analiza
ogdlne Analiza

Analiza
obiektowa

systemowa

Rys. 27. Spiralny proces wytwarzania oprogramowania wedlug metody ROPES

Celem pojedynczego cyklu jest wytworzenie pewnego prototypu systemu. Cykle
powtarza sie az uzyskany prototyp catkowicie spelnia oczekiwania uzytkownika. Celem
kazdej z faz jest zbudowanie pewnego modelu budowanego systemu. Model otrzymany

w jednej fazie jest uscislany lub uzupelniany w fazie nastepne;.
13.1. Analiza

Analiza wymagani

Celem analizy wymagan jest okreslenie wymagan funkcjonalnych i
niefunkcjonalnych systemu. Wymagania funkcjonalne maja okresli¢ ustugi
wytwarzanego systemu, a wymagania niefunkcjonalne maja, migdzy innymi,

okredli¢ jako$¢ tych ustug. Miarg jakosci ustug moga by¢ dostgpnose,
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niezawodnos¢, bezpieczenstwo, zabezpieczenie przed niepowotanym dostgpem, i

wreszcie — wymagania czasowe. UML nie oferuje szczeg6lnych mechanizméw do

wyrazania wymagan niefunkcjonalnych. Mozna je oczywiscie wyrazi¢ za pomocg
komentarzy w jezyku naturalnym.

Przy stosowaniu podejscia obiektowego analiza wymagan jest oparta na
przypadkach uzycia. Zbior przypadkow uzycia zwiazanych z danym systemem wyraza
sie za pomoca diagramow przypadkow uzycia.

W poczatkowej fazie analizy tymi obiektami sa: system traktowany jako catos¢
oraz obiekty zewnetrzne. W dalszej analizie, gdy system zostaje zdekomponowany na
obiekty wewnetrzne, dekompozycji ulegaja takze przypadki uzycia.

Pojedyncze scenariusze — instancje przypadku uzycia — przedstawia si¢ za pomocg
diagraméw interakcji, a zbior wszystkich scenariuszy zwiazany z przypadkiem uzycia
wyraza odpowiednia maszyna stanéw.

Model systemu, ktory powstaje w wyniku analizy wymagan zawiera diagram
przypadkow uzycia, diagramy interakcji i diagramy maszyn standw, a takze moze
zawiera¢ inne diagramy, np. diagramy klas.

Model systemu ma shuzy¢ okresleniu podstawowych funkcji oraz protokotow
komunikacji pomiedzy systemem a jego otoczeniem, a takze okresleniu podstawowych
czasowych charakterystyk wymiany informacji pomigdzy systemem a otoczeniem.

Diagram przypadkéow uzycia pozwala na charakterystyke strumieni komunikatow
naptywajacych od aktoréw do systemu. Moga one dotyczy¢ intensywnosci naplywu
komunikatow i sposobu synchronizacji aktoréw z przypadkami uzycia. Charakterystyki
te maja posta¢ stereotypdéw specjalnie zdefiniowanych dla systemow czasu
rzeczywistego. Przykladem standardowych stereotypéw sa aktorzy, relacje zaleznosci
«include» oraz «extend» pomigdzy przypadkami uzycia, za$ przykladami stereotypow
specyficznych sa charakterystyki strumieni komunikatow «periodic» oraz «aperiodic»

wystepujacy na diagramie przypadkéw uzycia.
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Diagram sekwencji pozwala na informowanie o zwiazkach czasowych pomiedzy
naptywajacymi komunikatami a odpowiadajacymi im reakcjami, czy tez — ogdlniej —
pomigdzy wyrdznionymi zdarzeniami. Relacje te wyraza sie w postaci formul, w
ktorych wystepuja odwotania do momentéw wystepowania wyréznionych zdarzen.
Diagramy stanéw takze wyrazaja wlasno$ci czasowe, ale czynia to z punktu widzenia
obiektu, ktory w trakcie swego zycia ma reagowa¢ na zachodzace zdarzenie, w tym na
uplyw czasu. Najczgsciej ograniczenia czasowe wyrazaja sie przez okresy
przeterminowania zwigzane z oczekiwaniem w danym stanie na zajscie okreslonych
zdarzen.

Charakterystyka strumienia komunikatéw

Komunikaty ze zrédla do miejsca odbioru moga naplywaé periodycznie (stereotyp
«periodic») lub aperiodycznie (stereotyp «aperiodicy). W przypadku naptywu
periodycznego komunikaty naplywaja regularnie w zadanych odstepach czasu, ale
odstgp ten moze si¢ zmienia¢C w pewnym zakresie — moze mie¢ fluktuacje.
Charakterystyka naplywu aperiodycznego (sporadycznego) jest bardziej urozmaicona.
Naplyw moze by¢ nieregularny, ale mogg by¢ scharakterjfiowane okresy pomiedzy
kolejnymi komunikatami. Charakterystyka taka moze by¢:

— maksymalna liczba komunikatéw w pewnym okresie czasu,

— minimalny odstep czasu pomig¢dzy kolejnymi komunikatami,

— probabilistyczny rozklad czasu pomig¢dzy komunikatami.

Gdy naptyw komunikatéow jest lawinowy (wiazkowy) wowczas odstepy czasu
pomigdzy kolejnymi komunikatami moga by¢ dowolnie mate, ale powinna by¢ znana
maksymalna liczba komunikatéw w pojedynczej wiazce. Gdy naplyw jest ograniczony,
wowcezas jego charakterystyka jest okreslona przez minimalny lub przez sredni odstep
czasu pomi¢dzy kolejnymi komunikatami.

Sposob wspotdziatania komunikujqcych sie obiektow

Ogolnie synchronizacja moze dotyczy¢ grupy obiektow. UML przyjmuje

mozliwo$¢ synchronizacji tylko pomigdzy dwoma obiektami: obiektem-nadawca i
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obiektem-odbiorca komunikatu. W jezyku UML wymiana komunikatow pomigdzy para
wspotpracujacych obiektow moze opierac si¢ na nastepujacych schematach.

Wspdlpraca synchroniczna polega na tym, ze obiekty na okres wykonania operacji
ustalaja pomiedzy soba spotkanie. Mozliwe sa nastgpujace trzy schematy takiej
wspotpracy.

— Obiekt-ustugobiorca wywoluje operacje 1 czeka tak dlugo, az obiekt-

ustugodawca zacznie wykonywac operacje 1 przekaze obliczone wyniki.

— Obiekt-ustugobiorca wywoluje operacje i czeka tak dlugo, az obiekt-
ustugodawca potwierdzi wywolanie operacji.

- Obiekt-ustugobiorca wywoluje operacje i czeka na potwierdzenie wywotania
operacji przez zadany okres przeterminowania. Jezeli potwierdzenie to nie
zostanie dostarczone do obiektu-ustugobiorcy przed uplywem okresu
przeterminowania, obiekt ten przerywa polaczenie i wznawia swojg aktywnosc.

Wspdlpraca asynchroniczna polega na tym, ze jeden obiekt wysyta sygnat do
innego obiektu (lub do grupy obiektéw) i nie czekajac na odbior tego sygnatu
kontynuuje swa aktywnose.

Analiza systemowa i obiektowa

Analiza systemowa polega na dekompozycji systemu na czesci skladowe
(mechaniczne, elektroniczne, programowe) i przypisaniu im odpowiednich funkcji i
zachowan. Analiza taka wystepuje zwlaszcza przy projektowaniu systemow
wbudowanych i polega, miedzy innymi, na wyodrgbnieniu sensoréw iurzadzen
wykonawczych. Bardzo czesto z uwagi na prosta strukture systemow, analize t¢ mozna
pomina¢. Analize obiektowa dzieli si¢ na analiz¢ strukturalng — ktorej celem jest
zidentyfikowanie jednostek strukturalnych (klas i obiektow oraz grupujacych je
pakietow), oraz na analiz¢ behawioralng — ktérej celem jest okreSlenie zachowan
poszczegblnych jednostek strukturalnych.

Z punktu widzenia wymagan czasowych odnoszacych si¢ do calego budowanego

systemu istotna jest dekompozycja tych wymagan na wylonione skladowe i obiekty. Dla
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kazdego z tych elementéw nalezy scharakteryzowa¢ wlasnosci czasowe otoczenia —
wlasnosci czasowe strumieni komunikatow, schemat synchronizacji oraz wymagane
czasy odpowiedzi. Wymagania te mozna wyrazic w UML w taki sam sposob jak w

przypadku analizy wymagan, czyli przez diagramy interakcji oraz diagramy stanow.
13.2. Projektowanie

W projektowaniu wyroznia si¢ trzy podfazy rézniace si¢ stopniem szczegdtowosci
podejmowanych decyzji. Sg to kolejno: projektowanie ogdlne (ponad-obiektowe),
projektowanie posrednie (mig¢dzy-obiektowe) i projektowanie szczegotowe (wewnatrz-
obiektowe). Rys. 28. symbolicznie ilustruje trzy poziomy szczegolowosci
odpowiadajace trzem wymienionym podfazom.

Projektowanie ogolne (ponad-obiektowe)

Celem projektowania ogdlnego jest okreslenie architektury systemu, czyli
sktadowych systemu 1iwzajemnego ich powigzania. Wyrdznia si¢ trzy rodzaje
sktadowych: zadania, komponenty i wezly. Za pomoca pakietow mozna je dowolnie
grupowac ze soba.

Zadanie jest to obiekt aktywny, czyli taki, ktéry posiada wlasne sterowanie (watek lub
proces) niezalezne od innych zadan. Zadania sg wykonywane réwnolegle.

Komponent reprezentuje zestaw zasobéw programowych i informacyjnych.

Projektowanie ogdlne polega na okresleniu struktury srodowiska wykonawczego
oraz na rozmieszczeniu w tym srodowisku tworzonego oprogramowania. Wynikiem
projektowania jest wydzielenie zadan, przypisanie ich wraz z obiektami biernymi do
komponentdw, a nastepnie rozlokowanie komponentéw w weztach systemu.

Wezel jest fizycznym obiektem reprezentujacym srodowisko wykonawcze — sprzgt

komputerowy wraz z oprogramowaniem operacyjnym.
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Projektowanie ponad-obiektowe
Zakres: procesorv, pakiety, komponenty, zadania
Wezel
Projektowanie migdzy-obiektowe
Zakres: grupv wspoldzialania Klasa
Pakiet
Projektowanie wewnqtrz-obiektowe Klasa
Zakres: klasy
Klasa
Nazwa Klasy
Atrybuty Klasa
Komponent
Operacie
Zadanie

Rys. 28. Trzy poziomy projektowania

Wilasciwy podziat na zadania ma krytyczny wplyw na wydajnos¢ systemu. W
zasadzie wszystkie obiekty wyltonione w fazie analizy sa rownolegle wzgledem siebie.
W praktycznie spotykanych sytuacjach nie ma potrzeby, aby wszystkim obiektom
przypisywac role zadan, gdyz zwigksza to stopien rownolegtosci systemu i na ogot
pociaga wzrost kosztow. Niektére obiekty, ze wzgledu na swa funkcj¢ musza by¢
zadaniami. Przykladowo dotyczy to obiektow, ktére sa odpowiedzialne za komunikacje
Z otoczeniem systemu, czy tez obiekty obstugujace niezalezne urzadzenia. Podziat na
zadania mozna wiec traktowac jako wynik analizy polegajacej na tym, czy mozna dany
obiekt, bez istotnego wplywu na wydajno$¢ systemu, pozbawi¢ wlasnosci
wspolbieznosci i dotaczyé do pewnej wspolnej puli obiektéw. Z takiej puli, w danej
chwili, na skutek zewnetrznej decyzji, moze by¢ wykonywany co najwyzej jeden obiekt.
Wiadomo bowiem, ze zwickszenie stopnia rownoleglosci moze tylko do pewnego

stopnia moze zwickszy¢ wydajnosé catego systemu.
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Zadania i sposob wspolpracy zadan moze by¢ przedstawiony przez diagram
obiektow (aktywnych) lub przez diagram stanéw réwnoleglych. Komponenty i
zachodzace migdzy nimi relacje oraz wezly s3 ukazane na diagramach
implementacyjnych — diagramie komponent6w, oraz diagramie rozmieszczenia, ktéry
ukazuje rozlokowanie komponentéw w weztach. Poszczegélnym komponentom mozna
przyporzadkowa¢ przypadki uzycia. Zestawienie wymienionych diagraméw wyznacza
model architektury systemu.

Dodatkowymi aspektami, ktére sa brane pod uwage w projektowaniu ogdlnym, i
ktore powoduja poszerzenie funkcji systemu, sa: obshuga sytuacji wyjatkowych,
bezpieczenistwo (zapobieganie sytuacjom hazardowym) oraz tolerowanie bledow
obliczen (niezawodnos¢ obliczen).

Z punktu widzenia wymagan czasowych stawianych projektowanemu systemowi
konieczne jest sprawdzenie, czy podjete decyzje zapewnia spetienie wymagan
wyrazonych w modelu w fazie analizy. Ze wzgledu na ztozono$¢ analiza taka nie jest tu
omawiana. Warto tylko zaznaczyé, ze podstawowe potrzebne charakterystyki to
wydajnos¢ przetwarzania wezlow i1 przepustowos¢ wiazacych ich taczy. Wydajnosé
przetwarzania weztdw nalezy oszacowaé na podstawie wymagan czasowych zadan
umieszczanych w weztach. Przepustowos$¢ taczy pomiedzy weztami szacuje si¢ na
podstawie charakterystyk strumieni komunikatéw generowanych przez umieszczone w
wezlach zadania. Dodatkowo, w odniesieniu do pojedynczych wezlow nalezy
zaprojektowaé szeregowanie wykonywanych w nim zadan.

Projektowanie posrednie (miedzy-obiektowe)

Celem projektu ogolnego jest zdekomponowanie przypadkow uzycia na grupy
wspdtdziatania. Grupa wspdldziatania jest zbiorem powiazanych klasyfikatoréw (klas,
interfejséw, typéw danych oraz komponentéw) przeznaczonych do realizacji
przypadkow uzycia lub operacji.

Natomiast celem projektu posredniego jest uscislenie modelu systemu otrzymanego

w fazie projektowania ogdlnego. Zwykle polega to na wprowadzeniu dodatkowych

VI Konferencja Systemy Czasu Rzeczywistego, Zakopane 1999 75



Wprowadzenie do jezyka UML

obiektow posredniczacych pomigdzy istniejacymi juz obiektami. Koniecznos¢
posrednictwa moze wynika¢ z wlasnosci srodowiska wykonawczego, na przyklad dwa
obiekty powiazane asocjacja moga zosta¢ umieszczone w dwoch roznych weztach, badz
tez moze wynikaé¢ z potrzeby optymalizacji funkcjonowania, na przyktad moze zaistnie¢
potrzeba wprowadzenia obiektu zarzadzajacego praca wezda.

Specyficznym postepowaniem w tej podfazie, a takze w podfazie poprzedniej, jest
wykorzystywanie wzorcow projektowych. Wzorzec jest pewna abstrakcja grupy
wspotdziatania. Konkretyzacja wzorca wyznacza pewna grupe wspoldziatania. Grupa
wspotdziatania jest elementem jezyka UML, natomiast nie jest nim pojgcie wzorca
projektowego.

Stosowanie wzorcow znacznie upraszcza proces projektowania, gdyz sigga si¢ po
rozwigzania sprawdzone, czesto o znanych oszacowaniach ich parametréw
wydajnosciowych.

Projektowanie szczegotowe (wewnqtrz-obiektowe) i implementacja

Jest to faza $ciSle zwiazana z implementacja. Projektowanie szczegotowe
koncentruje si¢ na obiektach — na sposobach reprezentacji ich atrybutow, przyjeciu
strategii realizacji powiazan migdzy obiektami, wyborze konkretnych algorytmow
realizacji operacji, przyjeciu zasad obstugi sytuacji wyjatkowych. Implementacja polega
na reprezentacji atrybutéw obiektu i zapisie opracowanych algorytméw dla jego operacji
w wybranym jezyku programowania.

Uwagi koricowe

Przedstawiono tylko wybrane zagadnienia zwiazane z projektowaniem systemow,
w  ktorych istotne jest spelnianie warunkéw czasowych. Sposrod diagramow
wystepujacych w UML szczegélna uwaga, poza diagramem przypadkéw uzycia,
powinna by¢ skupiona na diagramach interakeji i diagramach maszyn stanéw. Pozwalaja
one na wyrazanie wlasnosci czasowych budowanych systemu.

W fazach analizy i projektowania dwa szczegdlne problemy wymagaja

rozwiazania. Pierwszy — to stwierdzanie zgodnosci pomiedzy diagramami interakcji a
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diagramami maszyn stanowych, ktére naleza do tego samego modelu systemu, tzn.
modelu na danym poziomie analizy lub projektowania. Drugi problem to stwierdzanie,
ze model bardziej szczegélowy spelnia wymogi czasowe okreslone przez model
ogdlniejszy.

W fazach projektowania szczegoélowego i implementacji zasadniczym problemem
jest stwierdzenie, czy wydajnos¢ weztdw i sieci transmisji danych pozwala na spemianie
warunkéw czasowych podczas wykonywania zaprojektowanego oprogramowania.

Pozycjami, ktore stanowia bardzo dobre wprowadzenie zaréwno do UML jak i
projektowania systemow czasu rzeczywistego sa ksiazki Douglassa [4], [5]. Druga z
nich dodatkowo zawiera informacj¢ o produkcie firmy i-Logix — pakiecie Rhapsody,
ktéry jest profesjonalnym narzedziem wspomagajacym wytwarzanie oprogramowania

czasu rzeczywistego.
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