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PRZEDMOWA

Petny tytut ksigzki powinien brzmie¢ Elementy informatyki dla nieinfor-
matykow. Ksiazka jest bowiem przeznaczona dla studentéw pierwszych
lat kierunkéw nieinformatycznych, ktdrzy maja wprawdzie pracowaé w za-
wodach wykorzystujacych informatyke, ale nie zajmujacych si¢ jej rozwi-
janiem.

Przy pisaniu tego rodzaju ksigzki zasadniczy jest problem zakresu
1 szczegdtowosci prezentacji wybranego materiatu. Wynika to z dwdch
powoddw: po pierwsze, wiedza i umiejetnosci absolwentéw szkot $red-
nich sg bardzo zréznicowane; po drugie, informatyka, rozwijajac si¢ szyb-
ko i intensywnie, powoduje, ze wylaniajg si¢ nowe zagadnienia, a dotych-
czasowe si¢ dezaktualizuja.

Dobor tematéw omawianych w ksigzce wynika z pragmatycznego
widzenia informatyki jako dyscypliny naukowo-technicznej, ktéra dostar-
cza specyficznych metod i narzedzi rozwiazywania probleméw. Mozna
wyrdznié trzy zasadniczo rozne sytuacje, z ktorymi moze spotkac si¢ nie-
informatyk wykorzystujacy informatyke.

Najbardziej powszechna sytuacja wiaze si¢ z codziennym, standardo-
wym wykorzystaniem komputera osobistego, zwykle podtaczonego do In-
ternetu, do szeroko rozumianych prac biurowych, obejmujacych m.in. two-
rzenie i przechowywanie dokumentéw, prowadzenie korespondencji i wy-
szukiwanie informacji w Internecie.

Druga sytuacja wiaze si¢ z zastosowaniem informatyki w pracy zawo-
dowej: w przedsigbiorstwie, banku, jednostce administracji panstwowej
lub samorzadowej, gdzie uzywa si¢ specjalistycznego oprogramowania.

Sq takze sytuacje, gdy uzytkownicy informatyki podczas pracy zawo-
dowej stwierdzaja, Ze stosowane srodki informatyczne sa niewystarczaja-
ce lub dostrzegajg obszary dziatania, ktére mozna usprawni¢, wykorzystu-
Jac informatyke. W takich przypadkach — jako niespecjalisci — powinni
zwroéci¢ sig po pomoc do informatykéw (majac elementarnag wiedze na
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temat przedsigwzie¢ informatycznych, moga nawigza¢ z nimi efektywna
wspdtprace).

Podstawowa wiedza w kazdym z wymienionych obszaréw jest, zda-
niem autora, przydatna absolwentowi kierunku nieinformatycznego.

Ksiazka w zasadzie koncentruje si¢ na przekazaniu podstawowych in-
formacji z pierwszego zakresu. Zagadnienia te omawia si¢ w zwarty Spo-
s6b, ktadac nacisk na wyjasnienie znaczenia podstawowych pojec.

Drugi i trzeci zakres sa tylko zarysowane. Wynika to ze zlozonosci
wspotczesnych aplikacji. Ich zrozumienie i nabycie umiejgtnosci postugi-
wania si¢ nimi wymaga, nawet od informatyka, oddzielnego szkolenia.

Ksiazka nie jest instrukcja postugiwania si¢ komputerem ani jego pod-
stawowym oprogramowaniem. Opanowanie tej umiejgtnosci wymaga prze-
de wszystkim ¢wiczen praktycznych. Ksigzka nie omawia nawet podsta-
wowych narzedzi programowania; zagadnieniom tym, np. edytorom teksto-
wym, arkuszom kalkulacyjnym, sa poswigcone liczne podreczniki. Ich ob-
jetosé wyjasnia, dlaczego zagadnienia te nie zostaty wiaczone do ksiazki.

Motywacje dotyczace zakresu i stopnia szczegbtowosci prezentacji by-
ly inspirowane zakresem podstawowych poje¢ technologii informatycz-
nej, wymaganych na egzaminie teoretycznym na Europejskie Kompute-
rowe Prawo Jazdy (ECDL — European Computer Driving Licence), re-
komendowane przez Polskie Towarzystwo Informatyczne. Zostato ono
opracowane przez Uni¢ Europejska — z mys$la o tych, ktérzy musza lub
cheg wiedzie¢, jak korzysta¢ z komputera — i jest uznawane w catej Eu-
ropie. Certyfikat ECDL otrzymuje si¢ na podstawie pomysinego zdania
egzaminu teoretycznego i szesciu egzaminéw praktycznych sprawdzaja-
cych umiejetnosé obstugi komputera.

W ksiazce znajduja odzwierciedlenie wymagania na egzamin teore-
tyczny, ktére obejmuja;

— podstawowe pojecia technik komputerowych,

— programy uzytkowe i zastosowania komputerow,

— techniki informatyczne i spoteczenstwo,

— bezpieczenstwo, prawa autorskie, regulacje prawne,

— sprzet i oprogramowanie systemowe, ergonomia,

— sieci informatyczne.

Poza zakresem ksiazki pozostaja zagadnienia wymagane na egzami-
nach praktycznych, ktére obejmuja:
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— uzytkowanie komputeréw — znajomos¢ podstawowych funkcji po-
rzadkujacych srodowisko pracy kazdego uzytkownika komputera
w celu zwiekszenia efektywnosci jego wykorzystania;

— przetwarzanie tekstdéw — uzywanie komputera do tworzenia, edycji,
formatowania, przechowywania i drukowania dokumentow. Wiek-
szo$¢ obecnie uzywanych dokumentéw jest tworzona i opracowy-
wana przy uzyciu programoéw przeznaczonych do tego celu;

— arkusze kalkulacyjne — podobne do zwyktych formularzy rachun-
kowych, umozliwiajg szybkie wykonywanie obliczen; uzywane sa
do przygotowywania budzetu, opracowywania prognoz, sporzadza-
nia wykreséw i raportéw finansowych;

— bazy danych — pomagaja w organizowaniu duzych zasobow da-
nych, umozliwiajac szybki i fatwy dost¢p do nich;

— grafika inzynierska i prezentacyjna — wazne narzgdzie architek-
tow, inzynierdw, projektantow i menedzeréw. W ostatnich latach
wzrosto znaczenie stosowania wykresow i prezentacji w wielu dzie-
dzinach jako bardzo efektywnego srodka komunikacji, szeroko wy-
korzystywanego w biznesie i nauczaniu;

— ustugi w sieciach informatycznych — zastosowanie sieci rozwing-
o si¢ z potrzeby wspolnego korzystania z zasobow i szybkiego
komunikowania si¢ z innymi uzytkownikami komputerow; dzisiaj,
gdy miliony komputeréw na calym $wiecie sg ze soba potaczone,
wazne jest, by posiadacze ECDL umieli wydajnie korzysta¢ z In-
ternetu.

Dwa pierwsze rozdziaty ksiazki maja charakter ogélnych podstaw, oma-
wia si¢ tu podstawowe pojecia, takie jak informacja i algorytm. Trzy ko-
lejne dotycza komputera osobistego. Wyjasnia si¢ w nich elementy skfa-
dowe konfiguracji sprzgtowej i podstawowego oprogramowania kompu-
tera oraz omawia komunikacjg¢ uzytkownika z komputerem. Rozdziat VI
dotyczy sieci komputerowych, objasniajac ich elementy skfadowe i podsta-
wowe ustugi. Natomiast rozdziat VII omawia giéwne zasady bezpiecznej
pracy w sieci. Rozdziat VIII jest poswigcony bazom danych, ktdre sa nie-
odfacznym elementem wszelkich aplikacji. Wreszcie ostatnie dwa roz-
dzialy omawiaja wybrane zagadnienia zwigzane z zastosowaniami infor-
matyki i jej wplywem na spoleczenstwo.






I. CZYM JEST INFORMATYKA?

Informacja

W ogblnym, encyklopedycznym okresleniu informatyka jest rozumiana
jako dziedzina naukowo-techniczna zajmujaca si¢ catoksztattem zagad-
nien zwigzanych z:

— pobieraniem,

— przechowywaniem,

—~ przesylaniem,

— przetwarzaniem,

— interpretowaniem informacji.

Wymienione czynnosci skojarzone z informacja, jej obiegiem i prze-
twarzaniem nie sa wytaczna domena informatyki. Z informacja mamy do
czynienia w wielu sytuacjach zyciowych: w dziatalnosci instytucji i or-
ganizacji, w systemach technicznych czy organizmach zywych. Specyfi-
ka informatyki polega na tym, ze do wykonywania wymienionych czyn-
nosci wykorzystuje komputery jako pewna klase urzadzen technicznych.

Przedmiotem informatyki jest informacja. W ujeciu encyklopedycz-
nym informacja to kazdy czynnik zmniejszajacy stopien niewiedzy (nie-
okreslonosci) o badanym zjawisku, umozliwiajacy cztowiekowi, organi-
zmowi zywemu lub urzadzeniu automatycznemu polepszenie znajomosci
otoczenia i umozliwiajacy sprawniejsze przeprowadzanie celowego dzia-
fania.

Zrédiem informacji sa odbierane wiadomosci. Wplywaja one na wie-
dze odbiorcy, i to w réznym stopniu — nawet ta sama wiadomos¢ moze,
w réznych okoliczno$ciach, mie¢ rézny wptyw na wiedzg tego samego
odbiorcy. Mowimy, ze w odebranej wiadomosci jest zawarta informacja,
a miarg ilosci informacji jest wplyw na wiedzg odbiorcy.

Wiedze odbiorcy w danej dziedzinie mozna okresli¢ jako znajomosé
odpowiedzi na pewien zbidr pytan. Stad okreslenie jednostki ilosci infor-
macji wiaze si¢ z oceng wartosci odpowiedzi na pewien typ pytan — ta-
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kich, na ktére mozna odpowiedzie¢ tylko tak albo nie, przy czym kazda
z tych odpowiedzi jest jednakowo prawdopodobna. Jednostka ilosci infor-
macji jest bit. Zdobywamy 1 bit informacji, np. gdy ustyszymy odpowiedz
na pytanie:

Czy moneta upadla na strone awersu?

Zaktadajac, ze szanse upadku monety na ktorakolwiek strong sa jed-
nakowe, uzyskana ilos$¢ informacji wynosi 1 bit i jest niezalezna od tego,
czy ustyszymy odpowiedz tak czy nie.

Natomiast w przypadku pytania:

Czy kulka w ruletce zatrzymata sie na polu 23 (jednym z 37 pol)?
odpowiedz tak daje nam wigcej informacji niz odpowiedz nie. Odpowiedz
tak okre$la bowiem doktadne pofozenie kulki, natomiast na podstawie od-
powiedzi nie wiemy tylko, ze pozostaje na jednym z 36 pozostatych pol.

W obu przypadkach zaktadalismy, ze pytajacy, zadajac pytanie, nie
wiedzial, na ktorg strone upadta moneta ani na ktérym polu zatrzymata
sie kulka w ruletce. Gdyby bowiem to wiedzial, odpowiedzi nie stanowi-
tyby dla niego zadnej nowej informacji.

Podobny przyktad stanowi sytuacja, gdy otrzymujemy od przyjaciela
z innego miasta SMS o tresci: Przyjezdzam jutro, a po chwili kopig tej
samej wiadomosci. Pierwsza wiadomos$¢ zmienia nasza wiedzg o tym, co
ma zdarzy¢ si¢ nastgpnego dnia, natomiast jej powtérzenie naszej wiedzy
juz nie zmienia.

W pytaniu o monete kazda z odpowiedzi dostarczata nam informacji
w iloSci 1 bitu, a ile informacji otrzymamy w przypadku pytania z ruletka?

Zaktadajac, ze ruletka jest uczciwa, to znaczy, ze wyrzucona kulka
z jednakowym prawdopodobienstwem zatrzyma si¢ na jednym z 37 pdl,
prawdopodobienstwo otrzymania odpowiedzi tak wynosi 1/37 = 0,027,
a odpowiedzi nie — 36/37 = 0,73. Zauwazmy, ze otrzymanie odpowiedzi
mniej prawdopodobnej daje nam wigcej informacji niz otrzymanie od-
powiedzi bardziej prawdopodobne;.

Przyjeta miare liczbowa ilosci informacji uzyskanej przez otrzymanie
odpowiedzi o prawdopodobienstwie p wyznacza wzor:

=lgp
gdzie lg, jest logarytmem o podstawie 2. Poniewaz prawdopodobienstwo
p jest liczbg z zakresu (0,1), a wigc logarytm o podstawie 2 z p jest liczba
ujemna, znak minus przed calym wyrazeniem powoduje, ze otrzymana
w ten sposob miara jest liczba dodatnia. Zatem w przypadku odpowiedzi
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tak ilos¢ informacji, jaka otrzymujemy, wynosi — 1g,(1/37) = 5,21 bitéw,
natomiast w przypadku odpowiedzi nie wynosi — 1g,(36/37) = 0,039 bita.

Sprawdzmy, jakie wyliczenia daje podany wzor dla szczeg6lnych przy-
padkéw.

Jezeli otrzymujemy odpowiedz tak na pytanie dotyczace monety, to
ilos¢ otrzymanej informacji wynosi:

—1g2(1/2) = 1g,2 = 1 bit
gdyz prawdopodobiefistwo odpowiedzi tak wynosi Ya.

Jezeli otrzymujemy odpowiedz tak na pytanie:

Czy zachodzi wskazana sytuacja sposrod n jednakowo prawdopodob-

nych czterech sytuacji?
to odpowiedz tak daje nam informacjg w ilosci:

—lga(1/n) = Igon bitdw.

Dla n = 4 oznacza to 2 bity, dla n = 8 oznacza to 3 bity, dla n = 16
oznacza to 4 bity itd.

Dla zaspokojenia ciekawosci zapytajmy jeszcze: ile informacji zdo-
bywamy, wystuchujac komunikatu o losowaniu totolotka? Gra polega na
wyborze 6 z 49 liczb. Prawdopodobienstwo wylosowania pierwszej z 6
liczb wynosi 6/49, drugiej — 5/48, trzeciej — 4/47, ... i ostatniej, szostej
— 1/44. Laczne prawdopodobienstwo jest iloczynem tych prawdopodo-
bienstw i wynosi okoto:

7,15107°
1Z tego wynika liczba bitéw informacji:
- 1g(7,15107%) =~ 23,73

Przyktad ilustruje, jaki ogrom reprezentuje kilkadziesiat bitéw infor-
macji.

Podsumujmy: o informacji méwimy wéwczas, gdy jest odbiorca, do
ktdrego docieraja pewne wiadomosci (komunikaty, odpowiedzi na zada-
ne pytania), a ilo$¢ informacji, jaka jest zawarta w tych wiadomosciach,
nie jest okreslona bezwzglednie, ale zalezy od wiedzy odbiorcy.

W komunikacji miedzy ludzmi wiadomosci, a wigc posrednio i infor-
macja, sa przekazywane w rdznej postaci, np. mowy, pisma, gestow czy
mimiki. W przypadku komunikacji ludzi z urzadzeniami technicznymi,
w tym z komputerami, przekazywane wiadomosci sa reprezentowane row-
niez w innych postaciach: tekstowej (znakowej), graficznej, akustycznej
(audio), obrazu ruchomego (video).

blioteka
Wroct.

i
of.

@
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Komputery odbieraja od swoich uzytkownikow wiadomosci oraz gro-
madza je, przechowujg i przetwarzaja. Przetwarzanie oznacza, ze na pod-
stawie zgromadzonych i otrzymywanych wiadomosci sa opracowywane
i zapamietywane badz przekazywane do uzytkownikéw komputera nowe
wiadomosci. Stwierdzenie to, dosy¢ oczywiste, wskazuje na to, ze kom-
putery bezposrednio nie operuja na informacji, gdyz informacja wiaze sig
z interpretacja wiadomosci, ktére otrzymuje uzytkownik komputera, ale
na wiadomosciach. Chociaz czgsto uzywa si¢ okreslenia, ze komputery
przetwarzaja informacje, to lepiej mowic, ze przetwarzaja one dane.

Dane

Pojecie danej jest ogolniejsze niz pojecie wiadomosci, gdyz z pojeciem
wiadomosci kojarzy sie zwykle nadawcg i odbiorce, podczas gdy prze-
chowywanym wiadomosciom trudno bezposrednio przypisa¢ ich nadaw-
cow lub odbiorcéw. Stad np. w przypadku opisu dziatania programu mé-
wimy, ze na podstawie danych wejsciowych program prowadzi oblicze-
nia, dostarczajac danych wynikowych. Méwimy tez o bazach danych i o
wyszukiwaniu w bazach danych.

Ogdlnie przez danq rozumie si¢ pewien nazwany atrybut (ceche) oraz
zwigzang z nig wartos¢. Warto$¢ ta moze by¢ prosta (nierozktadalna na
elementy sktadowe) lub ztozona. Stad wyrdznia si¢ dane proste i dane zto-
Zone.

Przez danq prostq rozumie si¢ par¢ elementow: nazwa danej i zwia-
zang z nig wartos¢ prosta, np.:

Nazwisko: ‘Kowalski’
gdzie Nazwisko jest nazwa danej, a ‘Kowalski’ — ciagiem znakoéw sta-
nowigcych warto$¢ danej, symbol dwukropka zostat uzyty na rozdzie-
lenie obu elementow danej. Podobnie danymi prostymi sa pary:

Nazwisko: ‘Nowak’

Nazwisko: ‘Smith’
czy tez inne rodzaje par:

Wiek: 44

MiejsceUrodzenia: ‘Wroctaw’

RodzajPrzedsiebiorstwa: ‘Spédtka z 0.0.

Zbior wartosci, jaki moze by¢ zwiazany z dang o pewnej nazwie, okre-
$la sie jako dziedzine danej. O danych prostych méwimy, ze sa tego sa-
mego typu, gdy maja taka sama nazwe i taka sama dziedzing.
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Dane zlozone powstaja przez taczenie (skladanie) danych prostych. Pod-
stawowymi sposobami sktadania danych (prostych i ztozonych) sa kon-
strukcje ciqgu i1 krotek (rekordéw). Przykfadem danej ztozonej, ktora po-
wstaje przez utworzenie ciagu z danych prostych tego samego typu, jest
ciag o nazwie ListaNazwisk, sktadajacy si¢ z trzech danych prostych:

ListaNazwisk: (Nazwisko: ‘Kowalski’; Nazwisko: ‘Nowak’; Nazwisko:

‘Smith’)

ListaNazwisk jest nazwa danej ztozonej, a wartoscia danej jest ciag:

(Nazwisko: ‘Kowalski’; Nazwisko: ‘Nowak’; Nazwisko: ‘Smith’).

Symbole nawiaséw okragtych stuzg do oznaczenia poczatku i kornca
ciagu, a sredniki — do oddzielenia kolejnych elementow ciagu.

Krotki sg ciagami o ustalonej dlugosci, ktérych elementami moga by¢
dane dowolnych, niekoniecznie jednakowych typow. Przykiadem danej zto-
zonej powstalej przez tworzenie krotek jest trojka danych réznego typu:

DaneOsobowe: <Nazwisko: ‘Kowalski’; Wiek: 44; MiejsceUrodzenia:

‘Wroctaw’>

DaneOsobowe sa tu nazwa, a wartoscig danej jest 3-krotka (uporzad-

kowana tréjka):

<Nazwisko: ‘Kowalski’; Wiek: 44; MiejsceUrodzenia: ‘Wroctaw’>

Symbole nawiasdéw trojkatnych stuza do oznaczenia poczatku i konca
ciagu, a Sredniki — do oddzielenia kolejnych elementdéw krotki.

Dane ztozone moga powstawaé przez wielokrotne zastosowanie roz-
nych sposobow sktadania danych. Wyjasnia to przyktad:

ListaDanychOsobowych:

(Osoba_l: <Nazwisko: ‘Kowalski’; Wiek: 44; MiejsceUrodzenia: “Wro-

claw’>;

Osoba_2: <Nazwisko: ‘Nowak’; Wiek: 33; MiejsceUrodzenia: ‘Zgierz’>;

Osoba_3: <Nazwisko: ‘Smith’; Wiek: 22; Miejsce Urodzenia: ‘Londyn’>)

Dana ztozona o nazwie ListaDanychOsobowych ma warto$¢:

(Osoba_l1: <Nazwisko: ‘Kowalski’; Wiek: 44; MiejsceUrodzenia: “Wro-

claw’>;

Osoba_2: <Nazwisko: ‘Nowak’; Wiek: 33; MiejsceUrodzenia: ‘Zgierz’>;

Osoba_3: <Nazwisko: ‘Smith’; Wiek: 22; MiejsceUrodzenia: ‘Lon-

dyn’>).

Uzyte wyzej oznaczenia maja charakter lokalny, stuza tylko wyjasnie-
niu, czym sg dane. Sposoby zapisu danych w jezykach programowania
czy w bazach danych sg inne.
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Kodowanie danych

Specyficzng wiasnoscia komputeréw jest uniwersalny sposob reprezenta-
cji danych — kazda dana jest reprezentowana w postaci ciagu zero-je-
dynkowego (binarnego). Przyjety sposob wynika z mozliwosci technicz-
nych. Fizyczna reprezentacja zer i jedynek w komputerze lub w jego pa-
mieci sg zwykle impulsy elektryczne lub obszary namagnesowania. Roz-
roznienie dwoch poziomdéw napiecia czy stanow namagnesowania jest
tatwiejsze do odrdznienia od trzech lub wigcej poziomoéw, a ponadto bio-
rac pod uwage to, ze fizyczne wielkosci moga zmienia¢ si¢ w czasie,
odréznianie dwoch roznych stanow jest bardziej niezawodne niz odréz-
nianie trzech lub wiecej stanow. W rezultacie obecnie niemal powszech-
nie jest stosowane kodowanie binarne danych.

Zasady kodowania wyjasnimy na przyktadzie kodowania znakow. Za-
t6zmy, ze mamy do dyspozycji zbiér symboli — cyfr arabskich, stuzacy
do zapisu liczb dziesigtnych:

{0,1,2,3,4,5,6,7,8,9}

Zasada kodowania zakfada, ze do reprezentacji kazdej cyfry przyjmu-
je sie ciag binarny, a ciagi reprezentujace rézne cyfry maja tg sama diu-
go$¢. Poniewaz mamy 10 réznych symboli, minimalng dtugoscia ciagu
binarnego jest 4. Ciag binarny o dtugosci 4 daje 16 réznych kombinacji,
ale ciag o dhugosci 3 daje tylko 8 kombinacji. Latwo sprawdzi¢, ze ciag bi-
narny o dtugo$ci n wyznacza 2" réznych kombinacji zero-jedynkowych.

Przyktadowe przyporzadkowanie, jakie moglibysmy zdefiniowac, wy-
raza 10 pierwszych wierszy tab. 1.1.

Tabela ta liczy 16 wierszy, gdyz tyle jest réznych ciagéw binarnych
o dhugosci 4, pozostate wiersze mozna wiec wykorzysta¢ do zakodowania
innych symboli, np. symbolu spacji i przecinka, jak to uczyniono w wier-
szach 111 12.

Przy takich zasadach kodowania liczbg dziesigtna 23 bedzie kodowac
ciag binarny:

00100011

Odstep pomiedzy kolejnymi czwérkami zachowano tylko w celu lep-
szej czytelnosci. Liczbe 23,34 zapiszemy jako ciag binarny:

00100011 1011 0011 0100

natomiast ciag dwoch liczb: 23,34 21,9 oddzielanych spacja mozna
reprezentowac ciggiem binarnym:
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00100011 1011 0011 0100 1010 0010 0001 1011 1001
Pojedyncza pozycjg¢ ciagu binarnego nazywa si¢ bitem. W przykladzie
kodujemy symbole cyfr ciagami 4-bitowymi.

Tab. 1.1
Przykiad kodowania symboli
Lp. | Symbol Kod binarny
1 0 0000
2 1 0001
3 2 0010
4 3 0011
5 4 0100
6 5 0101
7 6 0110
8 7 0111
9 8 1000
10 9 1001
11 spacja 1010
12 1011
13 1100
14 1101
15 1110
16 1111

Nalezy zwréci¢ uwage, ze termin bit ma w tym przypadku zupeinie
inne znaczenie niz ten sam termin wprowadzony wcze$niej i rozumiany
Jjako jednostka ilosci informac;ji!

Pojecia bitu uzywa sie tutaj do okreslenia dlugosci ciagéw binarnych,
méwimy o ciagach czy kodach n-bitowych.

Ale pojecia bitu uzywa sig takze do innych celéw, np. do okreslenia po-
jemnosci pamieci komputerow. Poniewaz bit jest malg jednostka, stosuje
sie, podobnie jak w przypadku wielkosci fizycznych, wielokrotnosci tej
jednostki. Wielokrotnosciami sa potegi liczby 2, a nie potegi liczby 10.

Podstawowa, uzywana wielokrotnoscia jest 1 Kbit = 2'° = 1024. Ze
wzgledu na bliskos$¢ liczby 1024 do 1000, przyjeto pisa¢ 1 Kb (duza lite-
ra K) i czyta¢ jako jeden kilobit, tak samo jak np. 1 kg — jeden kilogram.
Wiekszymi jednostkami sa 1 Mb = (1 Kb)"°, 1 Gb = (1 Mb)'°, 1 Tb = (1
Gb)' itd. Przedrostki K, M, G sa zatem uzywane jako skr6ty na ozna-
czenie liczb 210, 920 530

Obok bitu bardzo czgsto postugujemy si¢ pojeciem bajtu lub oktetu.
Jeden bajt lub oktet (1 B), oznacza ciag binarny o dtugosci 8 bitéw. Dla
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bajtu uzywamy takze okreslonych wyzej wielokrotnosci, Piszqc np. 1 KB,
| MB, 1 TB. Przy czym 1 KB to 8 x 2'°b, 1 MB to 8 x 2 bit6w.

Przedstawiony przykiad ilustruje zasade kodowania, ale nie pokazuje
rzeczywistej ztozonosci problemu kodowania uzywanych symboli.

Zbiory znakdw stosowane w informatyce sa znacznie wigksze od zbio-
ru symboli cyfr arabskich. Zbiory takie powinny zawiera¢ wszystkie zna-
ki stosowane w pismie danego kraju. W réznych krajach stosuje sig¢ rézne
alfabety. W krajach europejskich dominuje alfabet tacinski, przy czym
w Polsce, Niemczech, Czechach, Szwecji, Danii, Francji czy Hiszpanii
stosowane sg pewne odmiany wyrdzniajace si¢ stosowaniem znakéw dia-
krytycznych (ozdobnikéw) do liter alfabetu tacinskiego, jak: a, a, 4, 4, 4,
i, 4,e,¢,6é, 8 & Oprocz alfabetu tacinskiego na $wiecie w uzyciu sg inne
alfabety: grecki, arabski, hebrajski, japonski czy chinski.

Poza literami w pismie uzywa si¢ jeszcze innych symboli: cyfr, zna-
kéw interpunkcyjnych, symboli matematycznych. W edycji tekstow wy-
roznia sie dodatkowo inne znaki, zwane znakami sterujacymi, ktore nie
maja bezposredniej reprezentacji tekstowej, ale ktore stuza np. do adiu-
stacji tekstu. Znakami tymi sa m.in.: koniec wiersza, znak tabulacji, ko-
niec strony, znak przypisu dolnego lub gornego. Uzywa si¢ takze specy-
ficznych znakow, ktére maja znaczenie przy edycji tekstow lub podczas
transmisji danych, m.in. znaki sterowania kursorem, znaki okreslajace po-
czatek i koniec transmitowanego ciagu znakow, znak potwierdzenia trans-
misji.

Bogactwo stosowanych symboli doprowadzito do migdzynarodowych
porozumien dotyczacych ustalenia repertuaréw uzywanych symboli i jed-
nolitego sposobu ich kodowania. Zbior znakéw i przyporzadkowanych im
kodow binarnych przyjeto nazywaé¢ kodem znakowym. Jednym ze star-
szych, szeroko rozpowszechnionych kodéw znakowych jest 8-bitowy (1-
-bajtowy) kod ASCII (American Standard Code for Information Inter-
change); jego europejskim odpowiednikiem jest kod Latin 1. Kody te po-
zwalaja na bezposrednia reprezentacje tylko 2% = 256 réznych znakéw.
Obecnie jednak wychodza one z uzycia, a ich miejsce zajmuja inne, np.
16-bitowy (2-bajtowy) kod Unicode czy tez rozwijany pod patronatem
Miedzynarodowej Organizacji Standaryzujacej (ISO — International Stan-
dard Organization), rowniez 16-bitowy, kod BMP (Basic Multilingual
Plane). Kody 16-bitowe pozwalaja na bezposrednig reprezentacje 2 =
2°x 2'%= 64 K réznych znakow.
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Przedstawione informacje dotycza tylko kodowania symboli. Oddziel-
nym zagadnieniem jest kodowanie danych w innych postaciach: obrazéw,
dzwigkdw, filméw (zob. rozdziat IV).

System informacyjny i system informatyczny

Z terminem informacja spotykamy si¢ czesto w wielu zyciowych sytua-
cjach. Pytamy np.:

Czy mdgtbym zostac poinformowany w sprawie...?

Styszymy w odpowiedzi: niestety, nie mam informacji w tej sprawie.
Réwnie czgsto spotykamy sig takze z ocena ilosci informacji, np. stwier-
dzajac: to jest cenna informacja, albo: to jest informacja bezwartosciowa.
Raczej rzadko natomiast oceniamy wartos¢ informacji w bitach. Ten spo-
sob oceny ilosci informacji jest przydatny w pewnych szczegdtowych roz-
wazaniach, np. w telekomunikacji.

Informacja jest scisle zwiagzana z funkcjonowaniem przedsigbiorstwa,
instytucji czy organizacji gospodarczej, spotecznej. Np. dla Urzedu Miej-
skiego — jednostki administracji samorzadowej — zrddfami informacji
sa mieszkancy, jednostki gospodarcze i spofeczne dzialajace na danym te-
renie, a takze inne jednostki administracji, z ktérymi wspotpracuje lub kto-
rym podlega. Te same jednostki i petenci s takze odbiorcami informacji
przygotowywanej przez dany urzad. W obrebie urzgdu pewne informacje
sa gromadzone, a takze przetwarzane. W omawianym przykladzie w za-
sadzie wszystkie informacje majg forme pisemnych dokumentéw.

Urzad mozemy traktowac jako przyktad systemu informacyjnego. Mé6-
wigc o Urzedzie Miejskim jako systemie informacyjnym, pomijamy wie-
le istotnych aspektow; abstrahujemy od ludzi, ktorzy tam pracuja, od bu-
dynkoéw, w ktorym si¢ mieszcza. System informacyjny jest tylko mode-
lem danej organizacji, ktory skupia si¢ na pewnych aspektach. Petny mo-
del powinien oczywiscie okresla¢ cel funkcjonowania urzgdu, wskazy-
wac jego jednostki organizacyjne (wydziaty, komisje) i ich wzajemne po-
wigzania, a takze jawnie definiowac otoczenie urzedu.

Pojecia modelu i systemu sa uzywane w wielu sytuacjach.

Modelem nazywamy opis danego, interesujacego nas wycinka rzeczy-
wistosci. Tworzac opis, czynimy to w pewnym celu, zatem koncentruje-
my si¢ tylko na wybranych, interesujacych nas aspektach i na ustalonym
poziomie szczegbtowosci — méwimy, ze budujemy model, patrzac z pew-
nej perspektywy.
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System jest zbiorem wzajemnie powiazanych elementéw, wyodrebnio-
nych z otoczenia ze wzgledu na te powiazania. Powigzania miedzy ele-
mentami systemu tworza jego strukturg. Systemowi przy$wieca cel funk-
cjonowania i sprawia on zarazem, ze system jest niepodzielng catoscia.
Oznacza to, ze kazdy, dowolnie wyodrgbniony podzbiér elementéw ma
wptyw na funkcjonowanie systemu, ale zaden z podzbioréw nie ma wy-
tacznego wptywu, czyli usunigcie dowolnego elementu nie pozwala po-
zostatym elementom na realizacjg celu systemu.

W omawianym przyktadzie systemu informacyjnego jedynym intere-
sujacym nas aspektem byta informacja, a doktadniej dokumenty, ktore
wplywajg i wyplywaja z urzgdu, oraz te, ktore sa w urzgdzie gromadzo-
ne. Precyzujac model, nalezatoby okresli¢ szczegotowos¢ prezentacji do-
kumentéw, np. czy chodzi tylko o ich nazwy i identyfikatory, czy o ich
strukture (spis tresci), czy tez o peing ich tresc.

Pojecie systemu stato si¢ przedmiotem teorii systeméw — dziatu na-
uki, ktéry wylonit si¢ z cybernetyki. Wedtug teorii systemoéw w Swiecie
otaczajacym cztowieka mozna rozr6znic:

— systemy rzeczywiste — techniczne, spofeczne, biologiczne,

— pojeciowe — logika, matematyka,

— abstrakcyjne — jezyk.

Systemem, w nieco innym znaczeniu, okresla si¢ réwniez zesp6t spo-
sobow (metod) dziatania, wykonywania ztozonych czynnosci, a takze ca-
foksztatt zasad organizacji, ogét norm i regut obowiazujacych w danej
dziedzinie (np. system finansowy, system moralny); takze catosciowy
i uporzadkowany zespot zdan powiazanych ze soba okreslonymi stosun-
kami logicznymi (np. kazda teoria metodologicznie poprawna i dotycza-
ca dostatecznie obszernego fragmentu rzeczywistosci).

Pojecie systemu informacyjnego moze stanowi¢ zatem pewien model
w zasadzie kazdego systemu technicznego, spotecznego czy gospodarcze-
go. Tworzenie takiego modelu jest zwykle nieodtacznym etapem budo-
wania systemu informatycznego.

System informatyczny jest zespotem srodkow technicznych i progra-
mowych, stuzacym do gromadzenia, przechowywania i przetwarzania in-
formacji. W jego skfad wchodza komputery, czgsto pofaczone w sie€, wraz
z odpowiednim oprogramowaniem, a takze rézne urzadzenia pomocnicze
(np. drukarki, skanery, pamigci).

System informatyczny mozemy okresli¢ jako specyficzny rodzaj syste-
mu informacyjnego. Jego specyfika polega na tym, ze obieg i przetwarza-
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nie informacji sa realizowane, przynajmniej czes$ciowo, przy uzyciu $rod-
kéw technicznych.

Systemy informatyczne staly si¢ nieodfacznym elementem zycia wspot-
czesnych spofeczenstw. Przyktadem sg liczne systemy stosowane w przed-
sigbiorstwach — od systeméw przeznaczonych do waskiej klasy zadan,
takich jak systemy finansowo-ksiggowe, po systemy zintegrowanego za-
rzadzania; od dziesiatkow lat funkcjonuja takze systemy bankowe i syste-
my rezerwacji biletow lotniczych, a specjalng klase stanowia informatycz-
ne systemy militarne.

Nie zawsze w przypadku zastosowan informatyki méwimy o syste-
mach informatycznych. Wykorzystanie komputera w pracy domowej,
w pracy biurowej, obliczeniach inzynierskich nie wymaga postugiwania
si¢ tym terminem,.






II. ALGORYTM, KOMPUTER,
JEZYK PROGRAMOWANIA

Algorytm

Przedmiotem informatyki jest informacja, a wiasciwie dane, ktére sa nos-
nikiem informacji i ktére mozna przetwarza¢ za pomoca komputera. Kom-
puter jest urzadzeniem technicznym, ktére moze samodzielnie prowadzié
obliczenia, czyli wykonywac algorytmy zdefiniowane przez uzytkownika.

Co to jest komputer? Co to jest algorytm? — oto pytania, ktére wy-
magaja wyjasnienia.

Pojecia algorytmu nie daje si¢ wprowadzi¢ bez pewnej dyskusji. Nie-
formalnie algorytm to metoda udzielania odpowiedzi na pytanie z pewnej
klasy pytan; klasg tych pytan okresla sie jako problem.

Rozumienie pytania i odpowiedzi zalezy od tego, kto tych pojeé uzy-
wa, ale zawsze bedziemy zakfadac, ze zar6wno pytanie, jak i odpowiedz
musza by¢ wyrazone w tym samym, najlepiej pisanym jezyku. Dodatko-
wo zakladamy, ze wiemy, czy co$ jest, czy nie jest poprawnq odpowie-
dzig na zadane pytanie.

Na dane pytanie moze nie byé odpowiedzi, moze by¢ tylko jedna,
wiele, a nawet nieskonczenie wiele odpowiedzi, np.:

Dla jakiej liczby rzeczywistej x zachodzi x* + 25 = 36?

Dia jakiej liczby rzeczywistej x zachodzi x + 25 = 36?

Dla jakiej liczby rzeczywistej x zachodzi x* + 36 < 25?

Odpowiedzia na pytanie pierwsze sa dwie liczby, na drugie — jedna
liczba, a na trzecie nie ma liczby stanowiacej odpowiedz.

Pytanie powinno by¢ sformutowane w taki sposdb, aby wskazywato
Jjednoznacznie na to, co bedzie dopuszczalng odpowiedzia. Np. pytanie:

Dla jakiej dodatniej liczby rzeczywistej x zachodzi x* = 2x + 1?

moze budzi¢ watpliwosci, czy dopuszczalna bedzie odpowiedz 1++/2 , czy
tez 2,414, gdyz liczba ta nie jest doktadnym pierwiastkiem rownania.
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W pytaniu nalezy dodatkowo okresli¢, w jakiej postaci ma by¢ wartos¢
stanowigca odpowiedz.

Na pytanie o liczbg okreslong nastgpujaco:

Najmmniejsza liczba, ktorej najkrotszy opis wymaga uzycia wiecej niz

dziesieciu stow.
nie ma odpowiedzi, gdyz liczba taka nie istnieje. Gdyby bowiem istniata,
to powyzszy opis, ktory ma jedenascie stow, byltby jej opisem.

Problem jest klasa pytan. Konkretne pytanie z tej klasy jest konkrety-
zacjq albo wystapieniem problemu.

Np. dla pytania:

Dla jakiej liczby rzeczywistej x dla danego parametru a zachodzi X+

a=25?
dopiero po ukonkretnieniu wartosci @ mamy do czynienia z pytaniem, na
ktére mozna udzieli¢ odpowiedzi.

W takim zakresie, w jakim problem jest interesujacy, interesujace jest

- znalezienie odpowiedniego algorytmu. Wiaze si¢ z tym podzial na typy
probleméw. Wigkszos¢ probleméw spotykanych w nauce i technice na-
lezy do jednego z dwbch typow:

— problemy funkcyjne (zadania obliczeniowe) — rozwiazanie takie-
go problemu polega na wyliczeniu wartosci pewnej funkcji dla da-
nego zestawu argumentow;

— problemy decyzyjne — rozwiazanie takiego problemu polega na
udzieleniu odpowiedzi tak albo nie na zadane pytanie; typ ten mo-
ze by¢ wprawdzie uwazany za szczego6lny przypadek pierwszego
typu, ale czesto wygodnie typy te odrézniac.

Za najbardziej ogdlny mozna uwazad typ relacyjny — rozwigzaniem
problemu, czyli odpowiedzia na zadane pytanie, moze by¢ zbi6r odpo-
wiedzi.

Algorytm prowadzi do rozwigzania danego problemu — jest zesta-
wem czynno$ci do udzielenia odpowiedzi na pytanie stanowiace ukon-
kretnienie danego problemu. Spetniaja go nastgpujace postulaty:

1. Algorytm jest zapisany w postaci skornczonego napisu w pewnym
jezyku naturalnym lub formalnym.

2. Konkretne pytanie, na ktore nalezy udzieli¢ odpowiedzi, jest jedno-
znacznie reprezentowane przez dane wejsciowe algorytmu, rdwniez zapi-
sane w pewnym jezyku.

3. Obliczenie (wykonanie) algorytmu jest sekwencja (ciagiem) kro-
kéw; kazdy kolejny krok realizuje akcje obliczeniowa, ktéra albo produ-
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kuje pewien wynik czastkowy, albo stanowi decyzje o zakofczeniu wy-
konania algorytmu. Krok jest realizowany w skoniczonym czasie i produ-
kuje skonczong ilo$¢ danych.

4. Wynik czastkowy wytworzony w danym kroku zalezy tylko od:

— zapisu algorytmu,
— danych wejsciowych,
— wyniku czastkowego wytworzonego w poprzednim kroku.

5. Po zakonczeniu wszystkich krokéw odpowiedz na zadane pytanie
stanowi jednoznacznie okreslong czg$¢ wyniku czastkowego wytworzo-
nego w ostatnim kroku.

6. Dla dowolnych danych wejsciowych zakonczenie wykonania naste-
puje po skonczonej liczbie krokow.

W podanym okresleniu algorytmu zakfada si¢ istnienie pewnego wy-
konawcy (mechanizmu), pozostawiajac mu rézne mozliwosci wykonania
algorytmu. Komputer jest wiasnie tym mechanizmem, ktéry jest zdolny
do wykonywania algorytmdw, wigcej: nie potrafi obliczy¢ nic, co nie by-
foby okreslone przez pewien algorytm.

Sposdb obliczenia algorytmu, czyli okreslenie krokéw oraz wykony-
wanych akcji obliczeniowych, jest pozostawiony poza definicja; zalezy
to od wielu czynnikéw, m.in. od zastosowanego formalizmu opisu algo-
rytmow. Z akcja w obrebie kroku wiaze si¢ tylko wymog jednoznaczno-
Sci i zrozumiatosci dla wykonawcy algorytmu. W zaleznosci od tego, czy
wykonawca akcji bedzie cztowiek, czy maszyna, zakres mozliwych akcji
obliczeniowych moze by¢ rozny. Istotne jest natomiast to, ze wykonanie
akcji musi odby¢ sie¢ w skonczonym czasie, a jej wynikiem moze by¢
skonczona liczba danych.

Zatem okreslenie algorytmu zalezy od przyjetego poziomu abstrakcji
w odniesieniu do tego, czym moga by¢ akcje obliczeniowe realizowane
w oddzielnych krokach.

Postulat determinizmu (warunek 4) oznacza, ze algorytm wykonywa-
ny przez dwéch roznych wykonawcéw da doktadnie ten sam ciag kro-
kow, z takimi samymi wynikami czesciowymi, i taki sam wynik konco-
wy.

Warunek 6 wymaga zakonczenia obliczen po skonczonej liczbie kro-
kéw.

Przyktadem algorytmu, znanego juz w starozytnosci, jest algorytm
Euklidesa obliczania najwigkszego wspolnego podzielnika liczb catkowi-
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tych. Opis algorytmu, wyrazony w jezyku naturalnym, przedstawia si¢ na-
stepujaco:

Niech x;, x, beda dwiema liczbami catkowitymi, dla ktérych nalezy
obliczy¢ najwigkszy wspolny podzielnik.

Obliczenie polega na konstrukcji ciagu liczb x, xa,... Zatézmy, ze ob-
liczyliSmy ciag xi, X,..., X;, dla i 2 2. Obliczenie kolejnego wyrazu ciagu
X;+1 przebiega wedtug kolejnosci:

1. jezeli x; = 0, to nie obliczaj dalszych liczb, zatrzymaj obliczenia
i przyjmij wartos¢ x;_ jako koncowy wynik algorytmu,

2. jezeli x;_1 < x;, to przyjmij, ze X; 41 = X;_1,

3. jezeli x; £ x;_ ), to przyjmij, Ze X;+ 1 = X1 — X;.

Np. obliczenie najwigkszego wspolnego podzielnika liczb 352 1 154
prowadzi do konstrukcji nastgpujacego ciagu:

352, 154, 198, 154, 44, 110, 44, 66, 44, 22,22,0
z czego wynika, ze poszukiwang liczba jest 22.

Majac dany problem, mozna zastanawiac sig, czy istnieje dla niego
algorytm, lub inaczej: czy dany problem daje si¢ rozwiaza¢ za pomoca
komputera?

Problem, dla ktorego nie istnieje rozwiazanie w postaci algorytmu,
nazywa si¢ problemem algorytmicznie nierozwiqzywalnym. Stwierdze-
nie, ze dla danego problemu nie istnieje algorytm, jest czym$ wigcej niz
stwierdzeniem, ze nie znamy algorytmu dla tego problemu. W wielu bo-
wiem przypadkach wiemy, ze algorytm istnieje, chociaz mozemy go nie
znac.

Wiemy, Ze np. istnieje algorytm dla kazdej skonczonej klasy pytan,
z ktorych kazde ma odpowiedz. Dla tego przypadku wiadomo tez ogol-
nie, jak ma wyglada¢ algorytm — jest to wyczerpujacy przeglad tabeli,
ktdrej wierszami sa pary: pytanie — odpowiedz. Nie oznacza to oczywi-
Scie, ze dla dowolnej klasy pytan znamy taki algorytm.

Algorytm bedzie mogh by¢ skonstruowany tylko wowczas, gdy beda
znane wszystkie pytania i adekwatne odpowiedzi w postaci pewnych na-
piséw. Chociaz algorytm koficzy si¢ po skonczonej liczbie krokéw, to
liczba ta moze by¢ tak duza, ze praktycznie mozna uwazac ja za nieskon-
czona. Dlatego praktycznie wazna jest znajomo$¢ zfozonosci obliczenio-
wej algorytmu. Ztozono$¢ obliczeniowa okresla si¢ jako funkcje liczby
operacji, ktore nalezy wykona¢, aby uzyska¢ koncowy wynik, od rozmia-
ru problemu. Np. rozmiarem problemu znalezienia najwigkszej liczby
w zbiorze n liczb jest liczno$¢ tego zbioru, a liczba operacji poréwnania
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dwoch liczb, ktore nalezy powtarza¢ w trakcie wyszukiwania jest propor-
cjonalna do 7.

Obok pojecia algorytmu czgsto spotykamy sie z podobnym pojeciem
procedury. Procedura (deterministyczng) dla danego problemu jest ze-
staw czynnosci, ktére spetniaja warunki 1-5 definicji algorytmu.

Procedura udziela odpowiedzi na zadane pytanie, ale nie gwarantuje,
ze bedzie zawsze si¢ konczy¢. Pojgcie procedury jest szersze niz pojecie
algorytmu, ale wiaze si¢ z nim pewien praktyczny ktopot. Okazuje sig, ze
probujac rozwiazac problemy, tatwo jest nam opracowac pewna proce-
durg, ale czasami trudno stwierdzi¢, ze obliczenia prowadzone zgodnie
z opracowang procedurg beda sig konczy¢ po skonczonej liczbie krokow
dla dowolnych danych wejsciowych. Prowadzac jakiekolwiek obliczenia,
chcemy otrzymac ich wynik w rozsadnym czasie. Jezeli natomiast nie ma-
my gwarancji, ze obliczenia koncza si¢ w skoiiczonym czasie, to tym bar-
dziej nie mamy szansy na uzyskanie wynikow w rozsadnym czasie. Oka-
zuje sig, ze nie istnieje zadna metoda, ktéra pozwalataby na stwierdzenie,
ze dana procedura jest algorytmem, czyli ze dla dowolnych danych wej-
sciowych konczy si¢ po skoriczonej liczbie krokow.

Maszyna Turingal

Informatyka dostarcza narzgdzi i metod rozwiazywania wielu problemow,
ale tylko takich, ktére sa rozwigzywalne algorytmicznie. Stwierdzenie to
wynika z mozliwosci komputera — podstawowego narzedzia informaty-
ki. Jest pewnym paradoksem, ze ustalenia tego, co komputer moze obli-
czy¢, dokonano, zanim powstat pierwszy komputer. Powszechnie za czas
narodzin pierwszego komputera uznaje si¢ druga potowe lat czterdziestych
i wiaze z nazwiskiem wybitnego amerykanskiego matematyka pocho-
dzenia wegierskiego, Johna von Neumanna. Natomiast za pierwszy teo-
retyczny model komputera — a dokfadniej algorytmu — uwaza si¢ tzw.
maszyn¢ Turinga, kt6rg zaproponowat brytyjski matematyk Allan Turing,
w 1936 r. Pojecia algorytmu i komputera mozna w tym momencie uwa-
zaé za tozsame. Warto przypomnieé, ze sam termin algorytmu wywodzi
si¢ od zlatynizowanej formy (Algorismus, Algorithmus) przydomka per-
sko-arabskiego matematyka z IX w. Muhammeda ibn Musy.

' Przy pierwszym czytaniu podrozdzial ten mozna pominag¢; warto do niego powrécié po
przeczytaniu calego rozdziatu.
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Turing przedstawial swa maszyn¢ nastgpujaco: sktada si¢ ona z dwoch
czesci — pierwsza cze$¢ modeluje pamigé, druga — jednostke sterujaca.
Pamieé jest wyobrazona w postaci taSmy nieograniczonej dtugosci, po-
dzielonej na tzw. pola. W pojedynczym polu mozna zapisywa¢ pojedyn-
cze symbole, np. litery alfabetu. Liczba réznych symboli jest skonczona.
Tasma stuzy do zapisywania danych poczatkowych do obliczen oraz do
zapisywania wynikéw obliczen.

Rys. 2.1
Maszyna Turinga

Sterowanie

Jednostka sterujaca jest potaczona z taSma za pomoca glowicy czyta-
jaco-piszacej. W danym momencie glowica znajduje si¢ przy jednym po-
lu tasmy, a jednostka sterujaca jest w pewnym okreslonym stanie. Liczba
takich stanow jest skonczona. Jednostka odczytuje symbol, ktéry znajdu-
je sie pod jej glowica czytajaco-piszaca. Po przeczytaniu symbolu wyko-
nuje trzy nastepujace czynnosci, ktore zaleza od aktualnego stanu jed-
nostki i od przeczytanego symbolu:

— zmienia swoj stan biezacy na nowy stan,

— w odczytane pole wpisuje nowy symbol,

— przesuwa glowicg czytajaco-piszaca w lewo lub w prawo na sasied-
nie pole albo przestaje si¢ przesuwac i zatrzymuje dalsze dziafania.

Po wykonaniu tego zestawu czynnosci, czyli pojedynczego kroku ob-
liczeniowego, maszyna wykonuje wedlug tego samego schematu nastgp-
ne kroki obliczeniowe.

Obliczenie maszyny rozpoczyna si¢ w jakies sytuacji poczatkowe;j,
gdy na tasmie jest zapisany skonczony ciag symboli, glowica czytajaco-
-piszaca jest ustawiona na wybranym polu, a jednostka sterujaca znajduje
sie w ustalonym stanie poczatkowym. Obliczenie koficzy si¢ po wykona-
niu pewne;j liczby krokéw obliczeniowych, po ktérych nie nastgpuje juz
dalszy przesuw glowicy. Ciag symboli zapisany na tasmie reprezentuje
wyniki koficowe obliczenia maszyny.
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Mimo skrétowosci opisu przedstawia on schemat dziatania tak ztozo-
nego urzadzenia jak komputer.

Turing postawit hipoteze, ze kazdy problem, o ktérym sadzimy, ze da
si¢ rozwigza¢ algorytmicznie, to znaczy na drodze mechanicznego mani-
pulowania na symbolach, mozna rozwiaza¢ za pomoca odpowiedniej ma-
szyny Turinga. Inaczej: dla kazdego problemu, o ktérym sadzimy, ze jest
algorytmicznie rozwiazywalny, daje si¢ zbudowa¢ odpowiednia maszyne
Turinga.

Hipotezy Turinga nie mozna oczywiscie udowodnié, gdyz pojecie pro-
blemu algorytmicznie rozwiazywalnego jest tu rozumiane intuicyjnie. Hi-
potez¢ t¢ mozna tylko obali¢, gdyby przedstawi¢ przykiad takiego pro-
blemu, ktéry da si¢ rozwiazac, ale nie za pomocg maszyny Turinga. Do-
tychczasowe do$wiadczenie potwierdza hipoteze Turinga i nie ma zadnych
przestanek, ktore pozwalatyby na przypuszczenie, ze moze by¢ inaczej.

Poparcie dla hipotezy Turinga wynika takze z przestanek teoretycz-
nych: niezaleznie od maszyny Turinga powstaty takze inne modele obli-
czeniowe i okazato sig, ze wszystkie sa rOwnowazne maszynie Turinga.

Czy istnieja problemy, dla rozwigzania ktérych nie mozna skonstruo-
waé maszyny Turinga? Tak, istnieja takie problemy, nazywamy je pro-
blemami nierozstrzygalnymi. Okazuje sig, Ze problemdw nierozstrzygal-
nych nie daje si¢ rozwiaza¢ nie tylko przy pomocy maszyny Turinga, ale
takze w jakikolwiek inny sposob.

Maszyna Turinga jest tylko modelem teoretycznym. Jej uzycie do roz-
wiazywania praktycznych zadan byloby niezmiernie ucigzliwe. Dzi$ po-
wiedzieliby$my, Ze dana maszyna Turinga jest komputerem statoprogra-
mowym, to znaczy stuzy do rozwigzywania tylko jednego konkretnego
problemu. Pierwsza uniwersalna maszyna cyfrowa jest maszyna von Neu-
manna. Istota pomystu von Neumanna — pomystu, ktéry dzisiaj uwaza-
my za oczywisty — bylo umieszczenie scenariusza pracy maszyny (pro-
gramu) w jej pamieci. Praca maszyny von Neumanna polega na odczy-
tywaniu i wykonywaniu kolejnych polecen tego scenariusza.

Czlowiek czy komputer?

Warto postawi¢ pytanie: jak mozliwosci obliczeniowe komputera przysta-
ja do mozliwosci intelektualnych cztowieka? Zwrécimy przy tym uwage
na pewne rzeczy, ktorych wspofczesne komputery nie sa w stanie wyko-
na¢. Rozpatrzmy dwa przyktady.
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Wspolczesne komputery sa zdolne do natychmiastowej analizy nie-
zmiernej ilosci danych pochodzacych z tomografii, czyli wielu zdje¢é rent-
genowskich np. ludzkiej gtowy, wykonywanych pod stopniowo zwigksza-
jacym sie katem. Przeanalizowanych danych uzywa si¢ do utworzenia
przestrzennego obrazu médzgu pacjenta. Ten obraz dostarcza informacji
o strukturze tkanek, a zatem umozliwia doktadne umiejscowienie wszel-
kich nieregularnosci, jak guzy czy nadmiar ptynéw. Uderzajace jest to, ze
zaden z obecnych komputerdéw nie jest w stanie przeanalizowa¢ pojedyn-
czego zdjecia twarzy cztowieka i okresli¢ jego wieku z doktadnoscia, po-
wiedzmy, do 5 lat. A jednak wigkszos¢ kilkunastoletnich dzieci potrafi to
zrobi¢.

Dzisiejsze komputery potrafia wspaniale rozgrywac partie szachdw,
pokonujac nawet arcymistrzow. A przeciez wystarczy zmieni¢ nieznacz-
nie reguly gry, a komputer stanie si¢ bezradny, podczas gdy szachista-ama-
tor bedzie w stanie, w miare szybko, opanowa¢ nowe reguly i zagra¢ cal-
kiem dobrze.

Moze powyzsze przyktady sa niewtasciwe tylko dlatego, ze nie potra-
fimy zbudowa¢ odpowiednio dobrego oprogramowania? Zapytajmy wigc
inaczej: czy komputer moze mysle¢?

Kto$ raz powiedzial, ze pytanie, czy komputery potrafiag mys$le¢, mo-
zna pordéwnac¢ z pytaniem, czy todzie podwodne potrafiag nurkowaé. Ana-
logia jest catkiem na miejscu. Chociaz zdajemy sobie spraw¢ z mozliwo-
$ci fodzi podwodnych — i wiemy, ze moga one robi¢ takie rzeczy, ktore
przypominajg nurkowanie — to jednak rzeczywiste nurkowanie jest czyms,
co wiazemy z obiektami natury organicznej, takimi jak ptaki czy ludzie,
a nie z fodziami podwodnymi. Podobnie rzeczywiste myslenie wiaze si¢
W naszym rozumieniu z istotami ludzkimi, a by¢é moze z zachowaniami
matp i delfinéw, ale nie ze zbiorem bitow i bajtow.

Dziedzing badan najbardziej zwiazana z ta problematyka jest sztuczna
inteligencja. Z punktu widzenia laika wydawaloby sig, ze samo pojecie
jest sprzecznoscig terminologiczna. JesteSmy sktonni uwazaé inteligencje
za nasza ceche w istocie swojej nieprogramowalna, a wigc niealgorytmi-
zowalng. Dla wielu ludzi juz sama idea inteligentnej maszyny brzmi nie-
wilasciwie.

Wydaje sig, ze maszyna, o ktorej twierdzi sig, ze jest inteligentna, mu-
si wykaza¢ si¢ zachowaniem inteligentnym podobnym do czlowieka. Nie
wymagamy przy tym, by chodzita, méwita, lecz by wnioskowata i odpo-
wiadata jak czlowiek. Ponadto cokolwiek si¢ przyjmie za kryterium inte-
ligencji, kto$ powinien sprawdzi¢, czy maszyna je spetnia. Dochodzimy
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do wniosku, ze maszyne bedzie mozna uzna¢ za inteligentna, jezeli potra-
fi przekonac przecigtnego cztowieka, iz w kategoriach jego intelektu nie
rézni sig od innego cztowieka.

Takie wiasnie rozumowanie jest podstawa testu Turinga. Polega on
na zadawaniu komputerowi pytan. Zakfadamy, ze komputer znajduje sie
w pomieszczeniu innym niz osoba zadajaca pytania. Pytajacy porozu-
miewa si¢ z komputerem za posrednictwem klawiatury i ekranu. Pytania
i odpowiedzi sg zapisywane w jezyku naturalnym. Pomijamy tu, dla upro-
szczenia, samo rozpoznawanie zdan jezyka naturalnego i formutowanie
odpowiedzi. Jezeli na podstawie analizy udzielonych odpowiedzi czto-
wiek nie jest w stanie odrézni¢, czy odpowiedzi udzielit komputer czy in-
ny cztowiek, to zachowanie komputera moze uznaé za inteligentne. Roz-
patrzmy kilka przyktadéw pytan i problemy, jakie wiaza sie z zaprogra-
mowaniem komputera przy konstrukcji odpowiedzi.

Czy jestes komputerem?

Odpowiedz na to pytanie jest bardzo prosta — brzmi oczywiScie nie,
ale na takiej podstawie nikt nie da si¢ przekonaé, ze nie ma do czynienia
z komputerem.

Ktora godzina?

Komputer musi mie¢ wbudowany zegar, ktory i tak ma wigkszo$¢
komputerow, i bez trudu udzieli wiasciwej odpowiedzi.

Kiedy zamordowano prezydenta Narutowicza?

Odpowiedz na to pytanie wymaga pewnego zasobu wiedzy historycz-
nej, ale i tu odpowiedz jest stosunkowo prosta.

lle jest 24143218 razy 4312489?

Pozornie pytanie dla komputera jest banalne, ale gdyby odpowiedziat
na nie natychmiast, bez watpienia pozwolitby si¢ zdekonspirowac.

Czy biale mogq daé mata w jednym posunieciu w nastepujqcej sytu-

acji:...?

Odpowiedz na pytanie wymaga, by komputer miat pewna wiedz¢ o za-
sadach gry w szachy. Wiemy, ze programy takie istnieja i graja wspaniale.

Opisz swoich rodzicow.

Tu odpowiedz jest trudniejsza. Mozna wprawdzie przygotowac zaw-
czasu opis rodzicow, ale pytajacy moze zada¢ dodatkowe pytanie o nie-
spodziewany szczegot, ktore fatwo zdradzi komputer.

Jakie wrazenie zrobit na tobie wiersz Wistawy Szymborskiej...?

Co myslisz o prezydenturze Lecha Walesy?

Jaka jest twoja opinia o realizacji przedwyborczych obietnic rzqdzq-

cej koalicji?



32 Zbigniew Huzar, Elementy informatyki

Ostatnie trzy pytania sa bardzo trudne, gdyz ilustruja potrzebe wyra-
zenia preferencji, opinii, emocji, wyjasnienia ich i odniesienia do innych
o0sob. Krotko méwiac, komputer wspdtzawodniczacy z cztowiekiem mu-
si by¢ wyposazony w prawdziwa osobowosc¢.

Juz ten krotki przeglad wskazuje, ze zaprogramowanie komputera o pel-
nej sztucznej inteligencji nie jest raczej mozliwe. Sgq wprawdzie progra-
my, i to jeszcze napisane w latach szesédziesiatych, ktére prowadza dia-
log przypominajacy rozmowe ludzi, ale blizsze przyjrzenie si¢ ich dzia-
faniu natychmiast je dyskwalifikuje.

Komputer von Neumanna

Wiekszos$¢ wspdtczesnych komputeréw wyrasta z architektury kompute-
réw von Neumanna. Przez pojecie architektura komputera rozumie si¢
wskazany zbior powiazanych ze sobg elementéw skfadowych oraz zakres
ich funkcji. Pojecie architektura w informatyce odnosi sig¢ takze do in-
nych elementéw, np. méwimy o architekturze programow, majac na my-
$li elementy skfadowe (moduty, komponenty) oraz to, jak sg ze soba po-
wigzane.

Elementami komputera o architekturze von Neumanna (rys. 2.2) sa
nastepujace bloki funkcjonalne:

— blok sterowania,
arytmometr,
pamig¢,
urzadzenia wprowadzania danych,

— urzadzenia wyprowadzania danych (wynikow).

Bloki te sq powigzane ze soba magistralami komunikacyjnymi, stuza-
cymi do wymiany danych. Kazdy z blokdw dysponuje lub przetwarza pew-
ne dane. Istotag pomystu von Neumanna bylo umieszczenie w pamigci ma-
szyny nie tylko danych, ktére majg by¢ przetworzone, ale rowniez algo-
rytmu ich przetwarzania. Algorytm jest zapisany w pamigci maszyny
w postaci pewnego ciagu instrukcji (polecen), zwanego programem. In-
strukcje sa pewnym rodzajem danych. Instrukcja odpowiada pojedyncze-
mu krokowi algorytmu, to znaczy okresla pewna akcjg obliczeniowa oraz
wskazuje kolejny krok algorytmu. Przypomnijmy, ze dane sa w kompute-
rze reprezentowane w postaci ciaggéw binarnych, zatem zaréwno dane do
obliczen, jak i program sa zapamigtane w postaci ciagow zero-jedynko-
wych.

|
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Rys. 2.2
Architektura komputera von Neumanna
Pamigé
Arytmometr Sterowanie
Wejscie Wyjscie

Strzatki taczace poszczegolne bloki pokazuja kierunki przepltywu da-
nych. Na rysunku przedstawiono przyktadowy sposob potaczen blokdw.
Funkcje poszczegdlnych blokow sa nastgpujace.

Pamigé operacyjna

Pamigé komputera sktada sie z tzw. komérek pamigci. Pojedyncza ko-
morka jest pojemnikiem, ktéry moze przechowywac¢ ciagi binarne. Skfa-
da si¢ na ogot z ustalonej liczby bitow lub bajtow, zwykle sa to 16, 32
lub 64 bity, czyli 2, 3 lub 4 bajty. Liczbg bitow lub bajtéw nazywamy jej
dhugoscia. Liczba komorek pamigei, nazywana pojemnoscia lub rozmia-
rem pamieci, jest zwykle potega liczby 2. Typowe pojemnosci pamigci
operacyjnych wspdtczesnych komputeréw osobistych to 256 MB, 512
MB, 1 GB.

Kazda komorka ma takze swdj unikalny adres (identyfikator). Adres
jest liczbg przedstawiang w postaci binarnej. Oczywiscie, w zaleznosci
od liczby komoérek, czyli rozmiaru pamigci, do zapamigtania adresu jest
potrzebna odpowiednia liczba bitéw, np. pamig¢ o rozmiarze 1 M komo-
rek, niezaleznie od dtugosci komoérek, wymaga do bezposredniej adresa-
cji 20 bitow, gdyz 1 M = 2%,

Adres komorki oraz jej zawarto$¢ stanowia pewna dang abstrakcyjna,
to znaczy, ze na podstawie znajomosci tylko adresu i zawartosci nie mo-
zna ustalié, jaka jest interpretacja tej danej. Dana ta moze by¢ interpreto-
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wana jako dana wilasciwa (dana do obliczen) lub jako instrukcja algoryt-
mu, ale zalezy to od ogdlnych ustalen dotyczacych zawartosci calej pa-
migci.

Pamie¢ bedziemy oznacza¢ symbolem PAM, a symbolem PAM(k) —
k-ta komorke pamigci, albo inaczej: komorke pamigcei o adresie k.

Na pamigci mozna wykonywa¢ dwie operacje: wpisu i odczytu z wy-
branej komérki pamigci. Pierwsza operacja oznacza zapis do komorki
PAM(k) wskazanego ciggu binarnego, a jej wykonanie oznacza skasowa-
nie poprzedniej zawartos¢ komorki. Druga operacja oznacza odczytanie
zawarto$¢ komdrki PAM(k), a jej wykonanie nie zmienia zawartosci ko-
morki.

W pamigci przechowuje si¢ dane oraz programy. Zwykle obszary te
sg rozdzielone.

Wejscie i wyjscie

“Bloki wejscia i wyjscia stuza do komunikacji komputera z jego uzytkow-
nikiem. Wejscie (odpowiednik klawiatury) pozwala na wprowadzanie da-
nych, ktére sg potrzebne komputerowi w czasie wykonywania programu,
a wyjscie (odpowiednik monitora) pozwala komputerowi na wyprowa-
dzanie wynikéw obliczen programu. Dla uproszczenia zatlozymy, ze wej-
Scie i wyjscie sa reprezentowane przez pojedyncze komorki pamigci zwa-
ne rejestrami. Rejestr bloku wejsciowego bedzie nazywany wejsciem,
a bloku wyjsciowego — wyjsciem. Zawartos¢ rejestru wejscie bedzie usta-
la¢ uzytkownik komputera, a rejestru wyjscie — komputer.

Arytmometr

Arytmometr jest urzadzeniem, ktdre jest zdolne wykonywac pewien zbior
operacji arytmetycznych, np. dodawania i odejmowania liczb, oraz opera-
cji logicznych, np. sprawdzania, czy liczba jest rowna zeru.

Arytmometr ma dostgp do pamigci, z ktérej moze pobiera¢ i do ktorej
moze wpisywaé dane. Dysponuje rowniez wlasnymi wyrdznionymi ko-
moérkami pamigci zwanymi rejestrami. Rejestrow moze by¢ wiele, tu za-
fozymy, ze s tylko cztery: jeden zwany akumulatorem (AK), o takiej sa-
mej dtugosci jak komorka pamigci, oraz trzy 1-bitowe rejestry warunkéw
o nazwach D, Z oraz N.

Akumulator jest rejestrem, ktérego zawartos¢ moze by¢ argumentem
oraz wynikiem operacji wykonywanych przez arytmometr. Rejestry wa-
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runkow okreslaja wlasnosci wyniku zgromadzonego w akumulatorze po
wykonaniu operacji.

W przypadku rejestru D: jezeli zawarto$cia akumulatora jest liczba do-
datnia, to jego zawartoscia jest 1, a jezeli liczna niedodatnia, zawartoscia
D jest 0.

W przypadku rejestru Z: jezeli zawartoscia akumulatora jest 0, to jego
zawartoscia jest 1, a przypadku przeciwnym — 0.

Rola rejestru N (N od nadmiar) wymaga bardziej szczegétowego wy-
jasnienia. Zatézmy, ze w komdrkach pamieci przechowujemy tylko licz-
by catkowite. Za wzgledu na ograniczona dlugosé¢ komoérek przechowy-
wane liczby moga pochodzi¢ tylko z pewnego zakresu. Np. gdyby zato-
zy¢, ze pamigci przechowujemy tylko nieujemne liczby catkowite, to
w komorce o dlugosci 8 bitow mozna przechowac liczby z zakresu od 0
do 255 = 2° — 1, a komoéree o diugoscei 16 bitdw — z zakresu od 0 do
65535 = 2'° — 1. Wykonujac pewna operacje arytmetyczna, np. dodawa-
nie, na dwdch liczbach z dopuszczalnego zakresu, mozemy otrzymac wy-
nik, ktory jest liczbg spoza tego zakresu — taka sytuacja jest nazywana
nadmiarem. Nadmiar informuje, ze powstata liczba nie miesci si¢ w do-
puszczalnym zakresie.

Zawartos¢ rejestru N jest okreslona nastgpujaco: jezeli podczas wyko-
nywania operacji arytmetycznej (np. dodawania, odejmowania) nastapit
nadmiar, to jego zawartoscia jest 1, a w przypadku przeciwnym — 0.

Arytmometr wykonuje operacje (np. operacje arytmetyczne), ktére okre-
$laja instrukcje. Operacje sa wykonywane na zawarto$ci komérek pamie-
ci 0 wskazanych adresach oraz na akumulatorze. Efektem wykonania przez
arytmometr operacji jest rowniez ustalenie zawartosci jego rejestrow.

Repertuary operacji wykonywanych przez rézne arytmometry moga
by¢ rézne. Np. mozna zatozy¢, ze arytmometr wykonuje nastgpujace ope-
racje:

— wpisz same zera do akumulatora,

— do zawarto$ci akumulatora dodaj zawartos¢ k-tej komoérki pamieci,

— od zawartoéci akumulatora odejmij zawartos¢ k-tej komorki pa-

migci,

— zawartos¢ akumulatora zapisz w k-tej komdrce pamigci,

— zawartos¢ wejscia wpisz do akumulatora,

— zawarto$¢ akumulatora wpisz do wyjscia.

Dodatkowym efektem operacji zmieniajacych zawarto$¢ akumulatora
Jest ustalenie zawarto$ci rejestrow warunkéw D, Z oraz N.
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Sterowanie

Blok sterowania jest odpowiedzialny za wykonywanie programéw umiesz-
czonych w pamigci. Sterowanie wraz z arytmometrem we wspoétczesnych
komputerach stanowi zwykle catos¢ nazywang procesorem.

Wykonanie programu polega na cyklicznym pobieraniu i wykonywa-
niu kolejnych instrukcji programu, az do zatrzymania obliczef. Na wy-
konanie pojedynczej instrukeji sktadajg sig:

— realizacja okreslonej operacji na wskazanych argumentach,

— wskazanie do wykonania kolejnej instrukcji.

Wykonanie programu rozpoczyna si¢ od wskazanej instrukcji. Instruk-
cja ta jest okreslona przez rejestr nalezacy do bloku sterowania, nazywa-
ny licznikiem rozkazow. Jego zawartoscig jest adres komoérki pamieci,
w ktérej znajduje sig instrukcja. W stanie poczatkowym licznik rozkazow
wskazuje na adres komorki zawierajacej pierwsza instrukcj¢ programu,
a nastepnie — w trakcie wykonywania programu — na adres komorki
zawierajacej aktualnie wykonywana instrukcje.

Instrukcje moga by¢ wykonywane w takiej kolejnosci, w jakiej sa
umieszczone w pamieci, ale takze, w zaleznosci od efektu wykonania in-
strukeji, kolejnos¢ ta moze by¢ zmieniana.

W pierwszym przypadku po wykonaniu instrukeji adres licznika zwigk-
sza si¢ o 1, natomiast w drugim — licznik rozkazow moze zmienia¢ si¢
inaczej.

Gdy licznik rozkazéw wskaze na komorke, w ktorej znajduje si¢ wy-
rozniona instrukcja stop, nastgpuje zatrzymanie obliczen programu.

Czynnosci wykonywane przez blok sterowania zaleza od zbioru in-
strukeji, ktére moze wykonywaé komputer. Kazda instrukcja ma nazwe,
a niektdre z nich dodatkowo argument. Zestaw ten jest kompletny w tym
sensie, ze za pomocaq instrukcji daje si¢ przedstawi¢ dowolny algorytm.

Zaktadamy, ze pojedyncza instrukcja jest reprezentowana ciagiem bi-
narnym przechowywanym w pojedynczej komoérce pamigci. W przedsta-
wionym przykladzie liczba r6znych instrukcji wynosi 10, co oznacza, ze
dla ich prezentacji binarnej potrzebne sa 4 bity. Pozostate bity komorki
pamig¢ci moga by¢ wykorzystane do zapamigtania argumentu instrukcji
— adresu komorki pamieci. Zawartosé komorki przechowujacej instruk-
cje dzieli sie na dwie czesci: czg$¢ rozkazowa — przechowujaca kod ope-
racji i cze$¢ adresowa — wskazujaca na argument. Przy zatozeniu, ze np.



II. Algorytm, komputer, jezyk programowania

37

dtugos¢ komorki wynosi 2 bajty, 4 bity bedg przeznaczone na cze$¢ ope-
racyjna i 12 bitdbw — na cze$¢ adresowa.

Tab. 2.1
Przyktadowa lista instrukcji maszynowych
Lp. | Symboliczna postaé Znaczenie
| | ZerujAk Wpisz 0 do akumulatora.
2 | DodajDoAkPam(k) Do zawartosci akumulatora dodaj zawarto$¢ komorki o ad-
resie k.
3 | OdejmijOdAkPam(k) |Od zawartosci akumulatora odejmij zawarto$é komorki
o adresie k.
4 | WpiszAkDoPam(k) Zawarto$¢ akumulatora zapisz w komdrce o adresie k.
5 | OdczytajWeDoAk Zawartos¢ rejestru wejscie wpisz do akumulatora.
6 | WpiszAkNaWy Zawarto$¢ akumulatora wpisz do rejestru wyjscie.
7 | JezeliDodSkocz(k) Jezeli zawarto$cig rejestru D jest 1, to wykonaj instrukcje

zawarta w komorce o adresie k, w przypadku przeciwnym
wykonaj kolejng instrukcje.

[*2]

JezeliZeroSkocz(k) Jezeli zawartoscia rejestru Z jest 1, to wykonaj instrukcje
zawarta w komorce o adresie k, w przypadku przeciwnym

wykonaj kolejng instrukcje.

9 | JezeliNadmiarSkocz(k) | Jezeli zawarto$cia rejestru N jest 1, to wykonaj instrukcje
zawarta w komorce o adresie k, w przypadku przeciwnym

wykonaj kolejng instrukcje.

10 | Stop Zatrzymaj obliczenia programu.

Instrukcje w tabeli sg przedstawione w postaci symbolicznej, maja na-
zwy, a nie binarne kody. Na poczatku mozna byto postugiwa¢ si¢ instruk-
cjami wylacznie w postaci koddéw binarnych; zbior instrukeji w takiej po-
staci jest jezykiem programowania zwanym kodem maszynowym. W okre-
sie pdzniejszym instrukcje byly przedstawiane, jak w przyktadzie, w po-
staci symbolicznej. Ich zbidr stanowi jezyk programowania nazywany
asemblerem.

Przyklad 1

Prosty program ma odczyta¢ z wejscia kolejno dwie liczby, zapamig-
ta¢ je, nastepnie dodaé, a wynik dodawania umiesci¢ w pamigci i wypro-
wadzi¢ na wyjscie.

Program ten jest nizej przedstawionym ciagiem instrukcji. Liczby po
lewej stronie sa adresami komorek pamigei, ktére zawieraja poszczegol-
ne instrukcje, adresy sa oddzielone od instrukcji dwukropkami. Teksty
umieszczone po prawej stronie instrukcji, oddzielone podwdjnym zna-
kiem mysInika, stanowia komentarze wyjasniajace znaczenie instrukeji:



38 Zbigniew Huzar, Elementy informatyki

10: OdczytajWeDoAk -- zawartosC rejestru wejscie (pierwsza liczbe)

wpisz do akumulatora.

11: WpiszAkDoPam(100) -- zawartos¢ akumulatora (pierwsza liczbe)

zapisz w komodrce o adresie 100.

12: OdczytajWeDoAk -- nowa zawartos¢ rejestru wejscie (druga licz-

be) wpisz do akumulatora.

13: WpiszAkDoPam(101) -- kolejng zawartos¢ akumulatora (druga

liczbe) zapisz w komorce o adresie 101.

14: DodajDoAkPam(100) -- do zawartosci akumulatora (druga licz-

ba) dodaj zawartos¢ komorki o adresie 101 (pierwsza liczba).

15: WpiszAkDoPam(102) -- zawarto$é akumulatora (sume liczb) za-

pisz w komérce o adresie 102.

16: WpiszZAkNaWy -- zawartos¢ akumulatora (sumg liczb) wpisz do re-

jestru wyjscie.

17: Stop -- zatrzymanie oblicze.

Przed rozpoczgciem wykonywania programu ciag ten powinien by¢
umieszczony w pamigci. Program skiada si¢ z 8 instrukeji. Jezeli zatozy-
my, ze sg one umieszczone w kolejnych komoérkach pamigci o adresach
od 10 do 17, to poczatkowa zawartoscig licznika rozkazow bedzie adres
10. Po wykonaniu programu zawartos¢ komorek przechowujacych pro-
gram nie zmieni si¢, natomiast w komorkach o adresach 100, 101, 102 be-
da wpisane kolejno: pierwsza liczba, druga liczba i suma obu liczb.

Przyklad 2
Jest to pewna kontynuacja przyktadu poprzedniego. Zatézmy, ze
w pamieci komputera (w komoérkach o adresach 100, 101) sa dwie licz-
by. Nalezy zbadac, ktora z tych liczb jest wigksza, i liczbe wigksza wy-
prowadzi¢ na wyjscie.
Program, umieszczony w kolejnych komdrkach o adresach od 20 do
31, przedstawia si¢ nastgpujaco:
20: ZerujAk -- wpisz 0 do akumulatora.
21: DodajDoAkPam(100) -- do zawartosci akumulatora dodaj zawar-
tos¢ komorki o adresie 100.
22: OdejmijOdAkPam(101) -- od zawartos¢ akumulatora (pierwsza
liczba) odejmij zawartos¢ komorki o adresie 101 (druga liczba).
23: JezeliDodSkocz(28) -- jezeli zawartoscia rejestru D jest 1, to ko-
lejno wykonywang bedzie instrukcja zawarta w komoérce o adresie
24, w przypadku przeciwnym — instrukcja zawarta w kolejnej
komorce o adresie 28.
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24: ZerujAk -- wpisz 0 do akumulatora.

25: DodajDoAkPam(101) -- do zawarto$ci akumulatora dodaj zawar-
to$¢ komorki o adresie 101, gdyz liczba z komorki o adresie 101
jest nie mniejsza od liczby z komérki o adresie 100.

26: WpiszAkNaWy -- zawartos¢ akumulatora, liczbe z komorki o ad-

resie 101, wpisz do rejestru wyjscie.

27: Stop -- zatrzymanie obliczen.

28: ZerujAk -- wpisz 0 do akumulatora.

29: DodajDoAkPam(100) -- do zawarto$ci akumulatora dodaj zawar-

to$¢ komorki o adresie 100, gdyz liczba z komérki o adresie 100
jest nie mniejsza od liczby z komérki o adresie 101.

30: WpiszAkNaWy -- zawarto$¢ akumulatora, liczbe z komorki o ad-

resie 100, wpisz do rejestru wyjscie.

31: Stop -- zatrzymanie obliczen.

Warto zwrécié uwage na instrukcje z komérki o adresie 23 — rozdziela
ona dalsze obliczenia na jeden z dwdch fragmentéw. Fragment z komo-
rek o adresach 24-27 wykonuje sie, gdy wieksza jest liczba z komérki
o adresie 101, a w przypadku przeciwnym — fragment z komérek o ad-
resach 28-31.

W przykfadach zatozono, ze programy oraz dane sgq rozmieszczone
w ustalonych obszarach pamigci. Konsekwencja tego zatozenia jest ko-
niecznos¢ ustalania bezwzglednych adreséw argumentow instrukcji przy
uktadaniu tekstu programu. Stosowanie zatozenia bytoby w praktyce nie-
zmiernie ucigzliwe, dlatego przyjmuje si¢ zasad¢ adresowania wzgledne-
go, ktdra oznacza, ze adresy podawane jako argumenty instrukcji nie sa
adresami bezwzglednymi, ale wzglednymi, czyli odnosza si¢ do poczatku
obszaru pamieci, gdzie sg przechowywane dane lub program.

Wtedy np. instrukcja z drugiego programu:

25: DodajDoAkPam(101)
mogtaby przyjac postac:

25: DodajDoAkPam(pd + 1)
gdzie pd oznacza adres poczatku obszaru z danymi. Oczywiscie bezpo-
srednio przed wykonaniem tej instrukcji musi nastapi¢ wyliczenie warto-
sci pd + 1. Wyliczenia tego moze dokona¢ np. blok sterowania na pod-
stawie dostarczonych mu przed wykonaniem programu adreséw poczat-
kowych obszaru danych.
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Podobnie instrukcja:
23: JezeliDodSkocz(28)
mogtaby przyjaé postac:
23: JezeliDodSkocz(pp + 8)
gdzie pp oznacza adres poczatku programu.

O jezykach programowania

Bezposrednie programowanie komputera w kodzie maszynowym czy tez
asemblerze jest bardzo uciazliwe. Dlatego powstaly tzw. algorytmiczne jg-
zyki programowania, ktére uwolnity programist¢ od binarnego lub sym-
bolicznego kodowania instrukcji i od potrzeby znajomosci architektury
komputera, w tym rozmieszczania programu i danych w pamigci opera-
cyjne;j.

Liczba powstatych algorytmicznych jezykéw programowania sigga
tysiecy. Obecnie w powszechnym uzyciu spotykamy takie jezyki, jak: C,
C++, Java, C#, Visual Basic, Pascal, Ada, Fortran. W celu przekazania
ogolnej informacji o tych jezykach przedstawiamy ponizej bardzo upro-
szczony jezyk, okreslony tylko na uzytek niniejszych rozwazan. Prezen-
tacja jezyka jest catkowicie nieformalna, polega gléwnie na odwotywa-
niu sie do intuicyjnie oczywistych przyktadéw. Jezyk ten nalezy do kate-
gorii jezykow proceduralnych (inaczej: imperatywnych). Do tej samej ka-
tegorii nalezg rowniez jezyki wymienione wyzej. Poza tym mamy jesz-
cze dwie inne, nie omawiane tu kategorie jezykow: jezyki funkcjonalne
i jezyki deskryptywne (programowania logicznego).

Program wyrazony w przyktadowym jezyku skfada si¢ z dwéch czg-
$ci: z czesci opisujacej dane i czgsci przedstawiajacej instrukcje. Ogolna
struktura programu wyraza si¢ nastgpujaco:

program

zmienna

koniecZmienna
procedura

koniecProcedura
koniecProgram

Caly programu zawiera si¢ pomigdzy dwoma stowami: program oraz
koniecProgram, ktore stanowig znacznik poczatku i konca tekstu pro-
gramu. Podobna role petnig pozostate stowa wskazujace na poczatek i ko-
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niec wewnetrznych czesci programu. Wystepujace stowa, nazywane sto-
wami kluczowymi jezyka programowania, sa obowigzkowymi elementami
tekstu programu. W pierwszym wykropkowanym miejscu opisuje si¢ da-
ne, a w drugim — instrukcje programu.

Opis danych sktada si¢ z ciagu deklaracji zmiennych — stad nazwa
poczatku i konca tego fragmentu. Zmienna, wyrazona przez pewna na-
zwe, petni rolg symbolicznego adresu komérki pamieci.

Deklaracja pojedynczej zmiennej jest np. napis:

liczba: Caltkowita;

Jest to deklaracja zmiennej o nazwie liczba. Druga cze$¢ napisu okre-
$la tzw. typ zmiennej. Typ o nazwie Catkowita oznacza, Ze wartoscia-
mi, jakie moze przyjmowa¢ dana zmienna, sg tylko liczby catkowite;
zmienna nie moze by¢ uzyta do pamietania wartosci innego typu. Sred-
nik na koncu linii jest znacznikiem konca deklaracji zmienne;j.

Ciag deklaracji zmiennych ma przykfadowo postac:

liczbal: Calkowita;

liczba2: Catkowita;

symbol: Znak;

Ciag ten zawiera deklaracje trzech zmiennych: liczbal i liczba2
typu Catkowita oraz symbol typu Znak.

Oprocz deklaracji zmiennych o wartosciach skalarnych wprowadzimy
deklaracje zmiennych tablicowych. Przyktadowa deklaracja zmiennej ta-
blicowej o nazwie ciag ma postac:

ciag: tablica[l0..20] Catkowita;

Deklaracja ta przedstawia zestaw 11 liczb catkowitych. Kolejne licz-
by z tego zestawu beda identyfikowane przez zmienne indeksowane:

ciag[1l0], ciag[ll], ..., ciag[20].

Zmienne te mozna uzywaé w taki sam sposob, jak np. zmienne:
liczbaliliczba2.

W drugiej czesci programu okresla sig ciag instrukcji. W zbiorze in-
strukcji naszego jezyka mamy instrukcje proste i ztozone.

Instrukcjami prostymi sa:
instrukcja przypisania,
instrukcja pusta,
instrukcja czytania urzadzenia wejsciowego,
instrukcja pisania na urzadzeniu wyjsciowym.
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Instrukcjami ztozonymi sa:

— instrukcja alternatywy,

— instrukcja petli.

Przed przedstawieniem budowy instrukcji nalezy wyjasni¢, czym sa
wyrazenia, ktore stanowig elementy skfadowe instrukcji. Wyrazenia sa
tekstami, ktérych znaczeniem jest pewna wartos¢. Dalej bedziemy wy-
réznia¢ wyrazenia tylko dwoch typow: wyrazenia liczbowe, ktorych war-
tosciami sg liczby catkowite, oraz wyrazenia logiczne, ktorych wartoscia-
mi sg wartosci logiczne: prawda i falsz.

Wyrazenia liczbowe sg napisami, w ktérych moga wystapié liczby,
zmienne typu liczbowego, symbole operacji arytmetycznych i nawiasy.
Wszystkie te symbole musza wystapi¢ w odpowiedniej kolejnosci, zgod-
nej z zasadami arytmetyki. Moga by¢ oczywiscie roézne typy liczbowe,
ale zakladamy, ze mamy do dyspozycji tylko typy catkowitoliczbowe.
Przyktadami wyrazen liczbowych sa;

liczbal

ciag[l2]

liczbal + liczba2

(liczbal - ciag[20]) x liczba2

Wyrazenia logiczne skladaja si¢ z wyrazen liczbowych potaczonych
operatorami poréwnan, np.:

liczbal < liczba2

(liczbal - ciag[20]) = liczba2

Instrukcja przypisania ma postac:

Zmienna: = wyrazenie,
gdzie zmienna jest nazwa pewnej zadeklarowanej zmiennej, a wyrazenie
jest takiego samego typu jak zmienna. Efektem wykonania instrukcji jest
najpierw wyliczenie wartosci wyrazenia, a nastgpnie przypisanie wyli-
czonej wartosci zmiennej, czyli obrazowo: do komdrki pamigci o nazwie
zmienna zostanie wpisana wyliczona warto$¢ wyrazenia. Symbol Sredni-
ka na koncu bedzie zawsze oznaczal koniec instrukcji. Przyktadami in-

strukcji sa:
liczbal: = ciag[20] x liczbaZ2;
ciag[l1l2]: = ciag[l2] + 1;

Instrukcja pusta ma postac:

nicNieRdb;

Wykonanie tej instrukcji nie ma zadnych efektow, w szczegdlnosci
zmienia wartosci przypisanym zmiennym.
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Instrukcja czytania urzadzenia wejSciowego ma postaé:

czytajWejscie(znienna);

Oznacza ona odczytanie wartosci wprowadzonej przez urzadzenie wej-
$ciowe i przypisanie tej wartosci do zmiennej, np.:

czytajWejscie(liczbal);

Instrukcja pisania na urzadzenie wyjsciowe ma postac:

piszWyjscie(wyrazenie);

Oznacza ona obliczenie warto$ci wyrazenia i wyprowadzenie tej war-
tosci na urzadzenie wyjsciowe, np.:

piszWyjscie(liczbal + liczba2);

Instrukcja alternatywy ma postac:

jezeli wyrazenie

to instrukcjal

inaczej instrukcja2

jezeliKoniec;

Jest to instrukcja ztozona — jej elementami sktadowymi sa: wyraze-
nie, instrukcjal oraz instrukcja2. Wyrazenie jest dowolnym wyrazeniem
typu logicznego, a instrukcjal oraz instrukcja2 sa dowolnymi instrukcja-
mi lub ciggami instrukcji. Przedstawiony tekst moze by¢ pisany w jednej
lub w wiekszej ilosci linii; nie ma to wptywu na znaczenie instrukcji, na-
tomiast ma wplyw na czytelnose.

Instrukcja wykonywana jest w sposdb nastgpujacy: najpierw wylicza
sie wartos¢ wyrazenia, nastepnie, jezeli wyliczong wartoscia jest prawda,
wykonuje sie instrukcjal, po czym cata instrukcja alternatywy sig¢ kon-
czy. W przypadku przeciwnym, gdy wyliczong wartoscig jest falsz, wy-
konuje sie instrukcja2, po czym cata instrukcja si¢ konczy.

Przyktad instrukcji:

jezeli liczbal > = liczba2

to wieksza: = liczbal;
inaczej wieksza: = liczba2;
jezeliKoniec;

Instrukcja porownuje wartosci dwoch zmiennych i zmiennej przypi-
suje wartos$¢ nie mniejszej z nich.

Instrukcja petli ma postac:

dla parametr = poczgtek..koniec powtarzaj

instrukcja
dlaKoniec;
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Obliczenie instrukcji petli polega na wielokrotnym wykonaniu instruk-
¢ji, ktéra jest jej elementem. Instrukcja oznacza tu dowolng instrukcjg lub
ciag instrukcji. To, ile razy instrukcja bedzie wykonywana, wyznacza
zakres petli okreslony przez wyrazenie poczqtek..koniec, gdzie poczqtek
oraz koniec sa wyrazeniami typu catkowitoliczbowego — takimi, ze war-
tos¢ wyrazenia poczqtek jest nie wigksza od wartosci wyrazenia koniec,
czyli poczqtek < koniec. Kazdorazowe wykonanie instrukcji przebiega
przy ustalonej warto$ci parametru petli, inaczej: zmiennej sterujacej pe-
tli. Przy powtarzaniu obliczania instrukcji parametr przyjmuje kolejno
wartosci z zakresu petli, czyli przy pierwszym wykonaniu instrukcji jego
wartoscia jest poczqtek, przy drugim — (poczqtek + 1), a przy ostatnim
— koniec. Parametr moze by¢ elementem instrukcji.

Przyktad instrukeji petli:

dla i = 10..15 powtarzaj

suma: = suma + ciag[i];

dlaKoniec;

Instrukcja do wartosci zmiennej suma dodaje sum¢ wartosci zmiennej
tablicowej ciag z zakresu od 10 do 15.

Ponizej przedstawione sa dwa proste przyklady programoéw zapisa-
nych w omdwionym jezyku programowania.

Program 1

Pierwszy program odczytuje z wejscia ciag liczb catkowitych, znajdu-
je liczbe najwieksza i wyprowadza ja na wyjscie. Zaktada sig, ze dane,
ktore uzytkownik podaje kolejno na wejsciu, to dtugosé ciagu, a nastep-
nie kolejne elementy ciagu.

program

zmienna

biezgca: Catkowita;

najwieksza: Catkowita;

diugoséCiagu: Catkowita;

procedura

czytajWejscie (diugosecCiagu) ;

czytajWejscie(najwieksza);

dla i = 2..dlugos$c¢Ciagu powtarzaj

czytajWejscie (biezaca);

jezeli najwieksza < biezaca

to najwieksza: = biezaca;

inaczej nicNieRdb;

jezeliKoniec;
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dlaKoniec;

piszWyjscie (najwieksza);

proceduraKoniec;

programKoniec;

Ztozonos¢ algorytmu, ktéry reprezentuje program, jest proporcjonalna
do liczby n okreslajacej dtugos¢ ciagu, co zapisujemy w postaci O(n).

Program 2

Jest to program, ktory sortuje tablice liczb. Zaktada sie, ze dane, ktore
uzytkownik podaje kolejno na wejsciu, to dtugo$¢ ciagu, a nastepnie ko-
lejne elementy ciagu. Dlugos¢ ciagu musi zawieraé si¢ w przedziale od
2 do 100. Program wczytuje dane wejsciowe, a nastepnie sortuje wpro-
wadzony ciag od najmniejszej do najwigkszej i wyprowadza na wyjscie.
Wezytane elementy ciagu beda zapisywane w zmiennej tablicowej o na-
zwie ciag. Przedstawiony program realizuje tzw. algorytm sortowania ba-
belkowego.

program

zmienna

ciag: tablica[l..100] Catkowita

wicksza: Catkowita;

diugoséCiagu: Catkowita;

procedura

czytajWejscie (dtugoseCiagu) ;

dla i = 1..diugos$éCiagu powtarzaj

czytajWejscie(ciag(i]);

dlaKoniec;

dla j = 1..dlugos¢Ciagu - 1 powtarzaj

dla i = 1..dlugos$¢Ciagu - 1 powtarzaj

jezeli ciag[i] < ciag[i + 1]

to nicNieRdb

inaczej wieksza: = ciag[i];
ciag[i]: = ciagli + 1];
ciag[i + 1]: = wieksza;
jezeliKoniec;

dlaKoniec;

dlaKoniec;

dla i = 1..dtugo$éCiagu powtarzaj
piszWyjscie(ciag[i]):

dlaKoniec;

proceduraKoniec;

programKoniec;
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Program przed wykonaniem jest umieszczany w pamigci komputera.
Tam tez mogg si¢ znajdowac dane wejsciowe i wyjsciowe. Obszary pa-
mieci, w ktorych znajduja si¢ dane (w tym takze programy, gdyz mozna
uwazaé je za szczegdlny rodzaj danych), sa jednoznacznie identyfikowa-
ne i nazywane plikami.

Ztozonos¢ algorytmu, ktéry reprezentuje program, jest proporcjonalna
do kwadratu liczby n okreslajacej dtugosé ciagu, co zapisujemy w postaci
O(n%). Warto zaznaczyé, ze sq inne algorytmy o mniejszej ztozonosci
obliczeniowej, np. O(n log(n)). Moze wydawac sig, ze rdznica ztozonosci
obliczeniowej nie jest duza, ale jezeli za n wezmiemy duze liczby, np.
10° (co weale nie jest rzadkie), fatwo przekonaé sie o réznicy liczby ope-
racji dla takich algorytmdw.

Translatory

Wyro6znia sig trzy poziomy jezykdw programowania: najnizszy poziom
reprezentuja jezyki maszynowe (autokody), wyzszy — jezyki symbolicz-
ne (asemblery), a najwyzszy — jezyki algorytmiczne.

Jezyki algorytmiczne stuza do takiego zapisu algorytmu, ktoéry z jed-
nej strony jest wygodny dla programisty, a z drugiej — jest rozumiany
przez komputer, to znaczy komputer na podstawie zapisu algorytmu jest
w stanie przeprowadzi¢ obliczenia algorytmu.

Programowanie w jezyku maszynowym jest niezwykle uciazliwe, gdyz
wymaga od programisty szczegdtowej znajomosci architektury kompute-
ra, w tym pamietania binarnych kodéw instrukcji. Mniej ucigzliwe jest
pisanie w asemblerze, gdyz zwalnia programistg¢ przynajmniej od pamig-
tania kodow instrukeji, ale nadal wymaga znajomosci architektury kom-
putera.

Natomiast piszac program w jezyku algorytmicznym, programista jest
uwolniony od koniecznosci jakiejkolwiek znajomosci architektury kom-
putera. Nasuwa si¢ oczywisty wniosek, ze do programowania nalezy uzy-
waé jezykow algorytmicznych. Postgpowanie takie jest mozliwe, lecz
trzeba zdawacé sobie sprawe, ze program napisany w asemblerze lub w je-
zyku algorytmicznym nie moze by¢ bezposrednio wykonywany przez
komputer. Komputer moze wykonywac tylko programy zapisane w jezy-
ku maszynowym. Oznacza to, ze program napisany w jezyku wyzszego
poziomu, zanim zostanie przekazany komputerowi do wykonania, musi
by¢ poddany transformacji, ktéra polega na zastapieniu jego instrukcji na
instrukcje zapisane w jezyku maszynowym. Transformacj¢ programu na-
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pisanego W jezyku wyzszego poziomu na program w jezyku maszyno-
wym nazywamy franslacjq programu, albo krétko: translacjq.

Nasuwa si¢ pytanie: jak dokonywaé translacji? Transformacja dowol-
nego programu w pewnym jezyku na odpowiadajacy mu program w in-
nym jezyku jest przyktadem problemu, dla ktérego daje sie utozyé algo-
rytm. Algorytm ten mozna zapisa¢ w dowolnym jezyku, w szczegdInosci
w jezyku maszynowym. Jezeli jest zapisany w jezyku maszynowym, to
znaczy, ze jest programem, ktéry moze by¢ wykonywany przez kompu-
ter. Program taki nazywa si¢ translatorem.

Translator jest programem, ktéry przetwarza programy, bowiem za
dang wejsciowa przyjmuje dowolny program P, (plik wejsciowy, w kté-
rym jest umieszczony program zrédfowy), napisany w ustalonym jezyku
programowania JP, a wynikiem jego obliczen — dang wyjsciowa jest
program P (plik wyjsciowy, w ktérym jest umieszczony program wy-
konywalny), napisany w jezyku maszynowym JM. Program P, jest
rownowazny programowi Py, co oznacza, ze dla dowolnej danej wej-
$ciowej d,, jezeli program P,p konczy si¢ i produkuje dang wyjsciowa
d,y, to dla tej samej danej wejsciowej d,,. program P, réwniez koficzy
si¢ i produkuje taka samg dang wyjsciowa d,,,.

Zatem wykonanie programu P,p napisanego w jezyku wyzszego po-
ziomu JP przebiega w dwoch etapach: w pierwszym etapie za pomocg
translatora dokonuje sig translacji programu P,» na rownowazny mu pro-
gram wykonywalny P, w jezyku maszynowym JM, a w drugim — na-
stepuje wykonanie programu Py, czyli na podstawie danych wejscio-
wych d,,. oblicza si¢ dane wyjsciowe d,,y.

Rys. 2.3
Schemat (a) translacji, (b) wykonania programu

Translator

((l) P/p — P.IM

(b) dwu & E d\vy

Translatory réznych jezykow programowania sa statym elementem
oprogramowania komputera, a takze gldéwnym elementem srodowisk pro-
gramistycznych, tj. zestawu programow, ktore stuza do pisania i urucha-
miania programéw. Innymi elementami $rodowiska programistycznego
sq m.in.:
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— edytory — programy stuzace do redakcji tekstu programow,

— analizatory sktadniowe — programy stuzace do badania poprawno-
$ci powstatych tekstow programoéw, chodzi np. o sprawdzenie, czy wia-
$ciwie sg rozmieszczone stowa kluczowe, czy zmienne wystepujace w in-
strukcjach maja swoje deklaracje;

— konsolidatory — programy, ktére do napisanego programu dota-
czaja inne programy, tzw. podprogramy biblioteczne. Chodzi tu o to, ze
w powstajacych programach czgsto pewne fragmenty — podprogramy —
moga si¢ powtarzaé, wiec zamiast powtarza¢ ich pisanie w kazdym no-
wym programie, dopuszcza si¢ umieszczenie w programie tylko odwota-
nia do podprograméw. Konsolidator rozpoznaje w programie takie odwo-
fania i na ich miejsce wstawia wczesniej napisane i zgromadzone w bi-
bliotece podprogramy.

Napisanie poprawnego programu nie jest zadaniem prostym. Po pier-
wsze, program musi by¢ poprawny sktadniowo. Oznacza to, ze tekst pro-
-gramu, podobnie jak wypowiedz w dowolnym jezyku, musi by¢ zgodny
z ustalonymi regutami gramatycznymi. Program poprawny sktadniowo
nie oznacza jeszcze poprawnosci semantycznej, podobnie jak poprawne
sktadniowo zdanie w jezyku polskim moze nie mie¢ zadnego sensu, np.
zdanie: Mezczyzna stoi szybko.

Program musi by¢ poprawny semantycznie, co oznacza, ze jezeli roz-
pocznie swoje obliczenie dla ustalonych danych poczatkowych, to po za-
konczeniu dostarczy oczekiwanych danych koncowych, np. program, kto-
ry ma oblicza¢ drugg potege liczby naturalnej, powinien dla liczby po-
czatkowej 4 dostarczy¢ jako wyniku liczby 16.

Sprawdzenie, ze napisany program jest semantycznie poprawny, od-
bywa si¢ najczesciej przez testowanie, czyli poréwnanie wynikow obli-
czen programu, dla danego zestawu danych poczatkowych, z wynikami
przewidywanymi. Proces sprawdzania poprawnosci sktadniowej i seman-
tycznej programu nazywa si¢ tez uruchamianiem programu.
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Rodzaje komputeréw

Réznorodno$¢ naszych komputerow jest ogromna. Réznia sie one od
siebie wielkoscia, wydajnoscig lub petniong rola. Moga pracowacé auto-
nomicznie lub, co staje si¢ reguta, w sieci komputerowej. Spotykamy je
w biurach, zaktadach pracy, a takze w najrozmaitszych urzgdzeniach,
takze domowych.

Coraz czgstsze sg sytuacje, gdy trudno jednoznacznie stwierdzié, czy
mamy do czynienia z komputerem, czy z innym rodzajem urzadzenia.
Jak np. traktowac rozbudowany telefon komdrkowy, ktéry poza ustuga-
mi telekomunikacyjnymi oferuje zestaw ustug obliczeniowych, i jak od-
roznia¢ go od komputera osobistego wyposazonego w mechanizm na-
wigzywania i utrzymywania potaczen telekomunikacyjnych?

Mamy wspdtczesnie do czynienia z dwiema skojarzonymi tenden-
cjami rozwoju techniki komputerowej. Z jednej strony pojawia si¢ coraz
wigksza rozmaito$¢ urzadzen, w ktorych komputer jest wazng czgscia
sktadowa, a z drugiej — nastepuje integracja ustug, ktére byty oferowane
dotad niezaleznie od siebie. Najbardziej istotna jest integracja ustug obli-
czeniowych, telekomunikacyjnych i telewizyjnych. Czas, w ktérym kom-
puter domowy bedzie pehi¢ jednoczesnie role tradycyjnego komputera,
telefonu i telewizora, wydaje si¢ niezbyt odlegly. Z punktu widzenia tech-
niki jest to mozliwe juz od kilku lat, na drodze do petnej integracji stoja
problemy ekonomiczne, prawne i organizacyjne (standardy), dotyczace
zwlaszcza telewizji cyfrowe;.

Najczesciej mamy do czynienia z komputerami osobistymi. W zasa-
dzie s one przeznaczone do uzytku przez pojedynczych uzytkownikow,
moga pracowa¢ autonomicznie lub w sieci komputerowej. Wéréd nich
mozna spotkac:
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— komputery biurkowe (desktop),

— komputery przenosne (laptop, notebook)

— komputery podreczne (hand held, palmtop).

Ostatnio pojawil si¢ nowy rodzaj komputera nazywany tabletem, kto-
ry jest posrednig forma miedzy komputerem przenosnym a podrgcznym.
Wygladem przypomina on podkiadk¢ do pisania formatu A4, po ktorej
mozna pisaé rysikiem, a rolg klawiatury petni ekran dotykowy.

Wymienione rodzaje komputerow roznia si¢ przede wszystkim wiel-
koscig 1 wydajnoscia, w mniejszym stopniu zakresem oferowanych funk-
cji, co jest oczywiste, gdyz mozliwosci komputera o wigkszych gabary-
tach, przy zatozeniu tej samej technologii wykonania, s wigksze od kom-
putera mniejszego.

Wicksza wydajnosciag niz komputery osobiste charakteryzuja si¢ kom-
putery przeznaczone do obstugi wielu uzytkownikdéw. Obecnie s one na-
zywane serwerami, a uzytkownicy, dysponujac komputerami osobistymi
(stacjami roboczymi), korzystaja z jego ustug za posrednictwem sieci
komputerowej. Dawniej takie komputery nazywano komputerami giow-
nymi (mainframe), a uzytkownicy korzystali z ich ustug za pomoca bez-
posrednio podtaczonych do nich indywidualnych monitorow.

Wsrod serwerow jest takze rozmaito$¢ rozwigzan. Najprostsza forma
jest pojedynczy, rozbudowany komputer, bardziej rozbudowang — kla-
ster lub farma komputeréw, a najbardziej rozbudowang — superkompu-
ter.

Farma komputerdéw sktada si¢ z wielu, zwykle identycznych, uloko-
wanych w jednym miejscu komputeréw. Z punktu widzenia uzytkownika
jest ona widziana jako jeden komputer, gdyz uzytkownik nie ma mozli-
wosci odréznienia od siebie poszczegolnych komputerow farmy. Zlece-
nia ustug kierowane przez uzytkownika trafiaja do jednego z kompute-
réw farmy — rozdzielacza, ktéry decyduje o przekazaniu zlecenia do in-
nego komputera farmy.

Superkomputery sa komputerami o bardzo duzej wydajnosci, ktdrg
osiaga si¢ przez bezposrednie potaczenie wielu (obecnie nawet kilku ty-
sigcy) procesordw w jeden komputer. Zasadnicza idea przyswiecajaca
konstrukeji superkomputera wynika z tego, ze przyspieszenie obliczef
programu mozna osiagnaé przez podzielenie programu na czgsci sktado-
we 1 wykonywanie tych sktadowych jednoczesnie na réznych proceso-
rach. Wykorzystanie mozliwosci superkomputera wymaga opracowania
algorytmu obliczen, ktéry przewiduje mozliwos¢ rownolegtego wykona-
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nia przynajmniej czgsci obliczen. Algorytmy takie nazywamy algorytma-
mi réownoleglymi.

Wydajnos¢ komputeréw mierzy si¢ w rézny sposdb. Sama czestotli-
wos¢ pracy zegara komputera nie rozstrzyga o szybkosci przetwarzania,
ktora zalezy w rownej mierze od sprzgtu, jak i oprogramowania. Wydaj-
no$¢ komputera okresla si¢ przez czas potrzebny na obliczenie pewnej
mieszanki programéw. Inng miara wydajnosci jest liczba operacji arytme-
tycznych wykonywanych w jednostce czasu, jednostka wydajnosci jest
liczba tzw. operacji zmiennoprzecinkowych (operacji na liczbach rzeczy-
wistych) w ciagu jednej sekundy — FLOPS (FLow Operations Per Se-
cond). Najwyzsza wyda]jnos'é osiagana przez wspofczesne najszybsze
superkomputery sigga 10" FLOPS.

Komputery osobiste wystepuja w zréznicowanych konfiguracjach sprze-
towych i programowych.

Elementy konfiguracji sprzetowej

Elementami pierwszego komputera o architekturze von Neumanna sa:
blok sterowania i arytmometr — stanowiace procesor, pamie¢é operacyj-
na, bloki wprowadzania i wyprowadzania danych. Kazdy z tych elemen-
tow ma odpowiedniki w architekturze wspoétczesnego komputera, przy
czym sa one bardziej rozbudowane i zréznicowane.

Patrzac na komputer osobisty stojacy na biurku, zauwazamy co naj-
mniej trzy pofaczone podzespoty: jednostke centralng, klawiaturg i moni-
tor ekranowy.

W jednostce centralnej, o réznych wielkosciach obudowy, mieszczg
sie elementy elektroniczne wraz z zasilaniem elektrycznym i wentylacja.
Elementy elektroniczne maja budowa modutowa. Wigkszos$¢ z nich —
procesor, pamig¢ operacyjna, sterowniki urzadzen zewnetrznych — jest
umieszczona na tzw. plycie gtéwnej. Poza ptyta gtéwna sa umieszczone
pamigci masowe oraz sterowniki innych urzadzen.

Inne urzadzenia zewnetrzne wspdtpracujace z komputerem to m.in.:

— pamieci zewnetrzne: dyskietki i tasmy magnetyczne, dyski optyczne,

— urzadzenia wej$ciowe: mysz, mikrofon, kamera, skaner,

— urzadzenia wyjsciowe: drukarki, gtosniki.

Coraz czesciej komputer jest wyposazony w urzadzenia umozliwiaja-
ce dostep do Internetu za posrednictwem sieci telefonicznej, telewizji
kablowej lub lokalnych sieci komputerowych.
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Ponizej prezentujemy krotki przeglad i ogdlna charakterystyke ele-
mentéw wchodzacych w sktad konfiguracji komputera osobistego.

Plyta gtéwna

Plyta gtéwna zawiera przede wszystkim procesor — najwazniejszy cle-
ment komputera, pamigc¢ operacyjng oraz tzw. karty sterujace — urzadze-
nia umozliwiajace wspolprace procesora z monitorem, klawiaturg i innymi
urzadzeniami. Karty sterujace sa w istocie wyspecjalizowanymi proceso-
rami, przeznaczonymi do wykonywania statych funkceji, np. karta muzycz-
na, karta graficznej obstugi monitora, modem lub karta sieciowa. Elemen-
ty umieszczone na plycie gtdéwnej wymieniajg ze soba dane za pomoca
magistrali komunikacyjnej. Magistrale sa zbudowane w oparciu o ustalo-
ne standardy, ktdre okreslaja m.in. czgstotliwos¢ pracy procesora, predkosé
transmisji danych oraz zestaw mozliwych urzadzen wspétpracujacych.
Standardy dotyczg takze portow (ztaczy wraz z ustalonym sposobem wy-
miany danych) i sterownikéw (urzadzen sterujacych) podfaczanych urza-
dzen.

Rozréznia sig kilka rodzajow portéw. Podstawowy podziat dzieli por-
ty na szeregowe (wolniejsze) i réwnolegte (szybsze). W portach szerego-
wych transmisja danych przebiega sekwencyjnie, bit po bicie, podczas gdy
w portach rownoleglych transmisja przebiega znakami (bajtami) — wszyst-
kie bity znaku sg przekazywane jednoczesnie przez kilka linii (przewo-
dow). Porty szeregowe sa wykorzystywane np. do komunikacji z myszka
lub modemem, a réwnolegle — do komunikacji z drukarka, skanerem i ze-
wnetrznymi napgdami dyskow.

Na ptycie gléwnej sg takze umieszczane procesory pomocnicze i pa-
migci stale zawierajace programy stuzace do organizacji pracy kompute-
ra. Programami takim sa np. BIOS (Basic Input Output System), ktdry
m.in. rozpoznaje rodzaje dotaczanych urzadzen, takich jak: czytniki dys-
kietek lub dyskéw oraz CHIPSET, ktory odpowiada za komunikacje po-
szczego6lnych komponentéw umieszczonych na plycie glownej z proce-
sorem.

Procesor

Procesor jest najwazniejszym sktadnikiem komputera. Ze wzgledu na nie-
zwykle wysokie wymagania zwigzane z produkcja, a zwhaszcza rozwo-
jem procesoréw opfacalna jest tylko produkcja masowa na skale swiato-
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wa. W zwiazku z tym liczba producentéw procesoréw maleje, obecnie ry-
nek komputer6w osobistych zdominowaty dwie firmy: Intel i AMD.

Z punktu widzenia uzytkownika komputera posrednia miara wydaj-
nosci procesora sg dwa parametry: czgstotliwos¢ jego zegara synchroni-
zZujacego oraz rozmiar jego wewnetrznej pamieci notatnikowe;.

Zegar wyznacza podziat czasu na odcinki, podczas ktorych poszcze-
golne elementy procesora wykonuja przydzielone im czynnosci. Obecnie
typowa czgstotliwos¢ zegara synchronizujacego wynosi pojedyncze GHz
(gigaherce).

Natomiast rozmiar pamigci notatnikowej (cash) wynosi ok. 512 KB.
Pamig¢ wewngtrzna jest bardzo szybka, ale jednoczesnie bardzo droga
(okoto potowy ceny procesora). Miarg szybko$ci pamieci jest czas doste-
pu do pamigci — czas, jaki uptywa od momentu, w ktérym procesor za-
da dostgpu do zawartosci komorki, do momentu uzyskania tej zawarto-
sci. W przypadku gamiqci notatnikowej okres ten wynosi utamki nanose-
kund (1 ns = 107" s), podczas gdy czas dostgpu do pamigci operacyjnej
wynosi pojedyncze nanosekundy, a dostgp do dyskowej pamieci magne-
tycznej wynosi kilka, kilkanascie milisekund (1 ms = 107"s).

Warto przypomnie¢ tzw. prawo Moore’a — bylego prezesa Intela,
ktéry przed prawie 40 laty powiedziat potzartem, ze co 18 miesigcy wy-
dajnos¢ procesorow sie podwaja, a ich ceny spadaja o potowe. Prawo to
zadziwia swoja trafnoscia do dzis. Wedtug aktualnych prognoz taki trend
moze trwaé do ok. 2020 r., kiedy nastapi kres rozwoju obecnie wykorzy-
stywanej technologii potprzewodnikowej. Poczatki tej technologii siggaja
konica lat pigédziesiatych ubieglego wieku. Najpierw wykorzystywano po-
jedyncze tranzystory do konstrukeji uktadow cyfrowych, pdzniej rozpo-
czal si¢ proces integracji zestawdw tranzystorowych w coraz bardziej zto-
zone uktady funkcjonalne. Obecnie tzw. uktady wielkoscalone stanowia
uktad warstw materiatu pétprzewodnikowego i przewodnika o grubosciach
tysigcznej czesci ludzkiego wlosa. Dalsze zmniejszanie grubosci do warstw
o grubosci kilku atoméw doprowadzi do pojawienia si¢ zjawisk fizycz-
nych, ktére uniemozliwia funkcjonowanie uktadéw w oparciu o dotych-
czas przyjmowane zasady (jeden z kierunkéw prowadzonych aktualnie ba-
dan wigze sie z tzw. komputerami kwantowymi).

Rozwdj technologii elektronicznej doprowadzit do tego, ze coraz czg-
Sciej stawia si¢ pytania o ograniczenia fizyczne. Poza oméwionym ogra-
niczeniem sg jeszcze dwa inne: rozchodzenie si¢ sygnatow elektrycznych
z predkoscia $wiatta oraz odprowadzanie ciepta wydzielajacego si¢ w ukta-
dzie w wyniku przetaczania.
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Z pierwszego ograniczenia wynika zaleznos¢ pomigdzy maksymalnym
wymiarem liniowym L procesora a czg¢stotliwoscia pracy zegara @, mia-
nowicie: w< ¢/L, gdzie ¢ oznacza pr¢dkos¢ swiatla. Chodzi o to, ze wy-
miar liniowy nie moze przekroczy¢ dhugosci potrzebnej na rozejscie si¢
jednego impulsu synchronizujacego. Ze wzoru wynika, ze np. przy zega-
rze 2 GHz maksymalny rozmiar liniowy procesora nie moze przekraczac¢
15 cm.

Drugie ograniczenie trzeba bra¢ pod uwage przy okresleniu maksy-
malnej szybkosci przetaczania ul\}adow Kazdy procesor, ktéry przetacza
si¢ z czestotliwosciag wigkszg niz 10" Hz, ulegnie zniszczeniu cieplnemu,
niezaleznie od pomystowosci konstruktoréw. Przypomnijmy, ze obecnle
stosowane czestotliwosci wynosza pojedyncze GHz, a 1| GHz = 10° Hz.

Pamieci

Pamieci wspdlczesnych komputeréw nie sg jednorodne. Komputer dyspo-
nuje kilkoma rodzajami pamieci, ktére roéznia si¢ istotnymi parametrami.
Zasadniczymi parametrami, ktore zwykle bierze si¢ pod uwagg, sa:

— szybkos¢ pamieci — czas dostepu i predkos¢ transmisji,

— jednostkowy koszt (np. 1 bajtu),

— trwatos¢ zapisu.

Szybkos¢ pamigci jest scisle skojarzona z kosztem jednostkowym —
koszt jednostkowy rosnie gwattownie ze wzrostem szybkosci pamigci.
Powoduje to, ze projektanci wprowadzaja kilka poziomoéw hierarchii pa-
mieci. Pamieci sg umieszczane wewnatrz i na zewnatrz komputera. Ty-
powe rozwigzania obejmuja;:

— superszybka, wzglednie mata, ponizej 1 MB, pamie¢ notatnikowa
(podreczng) wewnatrz procesora,

— szybka pamig¢ operacyjna, nazywana tez pamigcia RAM (Random
Access Memory), o rozmiarach ponizej 1 GB,

— wolng pamig¢ wewnetrzng na dyskach magnetycznych, o rozmia-
rach dziesiatkow GB,

— wolna i mata (1,4 MB) pamig¢ zewnetrzna na dyskietkach magne-
tycznych,

— wolng i duzg (kilkanascie GB) pamig¢ na dyskach optycznych CD
(Compact Disc) i DVD (Digital Versatile Disc, poprzednio Digital Video
Disc),
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— duze zewngtrzne pamigci dyskowe lub tasmowe o pojemnosciach
mierzonych w TB dla serweréw przechowujacych duze bazy danych.

Rozmiary poszczegdlnych rodzajow pamieci nalezy dobiera¢ stosow-
nie do przewidywanych zastosowan komputera. Mechaniczne zwicksza-
nie rozmiaru pamigci, nawet tej najszybszej, moze nie wplynaé na wy-
dajno$¢ komputera podczas wykonywania okreslonych aplikacji.

Pamigci réznig si¢ trwaloscia zapisu — wyrdznia si¢ pamieci trwate
i tymczasowe. Pamigc jest trwata, jezeli jej zawarto$¢ nie ulega zmianie
po wylaczeniu zasilania, natomiast pamig¢ tymczasowa zachowuje swa
zawartos¢ tylko podczas zasilania komputera. Pamigci notatnikowa i ope-
racyjna sa pamigciami tymczasowymi, natomiast pamieci magnetyczne
— dyskowa i taSmowa — sa pamigciami trwatymi.

Pamigc¢ notatnikowa i operacyjna sg pamigciami pdtprzewodnikowy-
mi, co nie oznacza jednak, ze wszystkie pamigci pdiprzewodnikowe sq
tymczasowe. Wsrod pamigci potprzewodnikowych sa rowniez pamigci
trwate, ale ograniczone tym, ze ich zawartos¢ nie moze ulega¢ zmianie
— nazywamy je pamigciami statymi lub pamigciami ROM (Read-Only
Memory). Stuza one do pamigtania programéw statych umieszczanych na
ptycie gléwne;j, takich jak BIOS czy CHIPSET.

Nowym rodzajem potprzewodnikowej pamigcei statej jest pamigé typu
flash. Ma ona ograniczenie polegajace na tym, ze maksymalna liczba ope-
racji zapisu do pamieci jest rzedu kilku tysigcy. Pamigé jest szybka, jej
wielkos¢ wynosi kilkaset MB; uzywana jest powszechnie w cyfrowych
aparatach fotograficznych.

Podobnie trwatle i stale sg pamigci na dyskach optycznych, przy czym
nowsze rozwiazania pozwalajg na zapis wielokrotny. Dyski CD sg wy-
pierane powoli przez dyski DVD.

Klawiatura

Klawiatura jest podstawowym urzadzeniem wejsciowym, za pomoca kt6-
rego uzytkownik moze wprowadzaé do komputera dane w postaci tek-
stowej.

Ze wzgledu na rozwiazania fizyczne wyrdzniamy klawiatury dotyko-
we (sensorowe) i mechaniczne oraz klawiatury przewodowe i bezprze-
wodowe.

Funkeje klawiatury moze tez pemni¢ ekran dotykowy. Takie rozwiaza-
nie jest czesto spotykane w przypadku ekranéw monitoréw stuzacych do
przekazywania informacji na lotniskach, w hipermarketach, urzedach, ban-
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kach, a takze w komputerach podrgcznych. W tych ostatnich coraz czg-
$ciej wystepujg rozwiazania, ktore pozwalaja na rgczne pisanie rysikiem na
ekranie. Tak wprowadzony tekst jest automatycznie rozpoznawany i za-
mieniany na pismo drukowane, na ktéorym mozna dalej pracowac jak na
zwyktym tekscie wprowadzonym za pomocg klasycznej klawiatury. Oka-
zuje sig, ze powszechnie obowigzujacy model klawiatura — monitor nie
jest niezastapiony.

Klawiatury rdznig si¢ ponadto zestawem klawiszy i ksztattem. Zwy-
kle mozemy wyrdznic cztery grupy klawiszy:

— klawisze alfanumeryczne, stuzace wprowadzaniu liter, cyfr i zna-
kow interpunkcyjnych (ukiad przeniesiony z tradycyjnych mecha-
nicznych maszyn do pisania),

— klawisze numeryczne (uktad przeniesiony z kalkulatorow elektro-
nicznych),

— klawisze sterowania kursorem,

— rdzne zestawy klawiszy funkcyjnych.

Producenci staraja si¢ nada¢ klawiaturze ksztalt ergonomiczny, ufat-
wiajacy szybkie pisanie. Do tradycyjnego, powszechnie uzywanego ksztat-
tu zaproponowano podktadke pod nadgarstki, ktéra utatwia trzymanie rak
nad klawiaturg. Dalej posunigtym rozwigzaniem jest klawiatura ,tama-
na”, skladajgca sie¢ z dwoch, ustawionych pod roznym katem czesci: dla
lewej i prawe;j reki.

Przycisnigcie klawisza lub kombinacji klawiszy oznacza wprowadze-
nie do komputera pewnego znaku. Znak jest w pamigci komputera repre-
zentowany pewnym ciggiem binarnym — kodem znaku. Repertuar wpro-
wadzanych znakow i ich kodéw zalezy od przyjetego standardu. Jednym
z najpowszechniej stosowanym jest wspomniany standard ASCII, uzywa-
ny do reprezentowania znakow alfanumerycznych i sterujacych.

Mysz

Obok klawiatury nieodtacznym uzupetniajacym urzadzeniem wejsciowym
stafa sie¢ mysz. W pordéwnaniu do klawiatury mysz nie daje wprawdzie no-
wych mozliwosci wprowadzania danych, ale znacznie usprawnia i przy-
spiesza wykonywanie niektorych czynnosci. Mysz umozliwia sterowanie
obiektami widocznymi na ekranie monitora i zastgpuje klawisze klawia-
tury przeznaczone do sterowania kursorem ekranu i akceptacji polecen.
Podobnie jak w przypadku klawiatury, mamy rozmaito$¢ rozwigzan
fizycznych — wyr6zniamy myszy mechaniczne i optyczne oraz myszy
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przewodowe i bezprzewodowe, te ostatnie w dwéch wersjach: sterowane
podczerwienia (rozwigzanie starsze) i falami radiowymi (rozwiazanie no-
wSsZ€).

Tradycyjna mysz posiada dwa lub trzy przyciski zastepujace klawisze
klawiatury Enter lub Esc, w zaleznodci od zdefiniowanej opcji, oraz sen-
sor (mechaniczna kulka lub element optyczny) rejestrujacy zmiane poto-
zenia myszy na podkfadce. Obecnie produkowane myszy sa wzbogacone
o dodatkowe przyciski, petniace funkcje lupy (powigkszania wskazanego
obszaru ekranu) oraz pokretta do pionowego i poziomego przesuwania
obrazu.

Odmiang myszy jest kot (frackball). Jest to odwrécona mysz — za-
miast obraca¢ kulka przez przemieszczanie myszy, obracamy kulka bez-
posrednio palcami, sterujac w ten sposob kursorem. Takie rozwiazania spo-
tykamy zwykle w komputerach przenos$nych. Za szczegdlny rodzaj kota
lub myszy, jak kto woli, mozna uwaza¢ dotykowa podktadke na kompu-
terach przenosnych, gdzie kursorem steruje si¢ przez przesuwanie pal-
cem po podktadce.

Za jeszcze inng odmiany myszy mozna uznac joystick, ktdry jest wy-
godnym manipulatorem w grach komputerowych.

Monitor

Monitory ekranowe sg podstawowym urzadzeniem wyjsciowym, na kto-
rych wyswietla si¢ teksty i obrazy.

Ze wzgledu na konstrukcje wyrdznia si¢ monitory kineskopowe —
CRT (Cathode Ray Tube), cieklokrystaliczne — LCD (Liquid Crystal
Display) i plazmowe. Dwa ostatnie pozwalajg na ptaska konstrukcje ekra-
nu. Zapowiadane sa inne konstrukcje, m.in. elastyczne ekrany polimero-
we, ktore majg da¢ si¢ zwija¢ w rulonik lub nawet sktada¢ jak kartka pa-
pieru.

Obecnie nie spotyka sie juz monitoréw monochromatycznych, wszyst-
kie monitory wyswietlaja obraz kolorowy. Rozni je liczba wyswietlanych
kolorow, cho¢ i tutaj ksztaltuje si¢ pewien standard wymagan minimal-
nych — ponad 16 tys. koloréw.

Zasadniczymi parametrami, waznymi z punktu widzenia uzytkowni-
ka, sa wielkos¢ i rozdzielczos¢ ekranu.

Wielkosé ekranu mierzy si¢ dtugoscia przekatnej wyrazonej w calach.
Zalezy to od rodzaju wykonywanej pracy, np. duzy ekran jest niezbedny
w przypadku pracy poligraficznej czy przy projektowaniu grafiki. Spoty-
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kane wielkosci ekranow zaleza od typu monitora, zazwyczaj ekrany ki-
neskopowe maja wielkos¢ 13-38 cali, ciekiokrystaliczne — 15-24 cale,
a plazmowe — 34-61 cali.

Obraz na ekranie skiada si¢ z matych jednobarwnych punkcikéw zwa-
nych pikselami. Kolor i jasnos¢ kazdego z pikseli sa sterowane oddziel-
nie. Ekran jest podzielony na piksele siatka linii poziomych i pionowych.
Liczba tych linii wyznacza rozdzielczos¢ ekranu. Typowa, powszechnie
spotykang jest rozdzielczo$¢ 1024 X 768.

[stotnym parametrem monitoréw kineskopowych jest czgstotliwosé od-
$wiezania obrazu, powinna ona wynosi¢ co najmniej 75 Hz — woéwczas
nie jest odczuwalny efekt mrugania obrazu, oraz wielkos¢ plamki omia-
tajacej ekran — od 0,20 do 0,28 mm; im mniejsza plamka, tym bardziej
wyrazny jest obraz.

Pelne wykorzystanie mozliwosci danego monitora jest uwarunkowane
jakoscia karty graficznej obstugi monitora, ktora jest zainstalowana w jed-
nostce centralnej komputera. Karta graficzna (karta video, adapter graficz-
ny) jest w istocie wyspecjalizowanym procesorem z wlasng pamigcia
wewnetrzng, ktéra stuzy do zapamigtywania wyswietlanego obrazu; jej
wielkos¢ powinna by¢ wieksza od 16 MB. Kartg charakteryzujq te same
parametry co monitor: liczba kolorow, rozdzielczos¢, czgstotliwos¢ od-
swiezania. Szczegolnie istotny jest dobor karty, gdy oczekujemy wyswie-
tlania nie tylko grafiki, ale i obrazow ruchomych. W rozwiazaniach spe-
cjalnych karta graficzna jest wyposazona w tzw. akcelerator graficzny,
ktory przyspiesza rysowanie obrazéw.

Drukarki

Drukarka jest uzupetniajacym urzadzeniem wyjsciowym. Uzywane sg glo-
wnie drukarki mozaikowe, laserowe i atramentowe.

Drukarki mozaikowe (iglowe) sg rozwigzaniem najstarszym, cho¢ na-
dal stosowanym, szczeg6lnie tam, gdzie jest wymagany wydruk dokumen-
tow w kilku kopiach. Podstawa ich zréznicowania jest liczba igiet uzy-
wanych do wydruku — mamy drukarki 9-, 12- i 24-iglowe (wigksza licz-
ba igiet podnosi jakos¢ wydruku). Drukarki te dobrze radza sobie z wy-
drukiem w trybie znakowym, ale wydruk w trybie graficznym pozosta-
wia wiele do zyczenia, nie pozwalaja natomiast na wydruk obrazéw ko-
lorowych.

Drukarki laserowe i atramentowe pozwalaja na uzyskanie wydruku
wysokiej jakosci obrazéw kolorowych. Drukarki laserowe sg drozsze od
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atramentowych, ale za to tansze w eksploatacji. W praktyce w biurach,
zakfadach pracy przewazaja drukarki laserowe, gdyz sq wydajne, wytrzy-
mujg duze obciazenie iloscia wydrukow i daja trwaty efekt (nie blaknie
i nie Sciera si¢), natomiast uzytkownicy domowi uzywaja raczej drukarek
atramentowych.

Istotnym elementem kosztéw eksploatacji drukarki atramentowej jest
liczba katamarzy. Najprostsze sa drukarki jednokatamarzowe, ale podczas
eksploatacji zmuszeni jestesmy zmieniaé kalamarz z atramentem czar-
nym na kolorowy, gdy napis lub rysunek musi by¢ kolorowy. Najbardzie;j
popularne sg obecnie drukarki dwukatamarzowe (jeden pojemnik z tuszem
czarnym i drugi z kolorowym), a od pewnego czasu pojawity sie drukarki
czterokalamarzowe — kazdy z podstawowych kolordow jest w oddziel-
nym pojemniku i wyczerpanie jednego z koloréw podstawowych ograni-
cza si¢ do wymiany jednego pojemnika.

Istotng cechg drukarek jest rozdzielczos¢ w poziomie i pionie poda-
wana w liczbie punktéw na cal, w skrécie DPI (Dots Per Inch). Wsrod
producentéw mozna zauwazy¢ dwa podstawowe systemy rozdzielczosci:
wielokrotnos¢ 360 lub 600 DPI. Jako minimum mozna przyjaé¢ 600 x 600
lub 720 x 720 DPI.

Obecnie wigkszos¢ drukarek potrafi drukowa¢ na kopertach, na folii
oraz na papierze o r6znych grubosciach. Typowa szybkos¢ wydruku tek-
stu to kilka, kilkanascie stron na minutg, drukowanie obrazéw jest na ogét
dtuzsze i zalezy od zadanej rozdzielczosci. Standardowym formatem pa-
pieru jest A4, drukarki o wigkszych formatach A3, A2 sg znacznie drozsze.

Skaner

Skaner jest urzadzeniem wejsciowym czytajacym dokumenty lub obrazy
zapisane na papierze. Obraz wejsciowego dokumentu jest poddany dys-
kretyzacji, to znaczy jego powierzchnia jest podzielona na piksele. Wczy-
tany dokument, niezaleznie od tego, czy zawiera tekst, czy grafike, jest
zapamigtany jako obraz.

Wyréznia sie skanery monochromatyczne i kolorowe. Podobnie jak
w przypadku drukarek, istotna jest ich rozdzielczos¢. Rozdzielczos¢ de-
cyduje o rozpoznawaniu szczeg6tdw, np. przy rozpoznawaniu matych pol-
skich liter zalecana jest minimalna rozdzielczo$¢ 1200 DPIL.

Do pracy ze skanerem bardzo przydatne jest oprogramowanie rozpo-
znajace tekst — oprogramowanie typu OCR (Optical Character Recogni-
tion), stanowiace tez standardowe wyposazenie wspomnianych tabletow.
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Jest ono szczegdlnie potrzebne przy skanowaniu dokumentéw tekstowych.
Poniewaz po bezposrednim przeczytaniu takiego dokumentu jest on zapa-
migtywany jako cyfrowy obraz, rozmiar pamigci potrzebny na jego prze-
chowywanie jest bardzo duzy, a ponadto nie ma bezposredniej mozliwo-
$ci modyfikacji tekstu. Program typu OCR analizuje cyfrowy obraz, roz-
poznaje wystepujace w nim znaki i na tej podstawie generuje plik tek-
stowy, ktéry mozna przetwarzac tak jak kazdy inny tekst.

Karta dZwiekowa

Powszechnym wyposazeniem komputera staja sie obecnie urzadzenia mul-
timedialne: mikrofon, kamera i glosniki. Dotaczenie ich do komputera wy-
maga po stronie komputera odpowiednich sterownikéw. Sterowniki mi-
krofonu i glosnikdw sg instalowane na karcie muzycznej, a sterowniki ka-
mery — na karcie video.

Modem i karta sieciowa

Komputery osobiste sa coraz cz¢sciej podtaczane do Internetu — $wiato-
wej sieci komputerowej. Praca w Internecie wymaga odpowiedniego wy-
posazenia w postaci karty sieciowej. Nowoczesne karty sieciowe sa uni-
wersalne, pozwalajg na dotaczenie przez lini¢ telefoniczna, telewizje ka-
blowa i przez pofaczenia sieciowe. Przez linie telefoniczne mozna prowa-
dzi¢ transmisj¢ danych z szybkoscig 56 Kb/s, przez pofaczenia telewizji
kablowej i sieci lokalnej — z szybkosciami 10-100 Mb/s.

System nieprzerywalnego zasilania

Standardowo komputery sa zasilane z sieci energetycznej. W przypadku
komputeréw domowych jest to zasilanie absolutnie wystarczajace. Na-
tomiast w przypadku komputerow obshugujacych zaktady pracy o ruchu
ciagtym, takie jak banki, wymagane jest zabezpieczenie na wypadek na-
wet chwilowych przerw w dostarczaniu energii. Najpowszechniej spoty-
kanym zabezpieczeniem jest urzadzenie zwane UPS (Uninterruptible Po-
wer Supplier). Jest to zasilacz bateryjny, ktéry automatycznie podejmuje
prace w wypadku zaniku zasilania z sieci energetyczne;j. Istotng cecha za-
silacza UPS jest, podobnie jak akumulatora, jego pojemno$¢ energetycz-
na, na podstawie ktdérej mozna wyliczy¢ okres zasilania danego kompute-
ra. Najprostsze urzadzenia pozwalajg tylko na krétki czas pracy (ok. 30
minut), w ktorym mozna ja zakonczy¢ w sposob uporzadkowany, to zna-



[II. Podstawowe informacje o komputerze osobistym 61

czy z zapamigtaniem stanu aktualnie wykonywanych zadai. Najbardziej
rozbudowane urzadzenia UPS nie tylko podtrzymuja okresowe zasilanie,
ale dodatkowo uruchamiaja alternatywne zrodta zasilania (agregaty prado-
tworcze).

Komputer domowy nie wymaga urzadzefi UPS, natomiast zaleca si¢
podiaczenie zasilania komputera przez deske zasilajaca z filtrem, ktory
ogranicza od gory przepigcia (skoki napigcia powyzej nominalnego za-
kresu 240 V). W ten sposob zapobiega si¢ ewentualnym awariom zasila-
cza komputera.

Elementy oprogramowania

Komputer przedstawia uzytkowa wartos¢ tylko wowczas, gdy jest wypo-
sazony w odpowiednie oprogramowanie. W uproszczeniu oprogramowa-
nie komputera mozna podzieli¢ na trzy hierarchicznie uporzadkowane war-
Stwy:

— oprogramowanie wbudowane,

— system operacyjny,

— oprogramowanie aplikacyjne.

Hierarchia pomigdzy warstwami opiera si¢ na zalezno$ci ustugodaw-
ca-ustugobiorca. Kazda warstwa potozona nizej w hierarchii oferuje pe-
wien zestaw ustug warstwie potozonej wyzej. Zatem warstwa nizsza jest
ustugodawca dla warstwy wyzszej, a warstwa wyzsza — ustugobiorcg
ustug warstwy nizszej.

Najnizsza warstwg oprogramowania jest oprogramowanie wbudowa-
ne w sprzet komputerowy. Oprogramowanie dla komputerow osobistych
nazywa si¢ systemem BIOS (Basic Input Output System). Jest on przecho-
wywany w pamigci stalej na plycie gléwnej komputera. System urucha-
mia si¢ automatycznie po wigczeniu zasilania komputera. Celem dziatania
tego oprogramowania jest rozpoznanie aktualnej konfiguracji sprzgtowej
i sprawdzenie gotowosci poszczegdlnych elementéw sprzgtowych, a na-
stepnie przekazanie pracy oprogramowaniu, ktore znajduje si¢ w warstwie
Wyzszej.

Nastepna warstwe oprogramowania stanowi system operacyjny. Jest on
zasadniczg czescia oprogramowania, ktére organizuje prace komputera.
System BIOS jest specyficzny dla danego typu ptyty giéwnej 1 opracowy-
wany przez producenta sprzetu. Wraz ze sprzgtem system BIOS wyzna-
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cza standardows platforme, na ktérej mozna umiesci¢ i umozliwi¢ funk-
cjonowanie systemu operacyjnego.

System operacyjny jest posrednikiem pomigdzy komputerem a jego
uzytkownikami. Jest on programem, albo precyzyjniej: kolekcja progra-
mow. Jego zadaniem jest realizacja polecen kierowanych do komputera
przez jego uzytkownikow. Do realizacji zlecen uzytkownikdw system ope-
racyjny wykorzystuje elementy sktadowe kontiguracji komputera: proce-
sor, pamieci, urzadzenia zewngtrzne, oraz zasoby informacyjne: pliki za-
warte w pamigci komputera.

Podstawowe funkcje wykonywane przez system operacyjny obejmujg
nastgpujace grupy czynnosci:

— obstuge komunikacji z uzytkownikiem (klawiatura, mysz, monitor),

— obstuge innych urzadzen zewnetrznych (drukarka, modem),

— zarzadzanie pamigcia operacyjng i dyskowsg (przydzielanie i zwal-
nianie miejsca w pamieci dla wykonywanych aplikacji, okresowe
porzadkowanie pamigci — odsmiecanie),

— zarzadzanie procesorem (przydziat dostepu do procesora wykony-
wanym aplikacjom).

Najczesciej spotykamy dwie rodziny systemow operacyjnych — Win-
dows 1 Unix. Kazdy z tych systeméw wystgpuje w licznych, ciagle ewo-
luujacych odmianach i wersjach. Systemy te funkcjonuja we wszystkich
komputerach osobistych zaliczanych do rodziny komputeréw IBM PC
(International Business Machines Personal Computer). Komputery tej ro-
dziny oparte s na standardzie architektury opracowanej przez firm¢ IBM
na poczatku lat osiemdziesiatych.

System operacyjny umozliwia dostep do ustug nastgpnej warstwy opro-
gramowania, a takze dostarcza pewnych wilasnych ustug uzytkownikom
komputera. Do ustug tych naleza:

— otwieranie/zamykanie sesji uzytkownika (logowanie/wylogowanie).
Otwieranie sesji polega zwykle na podaniu identyfikatora uzytko-
wnika oraz hasta dostgpu. Po otwarciu sesji uzytkownik moze ko-
rzysta¢ z oprogramowania aplikacyjnego i operacyjnego. Nie wszy-
scy uzytkownicy musza mieé takie same prawa dostepu (admini-
stratorzy systemu maja prawo do korzystania ze wszystkich ustug
systemu operacyjnego, natomiast pozostali uzytkownicy mogga ko-
rzysta¢ tylko z czeSci ustug systemu operacyjnego, maja ograni-
czone mozliwosci dostepu do plikow i wykonywanych na nich ope-
racji);
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ustugi katalogowe — obejmuja przegladanie katalogéw (folderéw,
kartotek) i ich zawartosci, tworzenie i kasowanie katalogéw, po-
szukiwanie plikow;

wybor i uruchamianie aplikacji — umozliwia uzytkownikowi wy-
bor 1 uruchomienie dowolnego programu umieszczonego w pamieci
komputera;

ustugi administracyjne — pozwalaja na tworzenie grup uzytkow-
nikéw i przedzielanie im uprawnien;

ustugi konfiguracyjne — dotycza instalowania i deinstalowania pro-
gramow, ustalania parametrow urzadzen komputera — ekranu, kla-
wiatury, ustawianie czasu i daty itd.

Nastgpng warstwa jest warstwa oprogramowania aplikacyjnego obej-
mujaca zbior programéw aplikacyjnych (krétko: aplikacji), ktére moze
wykorzystywac uzytkownik komputera. Warstwa ta moze funkcjonowac
tylko dzigki obecnosci systemu operacyjnego stanowiacego srodowisko
wykonawcze dla programéw warstwy aplikacji. Jest to warstwa bardzo bo-
gata, gdyz moze zawiera¢ dowolnie zestawione programy stosownie do
potrzeb konkretnego uzytkownika. W warstwie tej mozna wyrdznié¢ przy-
najmniej trzy kategorie aplikacji:

ogdlnego przeznaczenia, np. pakiet Microsoft Office w Srodowisku
systemu operacyjnego Windows,

specjalistyczne, np. oprogramowanie do prowadzenia ksiag handlo-
wych, rozliczen finansowo-ksiggowych, zintegrowanego zarzadzania
przedsigbiorstwem MRP (Manufacturer Resource Planing),
narzedziowe, stuzace do wytwarzania innego oprogramowania, czy-
li tzw. srodowiska projektowo-programistyczne.

Popularny pakiet Microsoft Office zawiera wiele aplikacji wystarcza-
Jjacych do typowych potrzeb uzytkownika. Sa w nim zawarte m.in.:

edytory: tekstowo-graficzny (Word), graficzny (Photo Editor),
arkusz kalkulacyjny (Excel),

program prezentacyjny (Power Point),

system zarzadzania bazami danych (Access),

przegladarka sieciowa (Internet Explorer),

poczta elektroniczna (Microsoft Outlook).

Wymienione trzy warstwy oprogramowania — BIOS, system opera-
cyjny, warstwa aplikacji — wspdlpracuja ze soba. Warstwa nizsza do-
starcza ustug, z ktorych korzysta¢ moze warstwa wyzsza. Wspodtpraca ta
jest tez widoczna podczas uruchamiania komputera.
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Po wiaczeniu zasilania natychmiast rozpoczyna prace BIOS, ktory
wykrywa elementy konfiguracji sprzgtowej i przeprowadza ich diagno-
styke, a nastgpnie wprowadza do pamigci operacyjnej — z dyskietki lub
dysku wewnetrznego — jadro systemu operacyjnego. Jadro po zainicjali-
zowaniu umozliwia uzytkownikowi rozpoczgcie pracy, to znaczy otwar-
cie sesji (logowanie), a nastgpnie wybor wykonywanie dostepnych apli-
kacji — programéw z warstwy aplikacji.



IV. SYSTEM PLIKOW

Czym sa pliki?

Dane i programy sa przechowywane w pamigci komputera jako pliki.
Plik jest jednostka zapisu i przechowywania danych w komputerze, jego
zawartoS¢ ma postac ciagu bitéw. Plik ma nazwe i atrybuty.

Mamy rézne rodzaje plikow. Podstawowy podziat wyrdznia dwie ka-
tegorie plikow: wykonywalne i niewykonywalne. Zawartoscia plikéw wy-
konywalnych sa programy, niewykonywalnych — dane. Pliki niewykony-
walne klasyfikuje si¢ za wzgledu na rodzaj przechowywanych danych.
Stad méwimy o plikach:

— tekstowych,
graficznych,
dzwigkowych,
filmowych.

Czesto mamy pliki, ktore zawieraja jednoczesnie roézne rodzaje danych
— sg to pliki wielomedialne. Kolekcje plikow mozna wiazaé ze soba
w catosci — pliki hipertekstowe lub hipermedialne.

Pliki tez rozrdznia si¢ z punktu widzenia aplikacji, ktore je wykorzy-
stuja lub wytwarzaja. Ze wzgledu na rozmaitos¢ aplikacji trudno przed-
stawi¢ systematyczna klasyfikacjg¢ rodzajow plikow.

Pliki r6znych rodzajéw stosuja rozne formaty zapisu, czyli kodowania
danych. Kazdy plik przechowywany w pamigci ma swoj identyfikator —
nazwe. Powszechnie przyjmuje si¢, ze nazwa pliku jest napisem, ktory skla-
da si¢ z dwdch czgsci: nazwy glownej i rozszerzenia, przedzielonych krop-
ka. Nazwa pliku moze jednak skfada¢ z wielu czgsci. Nazwa gtéwna mo-
ze by¢ ustalana dowolnie przez uzytkownika, natomiast rozszerzenie stu-
zy okresleniu rodzaju pliku. W obrebie kazdej kategorii plikéw spotyka-
my rozne rozszerzenia. Oto przyktadowe nazwy plikow:

méjProgram. exe

mojeDane. txt
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Nazwami gldwnymi sa méjProgram oraz mojeDane, natomiast exe
oraz txt sg rozszerzeniami.

Rozszerzenie exe, a takze inne, jak: com, ddl, oznaczaja, ze plik jest
wykonywalny. Rozszerzenie txt oznacza, ze plik jest niewykonywalny,
a jego zawartoscig jest tekst.

Plikom przechowywanym w pamigci przypisuje si¢ pewne atrybuty,
takie jak:

— data i czas utworzenia (lub ostatniej modyfikacji) pliku,

— rozmiar pliku,

— okreslenie dopuszczalnych operacji wykonywanych na pliku, np.
tylko czytaj, czytaj lub pisz do pliku.

Pliki przechowywane w pamigci komputera sa grupowane w katalogi
(foldery).

Pliki tekstowe i tekstowo-graficzne

Pliki tekstowe zawieraja cigg znakdéw z okreslonego repertuaru znakow.
Kazdy znak jest reprezentowany przez ciag bitdw. Repertuar znakéw wraz
ze sposobem kodowania binarnego nazywamy kodem znakowym. Wsrod
wielu kodéw warto przypomnie¢ wezesniej omawiane kody ASCII oraz
UNICODE. Zgodnie z polskimi normami technicznymi obowiazujacym
sposobem kodowania tekstéw pisanych po polsku jest 8-bitowy kod ISO-
-Latin-2, nazywany réwniez ISO-8859-2. Kod obejmuje wszystkie znaki
alfabetu polskiego, a takze innych jezykow stowianskich bazujacych na
alfabecie facinskim, oraz znaki alfabetu niemieckiego, wegierskiego 1 ru-
munskiego.

Pliki tekstowe sq zwykle zaznaczane przez rozszerzenie nazwy txt.
Programy, ktore wytwarzaja pliki tekstowe, nazywane sa edytorami. Po-
zwalaja one uzytkownikowi na tworzenie, modyfikowanie i zapamigtywa-
nie, a takze drukowanie dokumentéw tekstowych. Edytor tekstowy nie-
zbedny jest m.in. do przygotowania tekstu programu.

Pierwotne pojecie dokumentow tekstowych z czasem ulegto rozsze-
rzeniu. Obecnie dokumenty wytworzone za pomocg edytoréw, takich jak
Word z pakietu Microsoft Office (rozszerzenie doc), okreslane nominal-
nie jako tekstowe, oprocz samego tekstu zawieraja np. tabele, wykresy,
wzory matematyczne. Pociagngto to za soba koniecznos¢ opracowania
nowych rozszerzonych formatéw. Przyktadami szeroko rozpowszechnio-
nych formatow zawierajacych teksty wraz grafikg sa: Portable Document
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Format (pdf) oraz PostScript (ps). Z tego wzgledu wiele edytoréw po-
siada mechanizmy transformacji wlasnego specyficznego formatu na for-
mat pdf lub ps.

Pliki graficzne

Wyroznia si¢ dwa sposoby reprezentacji obrazow: rastrowa (cyfrowa)
i wektorowa.

Digitalizacja obrazu w grafice rastrowej polega na podziale obrazu na
piksele. W takiej wlasnie postaci obraz jest przedstawiany na ekranie mo-
nitora lub na wydruku z drukarki. Prostokat, w ktorym zawiera sie obraz,
jest podzielony liniami poziomymi (rzgdu 400-800) i pionowymi (rzedu
600-1200) na piksele. Pojedynczy piksel na calej swojej powierzchni ma
taki sam kolor.

Digitalizacja, chociaz jest uproszczeniem obrazu, daje catkiem dobre
efekty, gdyz oko ludzkie ma ograniczong rozdzielczo$¢ i nie dostrzega,
ze ogladany obraz sktada si¢ z kolorowych punkcikow, podobnie jak przy
ogladaniu wystaw malarskich nie mozna z daleka dostrzec $ladéw pocia-
gnigc¢ pedzlem na olejnym obrazie.

Kolor piksela jest zapamigtywany jako liczba binarna. Zwykle do za-
pisu koloru uzywa sie | lub 2 bajtéw, co oznacza odpowiednio 2° = 256
lub 2'° = 65536 koloréw. Pojedynczy obraz o sredniej jakosci — 600 x
800 pikseli, przy rozrdznianiu 256 koloréw — wymaga do zapamigtania
3750 KB. Pamig¢ ta nie zalezy przy tym od tego, co obraz przedstawia.

Do reprezentacji koloru piksela uzywa si¢ roznych systemow. Naj-
bardziej popularny jest system RGB (red — green — blue), gdzie kazdy
kolor jest przedstawiany w postaci mieszanki koloréw podstawowych —
czerwonego, zielonego i niebieskiego.

System RGB jest powszechnie stosowany w grafice ekranowej, a tak-
ze przy wydruku, cho¢ w tym przypadku stosuje si¢ takze inne systemy,
np. CMYK (cyan — magenta — yellow), ktdry jako podstawowe przyjmu-
je kolory turkusowy, fioletowy i zotty.

Oprécz wymienionych stosowane sg takze inne systemy, m.in. ERGB
(Enhanced RGB) oraz HSV lub HSB (Hue, Saturation, Value/Brightness),
czyli odcien, nasycenie, jasnosc.

Poniewaz zapis obrazu w postaci rastrowej wymaga duzej pamigci,
opracowano rézne sposoby kompresji plikéw graficznych. Kompresja ozna-
cza, ze obraz oryginalny przed zapisem w pamigci komputera przetwarza
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si¢ tak, aby zredukowa¢ rozmiar pamigci potrzebnej do jego zapamigta-
nia. Wyrdznia si¢ dwie kategorie kompresji: bezstratng i stratng. Bezstrat-
ny sposob kompresji oznacza, ze obraz skompresowany przy odtwarza-
niu (wyswietlaniu lub wydruku) ma dokfadnie takg sama posta¢ jak obraz
oryginalny. Natomiast kompresja stratna oznacza, ze obraz odtworzony
po skompresowaniu nie jest identyczny, ale zmiany w obrazie nie powin-
ny by¢ istotne, najlepiej gdyby nie byly rozréznialne przez cziowieka.
Oczywiscie, nie wszystkie metody kompresji stratnej spetniaja takie wy-
magania.

Stad mamy rozne formaty i rozszerzenia nazw tych plikéw, najcze-
Sciej spotykane to: bmp (bitmap) — zapis bez kompresji, gif (Graphics
Interchange Format) — zapis z kompresja bezstratna, jpeg (Joint Photo
Expert Group) — zapis z kompresjg stratna.

Niektore graficzne formaty rastrowe (np. gif) pozwalaja na umiesz-
czanie w pojedynczym pliku wielu ,klatek”, ktére — ogladane kolejno
~ — stwarzajq wrazenie ruchu. W prostej animacji ptynnego ruchu kolejne
klatki sa do siebie bardzo podobne, co mozna wykorzysta¢ w odpowied-
niej metodzie kompresji danych. Dlatego profesjonalisci korzystaja ze spe-
cjalnych formatéw zapisu obrazu ruchomego, takich jak mpeg i avi,
ktore maja rowniez charakter rastrowy.

Digitalizacja obrazu w grafice wektorowej polega na ztozeniu catego
obrazu z pewnego zestawu elementarnych obiektéw, np. linii (prostych lub
krzywych), wielokatow, kol, i ich rozmieszczeniu na pewnym tle. Kazdy
elementarny obiekt ma stalq reprezentacje cyfrowa. Do ich zapamigtania
nie potrzeba tak duzej pamigci jak w przypadku reprezentacji rastrowe;.
Np. do zapamigtania odcinka wystarcza: wspdtrzedne jego koncow, gru-
bos¢ i kolor. Do zapamigtania obrazu, ktory zawiera tylko jeden odcinek,
potrzebny jest dodatkowo kolor tla, razem mniej niz 100 bitéw! Oczywi-
scie, w przypadku bardziej ztozonych obrazéw bedzie potrzebna wigksza
pamig¢.

Reprezentacji wektorowej uzywa si¢ przy przechowywaniu obrazu
w pamigci masowej lub podczas przesytania w sieci komputerowej. Na-
tomiast przy wyswietlaniu lub wydruku obraz w postaci wektorowej jest
przeksztalcany w posta¢ rastrowg. Obraz przedstawiany na urzadzeniu
(monitor, drukarka, ploter) jest ,kreslony” element po elemencie. Kazdy
element obrazu jest opisany za pomoca pewnej liczby cech (atrybutéw),
ktérych wartosci mozna zmienia¢ podczas edycji. Cechy — ich nazwy,
wiasciwosci i zasady edycji — zaleza od srodowiska, w ktorym powstaje
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obraz. Poszczegdlne elementy obrazu moga si¢ wzajemnie przestaniaé
lub przenika¢. Przyktadami formatéw grafiki wektorowe;j sa:

— Computer Graphics Metafile — do prezentacji obiektéw dwuwy-
miarowych (rozszerzenie cgm),

— AutoCAD — do prezentacji obiektéw tréjwymiarowych (rozsze-
rzenie dgn),

— Scalable Vector Graphics — do prezentacji obiektéw dwuwymia-
rowych na stronach internetowych (rozszerzenie svg),

— Portable Network Graphics, zapis z kompresja (rozszerzenie png),
stosowany m.in. do zapisu zdje¢ w cyfrowych aparatach fotograficznych.

Dla zapisu plikéw czysto graficznych o wysokich wymogach dotycza-
cych rozdzielczosci, wiernosci oddania odcieni szarosci lub koloréw przy
powigkszaniu lub zmieszaniu obrazu opracowano wiele standardow. Stan-
dardy te obejmuja definicj¢ formatow, a takze sposobéw kompresji. Naj-
czgsciej spotykane obecnie formaty to Joint Photographic Experts Group
oraz Graphics Interchange Format (rozszerzenia odpowiednio jpeg lub
jpg oraz gif). Standard JPEG zostat zaprojektowany do kompresji i de-
kompresji obrazéw kolorowych albo obrazéw o zréznicowanym stopniu
szarosci. Nie jest natomiast przeznaczony dla obrazow czarno-biatych ani
do obrazéw ruchomych.

Odpowiednikiem edytorow tekstowych sa w omawianym przypadku
edytory graficzne. Mamy tu do czynienia z szeroka gama rozwiazan, od
najprostszych stanowiacych rozszerzenia edytorow tekstowych po edyto-
ry graficzne zintegrowane z réznymi systemami projektowania wspoma-
ganego komputerowo. Przykltadem systemdéw projektowania jest rodzina
tzw. systeméw CAD (Computer Added Design). Specjalizacje tych syste-
moéw stuzg do projektowania roznych klas urzadzen, np. do projektowa-
nia architektonicznego, konstrukcji maszynowych, aranzacji i oSwietlenia
wnetrz.

Pliki audio (dzwiekowe)

Zrodbo dzwieku generuje fale, ktora mozna przedstawi¢ w postaci funkcji
natezenia dzwigku. Zapamigtanie dzwigku oznacza zapamigtanie tej funk-
cji. Funkcje te poddaje si¢ digitalizacji polegajacej na kwantyzacji czasu
i dyskretyzacji nat¢zenia. Kwantyzacja oznacza podziat osi czasu na ro-
wne odcinki (kwanty), a dyskretyzacja — podzial przedziatu natgzenia
dzwigku na pewna liczbg odcinkow (probek). Kazdemu z kwantéw czasu
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przypisuje si¢ jedng z dyskretnych wartoéci nat¢zenia, dajaca sie repre-
zentowac liczba binarng o ustalonej liczbie bitéw. Typowym standardem
Jest kwantyzacja czasu z czgstotliwoscia 44,1 kHz i podziat przedziatu na-
tezenia na liczbg probek okreslonych 16-bitowa liczba. Zawartoscig pliku
dzwigkowego jest ciag probek dzwigku. Oznacza to, ze do zapamigtania
1 sekundy dzwigku potrzeba ok. 1,4 Mb.

Rys. 4.1
Hlustracja kwantyzacji dzwigku

natgzenie
dzwigku

czas

Podobnie jak w przypadku digitalizacji obrazéw, digitalizacja dzwie-
kéw jest akceptowana dzigki ograniczeniom ludzkiego stuchu. Ograni-
czenia te odnoszg si¢ do zakresu czgstotliwodci styszalnych przez czto-
wieka — od kilku Hz do kilkunastu KHz, oraz do wrazliwosci na zmiane
natezenia dzwigku. Przedstawiony standard w znacznym nadmiarze po-
krywa wymagania ludzi o najlepszym nawet stuchu.

Digitalizacje dzwigku stosuje si¢ takze w innych dziedzinach, np. w te-
lefonii cyfrowej, przy czym uzywa si¢ tam standardéw o nizszej jakosci.

Podstawowym problemem przy zapisie dzwigku jest ogromne zapotrze-
bowanie na pamigé. Ma to szczegdlne znaczenie przy przesytaniu dzwie-
ku w Internecie, gdyz pociaga za soba duze wymagania dotyczace prze-
pustowosci linii transmisyjnych. Podobnie jak w przypadku obrazéw, opra-
cowano mechanizmy kompresji plikow dzwigkowych. Powszechnie sto-
sowane metody kompresji stratnej polegaja na takiej eliminacji czesci in-
formacji zawartej w pliku dzwigkowym, by odbiorca nie mogt odréznié
dzwigku powstatego z odtwarzania pliku skompresowanego od dzwieku
powstatego z odtwarzania pliku nieskompresowanego.
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Stosowany obecnie standard kompresji MP3, opracowany przez Mo-
ving Picture Expert Group, pozwala na 12-krotne zredukowanie rozmiaru
plikow. Pliki zapisane zgodnie z tym standardem maja rozszerzenie mp3.

Znane sa tez inne standardy, np. system waveform (rozszerzenie wav)
stosowany przez Microsoft; okresla on wspdtprace przez interfejs MIDI
(Musical Instrument Digital Interface) i zostal opracowany dla potrzeb
zespotdw muzycznych.

Tworzenie plikow dzwigkowych moze polegaé na rejestrowaniu natu-
ralnych Zrodet dzwigku (nagrywanie rozmowy, wystepéw muzycznych),
ale takze na sztucznym ich wytwarzaniu za pomoca specjalistycznego opro-
gramowania stanowiacego wyposazenie studiow muzycznych. Z punktu
widzenia niezaawansowanego uzytkownika komputera przydatny jest tyl-
ko program pozwalajacy na odtworzenie plikow muzycznych. Programéw
takich jest wiele, np. Quick Time Player wchodzacy w skiad systemu Mi-
crosoft Windows.

Pliki video (filmowe)

Digitalizacja obrazu ruchomego polega na przedstawieniu go jako ciagu
statycznych obrazéw graficznych. Takie podejscie jest stosowane od za-
rania kinematografii i telewizji. Wspdtczesny standard kinowy polega na
wyswietlaniu 24 klatek (obrazow) na sekunde, a telewizji analogowej —
25 klatek na sekundg. Dzigki bezwiadnosci ludzkiego oka ciag wyswietla-
nych obrazéw daje wrazenie ruchu ciaglego. Standardy te nie sa najwyz-
szej klasy, o czym mozna si¢ przekona¢ po zauwazalnym drganiu obrazu
filmowego lub telewizyjnego ogladanego z boku katem oka. W przypad-
ku ruchomego obrazu wyswietlanego na ekranie monitora unika si¢ tego
efektu dzigki zwigkszeniu liczby wyswietlanych obrazow (czgstotliwosci
odtwarzania) do ponad 70 na sekunde.

Ze wzgledu na ogromne znaczenie obrazu ruchomego w zastosowa-
niach informatycznych, w tym internetowych, oraz ich powiazan z kine-
matografia i telewizja cyfrowa, od poczatku lat dziewigédziesiatych w ra-
mach ISO sg prowadzone prace nad standardami reprezentacji i kompre-
sji obrazu ruchomego. Prace te dodatkowo uwzgledniaja powiazania obra-
zu z dzwigkiem i animacja komputerowa. Efektem prac jest seria standar-
déw o nazwie MPEG (od Moving Picture Experts Group — grupy robo-
czej dziatajacej w ramach ISO), m.in.. MPEG-1, MPEG-2, MPEG-4;
kolejne sg w przygotowaniu. Standard MPG-2 stuzy przesytaniu obrazow
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telewizyjnych i video na DVD, a MPG-4 — telefonii obrazowej i w sieci
komputerowej. Pliki filmowe lub video, zapisane w standardzie MPEG,
rozpoznaje si¢ po rozszerzeniu mpg lub mp.

Podobnie jak w przypadku plikéw muzycznych, pliki video mozna
tworzy¢ przez nagrywanie kamera cyfrowa naturalnych obrazow i scen,
ale takze na sztucznym ich wytwarzaniu za pomoca specjalistycznego opro-
gramowania stanowiacego wyposazenie studidw telewizyjnych. Nieza-
awansowany uzytkownik komputera potrzebuje tylko programu odtwa-
rzajacego pliki filmowe, np. Windows Media Player, wchodzacy w sktad
systemu Microsoft Windows.

Pliki hipertekstowe i hipermedialne

Odrebna grupa sa pliki hipertekstowe, powszechnie wykorzystywane w In-
ternecie. Wszelkie serwisy informacyjne oparte sg wspoidziataniu syste-
méw komputerowych gromadzacych dokumenty hipertekstowe.

Dokumenty hipertekstowe sa uogélnieniem pierwotnym dokumentow
tekstowych. Uogdlnienie polega na tym, ze dany dokument tekstowy dzie-
li si¢ na powigzane ze soba czgsci skladowe. Poszczegolne czgsci moga
zawiera¢ w swojej tresci odsytacze ({qczniki) do innych czgsci. Podczas
przegladania dokumentu hipertekstowego odsytacz mozna wykorzysta¢ do
przeskoku z danego fragmentu dokumentu do innego, np. poprzez wska-
zanie wyroznionego stowa lub zwrotu mozna wyswietli¢ bardziej szcze-
goétowe informacje na dany temat.

Odsytacze w dokumencie moga prowadzi¢ nie tylko do innych frag-
mentow danego dokumentu, ale takze do innych dokumentdw, nawet ulo-
kowanych w innych komputerach.

Najpowszechniej uzywanym wspdtczesnie formatem plikow hipertek-
stowych jest format HTML (Hypertext Markup Language). Pliki o tym for-
macie majg rozszerzenie html lub htm. Format HTML jest jednak obecnie
zastgpowany nowym formatem XML (Extensible Markup Language).

Uogdlnieniem plikéw hipertekstowych sa pliki hipermedialne, ktére
dopuszczaja, ze oprocz tekstu dokument moze zawiera¢ rowniez obrazy,
dzwigk i film. W przypadku plikow hipermedialnych wskazanie odsyfacza
na ekranie monitora moze prowadzi¢ nie tylko do wyswietlenia innych
tekstow, ale i rysunkdw, odtworzenia dzwigkow lub klipéw filmowych
(krétkich filméw).
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Pliki skompresowane

Ze wzgledu na trudnosci powodowane przez duze rozmiary plikéw cze-
sto stosuje si¢ kompresj¢ plikow. Kompresja jest redukcja rozmiaru pliku
przez zmiang formatu przechowywanych w nim danych. Najczesciej sto-
sowane algorytmy eliminuja powtarzajace si¢ ciagi bitow, zapisujac je
w krotszej postaci. Odczytanie skompresowanego pliku mozliwe jest po
przeprowadzeniu procesu odwrotnego, zwanego dekompresja.

Przesytanie przez Internet skompresowanych zbioréw pozwala zaosz-
czedzi¢ czas i koszty transmisji. Dos¢ czgsto stosowang metoda jest kom-
presja w locie, to znaczy, ze przed transmisja plik jest kompresowany, wy-
sytany w postaci skompresowanej, a po otrzymaniu przywracany do for-
matu oryginalnego.

Metody kompresji bezstratnej pozwalaja spakowaé, a nastepnie odtwo-
rzy¢ plik bez zagubienia informacji. Wykorzystuje si¢ je do kompresji do-
kumentow tekstowych, baz danych, programéow — wszedzie tam, gdzie
zmiana pojedynczego bitu moze zawazy¢ na znaczeniu catego zbioru (np.
program moze w ogole nie da¢ si¢ uruchomié). Przyktadami sg formaty:
zip, gzip, arj, rar, tar, za ktérymi kryja si¢ odpowiednie programy
kompresujace.

W przypadku plikéw graficznych, dzwigkowych i filmowych zwykle
nie ma potrzeby uzywania programéw kompresujacych, gdyz wytworzo-
ne pliki sa przedstawione w skompresowanych formatach, np. JPEG,
MPEG, MP3. Jak wspominalismy wczesniej, do tego rodzajow plikéw sto-
suje si¢ metody kompresji stratnej, co pozwala na wigkszy stopien upako-
wania danych (nawet do dziesiatej czesci oryginatu). Spowodowana tym
utrata pewnej informacji jest mozliwa do zaakceptowania tylko dzigki
ograniczonosci zmystoéw cztowieka.

Pliki w systemie Windows

Poza omdéwionymi wyzej plikami spotyka si¢ pliki o innych formatach.
Sa one zwykle zwiazane z danym systemem operacyjnym lub ze specy-
ficznymi aplikacjami.

Przyktadem aplikacji zwiazanych z systemem operacyjnym Microsoft
Windows, w grupie okreslonej jako akcesoria, s3 m.in.:

— Notatnik — prosty edytor tekstowy (pliki o rozszerzeniu txt),



74 Zbigniew Huzar, Elementy informatyki

— Paint — prosty edytor grafiki rastrowej (pliki o rozszerzeniu bmp),

— edytor WordPad — uproszczona wersja edytora Word (pliki o roz-

szerzeniu rtf).

Przyktadem specyficznej aplikacji jest pakiet Microsoft Office, sta-
nowiacy zestaw kilku aplikacji. Gtdwnymi aplikacjami pakietu sgq: Word,
Power Point, Excel, Access, ktore tworzg pliki o specyficznych rozsze-
rzeniach.

Edytor Word generuje pliki o rozszerzeniu doc. Zawartoscig tych pli-
kow jest nie tylko tekst, ale rowniez tabele, wzory matematyczne, rysun-
ki, obrazy. Wyrazem mozliwosci edytora jest to, ze za jego pomocg mo-
zna przygotowac artykuty, raporty, a nawet ksiazki.

Innego rodzaju edytorem jest program Power Point, ktéry tworzy pli-
ki o rozszerzeniu ppt. Program ten spetnia dwie funkcje: edytora plikow
oraz organizatora pokazu slajdow. W odréznieniu od edytora Word, kté-
ry wytwarza pliki przeznaczone ostatecznie do wydruku, Power Point
przygotowuje pliki gtéwnie do pokazu slajdow. Zawartoscia plikow wy-
twarzanych przez ten program jest nie tylko tekst i grafika, ale rowniez
elementy prostej animacji obrazu.

Arkusz kalkulacyjny Excel to program do prowadzenia obliczen na
podstawie danych zestawionych w tabele, uzywany zwlaszcza w rachun-
kowosci; generuje on pliki o rozszerzeniu x1s.

System zarzadzania baza danych Access tworzy pliki o rozszerzeniu
dbf. Baza danych jest pewnym rodzajem zbioru danych zwigzanych
z fragmentem interesujacej nas rzeczywistosci. Posiada mechanizmy po-
zwalajace na modyfikowanie zgromadzonego zbioru danych oraz mecha-
nizmy wyszukiwania w tym zbiorze danych o interesujacych nas wiasno-
Sciach.

Rozne aplikacje podczas pracy tworza tymczasowe pliki robocze, kt6-
re zwykle przed zakonczeniem pracy sg kasowane. Najczesciej pliki takie
mozna rozpozna¢ po rozszerzeniu tmp. Zdarza si¢, ze z réznych powo-
déw — niedoskonatosci aplikacji lub zaktocen podczas jej pracy — pliki
utworzone jako tymczasowe nie sg usuwane, a przy tym po kolejnym uru-
chomieniu aplikacji nie sg przez nia wykorzystywane. Moze to sta¢ si¢
przyczyna zasmiecania pamigci. Dlatego uzytkownik komputera powinien
okresowo sprawdzaé i usuwac niepotrzebne pliki tymczasowe.
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Kartoteki plikéw

Liczba plikéw przechowywanych w komputerze osobistym jest zwykle
bardzo duza, wynosi co najmniej kilkanascie tysiecy. Panowanie nad tak
licznym zbiorem, to znaczy znajdowanie i sigganie do zawartosci potrzeb-
nych plikéw, wymaga odpowiedniego ich uporzadkowania.

Do tego stuza kartoteki, inaczej: foldery lub katalogi, wyznaczajace po-
dziat zbioru wszystkich plikdw na pewne podzbiory. Podziat na kartoteki
moze by¢ ustalony dowolnie przez uzytkownika komputera. Zaleca sie
jednak, by niektére kartoteki nazywac i uzywac zgodnie z podziatem usta-
lonym przez system operacyjny komputera. System operacyjny, ktéry ku-
pujemy zwykle z komputerem, wprowadza wiasne kartoteki, przeznaczo-
ne do przechowywania oprogramowania podstawowego i przygotowuje
pewne kartoteki dla plikoéw uzytkownika komputera.

Zawartoscig kartoteki jest zwykle pewien podzbidr plikow, a dodatko-
wo w obrebie danej kartoteki mozna definiowac jej kartoteki wewnetrzne
— podkartoteki. Podkartoteki, podobnie jak kartoteki, w ktoérych sa za-
warte, mogg mie¢ swoje podkartoteki, a podkartoteki podkartotek jeszcze
swoje podkartoteki itd. Kartoteka, ktora nie jest zagniezdzona w innej
kartotece, nazywa si¢ kartoteka gtdéwna albo kartoteka-korzeniem, a kar-
toteka, w ktdrej nie sg zagniezdzone inne kartoteki, nazywa si¢ kartoteka-
-lisciem. Uzyte terminy wynikaja stad, Ze zestaw wszystkich kartotek sta-
nowi pewna hierarchiczna strukture, graficznie reprezentowang przez graf-
-drzewo. Zestaw wszystkich kartotek wraz z ich zawartoscia w pamieci
komputera nazywamy systemem plikow.

System plikéw komputera jest zwykle zdekomponowany na systemy
plikow zwiazane z pojedynczymi pamigciami trwatymi — wewnetrzny-
mi dyskami twardymi oraz z pamigciami zewngtrznymi — dyskietkami,
plytami CD, pamigciami flash itp.

Kartoteki mozna przeglada¢ dzieki specjalnym programom, zawartym
w kazdym systemie operacyjnym, np. w systemach Microsoft Windows
jest to program zarzadzania kartotekami i plikami o nazwie Explorer.
W Kkartotece o nazwie M6j komputer pojawiajg si¢ kartoteki zwykle
oznaczane poczatkowymi literami alfabetu facinskiego A:, C:, D: itd,,
ktore odnosza sie do réznych pamieci trwatych. Nazwa A: odnosi si¢ do
pamieci dyskietkowych, C: i D: — do wewngtrznych dyskéw twardych,
a nazwy z kolejnymi literami — do ptyt CD, DVD, pamieci flash itd.
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Pliki pamigtane w danym systemie plikow sa identyfikowane przez
nazwy i kartoteki, w ktdrych si¢ znajduja. Pliki w obrebie danej kartoteki
musza mie¢ unikalne nazwy. Te, ktére maja jednakowe nazwy, ale znaj-
duja si¢ w roznych kartotekach, sa traktowane jako rézne pliki. Zatem sa-
ma nazwa pliku nie stanowi jego jednoznacznej identyfikacji. Plik jest jed-
noznacznie identyfikowany przez Sciezke dostepu, czyli nazwe pliku po-
przedzong ciagiem nazw kolejnych kartotek, w ktérych jest zagniezdzo-
ny. Np. dla pliku o nazwie arj . exe, zapamigtanego na dyskietce, w kar-
totece archiwizator jego Sciezka dostgpu ma postaé:

A:/archiwizator/arj.exe

Inny przyktad sciezki dostepu:
C:/MojePliki/archiwizator/arj.exe

oznacza, ze plik o tej samej nazwie arj . exe jest przechowywany na dy-
sku twardym C :, w podkartotece archiwizator kartoteki MojePliki.

Symbole ukosnika / sg separatorami przedzielajacymi kolejne nazwy
w Sciezce dostepu.

Na system plikow skiadaja sie nie tylko pliki i kartoteki, ale takze ope-
racje, jakie mozna na nich wykonywac, np.:

— tworzenie, kasowanie i zmiana nazw kartotek,

— kasowanie, przenoszenie, kopiowanie i zmiana nazw plikow.

Poniewaz czgsto z tego samego komputera korzysta kilku uzytkowni-
kéw, mozna im nadac rézne prawa dostgpu i operowania na plikach zapi-
sanych w komputerze. Prawa uzytkownika okresla si¢ przez wskazanie
kartotek, do ktérych ma on dostep, i operacji, jakie moze wykonywaé na
udostepnionych mu kartotekach.

Roézne systemy operacyjne wprowadzaja szczegétowe mechanizmy na-
dawania tych praw, ale wspdlnym ich elementem jest podziat uzytkow-
nikéw na dwie kategorie: administratorow i zwyktych uzytkownikow. Ad-
ministratorzy maja nieograniczone prawa dostepu do wszystkich plikow,
a ponadto dysponuja mechanizmami nadawania praw dostgpu dla zwy-
ktych uzytkownikow.

Z systemem plikow jest zwiazany mechanizm ich wyszukiwania. Jest
to program, ktéry na podstawie pewnych informacji o poszukiwanym
pliku (lub kartotece) przeszukuje pamigé komputera i wskazuje wszyst-
kie te pliki (lub kartoteki), ktore posiadaja wskazane wiasnosci. Najcze-
sciej informacjami, ktore dotycza poszukiwanych plikow, moga by¢ ich
nazwy badz fragmenty nazw. Dodatkowo moga to by¢ niektore atrybuty
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plikéw, np. czas, w ktérym plik zostat utworzony. W przypadku poszu-
kiwania plikow tekstowych mozna wskaza¢ fragment tekstu, ktéry po-
szukiwany plik powinien zawieraé.






V. INTERFEJS KOMUNIKACYJNY

Wprowadzenie

Opanowanie ztozonosci wspétczesnych systemow informatycznych jest
mozliwe dzigki stosowaniu zasady dekompozycji. Dekompozycja funk-
cjonalna polega na podziale funkcji wykonywanych przez caty system na
warstwy funkcjonalne. Warstwy sa uporzadkowane hierarchicznie. Po-
migdzy dwiema sasiadujacymi warstwami zachodzi relacja ustugodawca-
-ustugobiorca. Warstwa nizsza — ustugodawca oferuje swoje ustugi war-
stwie wyzszej — ushugobiorcy.

W uproszczeniu w kazdym systemie komputerowym mozna wyroznié
przynajmniej trzy warstwy:

— warstwa sprzetowa, na ktdra sktadaja si¢ urzadzenia cyfrowe wraz

z wbudowanym oprogramowaniem (np. BIOS),

— warstwa systemu operacyjnego,

— warstwa aplikacyjna, z ktdrej bezposrednio korzysta uzytkownik.

Uzytkownika komputera mozna takze potraktowa¢ jako element czwar-
tej warstwy, ktdra korzysta z ustug komputera, a ktéra by¢ moze swiadczy
ustugi innym ludziom. Uzytkownik r6zni si¢ tym od pozostatych warstw,
ze moze korzysta¢ z ustug dwoch warstw — systemu operacyjnego i apli-
kacji.

Do realizacji ustug konieczna jest komunikacja migdzy warstwami,
a takze migdzy uzytkownikiem komputera a jego funkcjonalnymi war-
stwami. Ustugobiorca sktada ustugodawcy zamoéwienie ustugi, a ustugo-
dawca sktada sprawozdanie z jej realizacji.

W przypadku komunikacji z systemem komputerowym uzytkownik
kieruje pewne polecenie, a system je wykonuje, po czym przekazuje ko-
munikat z wykonania polecenia. Polecenie okresla operacjg, ktdra nalezy
wykona¢ oraz ewentualnie okresla dane (parametry) do tej operacji. Od-
powiedzia systemu jest sprawozdanie z wykonania zleconej operacji. Mo-
ze ono zawiera¢ wynik operacji lub informacj¢ o tym, ze operacja zostata
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wykonana poprawnie badz nie, z ewentualnym podaniem dalszych szcze-
gotow. Czesto przyjmuje si¢ zasade, ze brak odpowiedzi systemu oznacza
pomysina realizacje powierzonego zlecenia.

Pomigdzy warstwami istniejg interfejsy komunikacyjne. Oznacza to,
Ze warstwy sg ze soba powigzane — istnieje pomigdzy nimi kanat komu-
nikacji, ktorym sg przesytane komunikaty. Komunikaty sq wyrazane w je-
zyku stuzacym do formutowania zlecen ustug i wynikow ich realizacji.
Jezyk ten obejmuje pewien zestaw symboli, w postaci tekstowej lub gra-
ficznej, ktdrym jest przypisane znaczenie. Komunikaty wymieniane po-
migdzy warstwami powinny by¢ elementami tego jezyka, oraz powinny
by¢ wymieniane w odpowiedniej (sensownej) kolejnosci. Komunikacja
moze mie¢ rozbudowang posta¢ dialogu, ktory sktada si¢ z ciagu polecen
i odpowiedzi, przy czym w kolejno formutowanych poleceniach i odpo-
wiedziach moze by¢ jawne lub niejawne odniesienie do elementéw prze-
kazywanych we wczesniejszej czesei dialogu.

Interfejs pomigdzy uzytkownikiem a komputerem, doktadniej pomie-
dzy uzytkownikiem i systemem operacyjnym oraz uzytkownikiem i war-
stwa aplikacji, nazwa sig interfejsem uzytkowym, natomiast interfejsy po-
migdzy pozostalymi warstwami nazywa si¢ interfejsami programowymi.

Pojecie interfejsu jest szersze od przedstawionego wyzej, gdyz moze
odnosi¢ sig rowniez do sprzg¢zenia pomigdzy urzadzeniami technicznymi
— méwimy woéwczas o interfejsie sprzetowym. Przyktadem takich inter-
fejsow sa potaczenia monitora, klawiatury, drukarki i innych urzadzen ze-
wnetrznych z jednostkq centralng komputera. Interfejs sprzgtowy odnosi
si¢ przede wszystkim do ustalenia wiasnosci mechanicznych (np. ksztatt,
rozmiary elementéw taczowki) i wlasnosci elektrycznych (np. poziomy
napigcia, czgstotliwos$¢ sygnatu) faczacych sie stykéw. Ustalenia te sa nie-
zbgdne do zapewnienia wymiany sygnatéw elektrycznych, natomiast in-
terpretacja tych sygnatdw i okreslenie kolejnosci ich wymiany nalezy do
tzw. logicznych witasnosci interfejsu.

Komunikaty wymieniane pomiedzy uzytkownikiem a systemem na in-
terfejsie uzytkowym maja pewna forme i niosa pewna tres¢. Ze wzgledu
na form¢ mozna wyr6zni¢ dwa zasadnicze rodzaje interfejsow:

— interfejs znakowy,

— interfejs graficzny.

Obecnie dominuje interfejs graficzny, ktory wypart historycznie mtod-
szy interfejs znakowy. Interfejs graficzny utozsamia sie z interfejsem okien-
kowym. Wynika to z postaci obrazu na ekranie monitora przy komunika-
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cji za pomocy interfejsu graficznego — komunikacja z komputerem i ste-
rowanie programami odbywa si¢ za pomoca okien, ikon, przyciskow, su-
wakow i rozmaitych menu. Interfejs graficzny jest obstugiwany za pomo-
cq myszy 1 sprzg¢zonego z nig kursora, mozliwe jest tez uzywanie klawia-
tury.

Interfejs moze dopuszcza¢ rozne formy komunikacji, moze byé np. glo-
sowy i obrazowy (video), badz tez je taczy¢ — mowimy wdwcezas o in-
terfejsie multimedialnym.

Interfejs glosowy (audio) oznacza, ze wymieniane komunikaty maja
posta¢ dzwigkow. Jest on stosowany od wielu lat np. w systemach mili-
tarnych. Poza utatwianiem przekazywania polecen taka forma, dzieki ana-
lizie i rozpoznaniu glosu, pozwala na identyfikacje uzytkownika. Interfejs
glosowy pozwala na formutowanie polecen w jezyku naturalnym. Obec-
nie upowszechnia si¢ on w obstudze telefonéw komadrkowych, np. przy
wybieraniu numeru telefonu.

W przypadku komputeréw osobistych interfejs obrazowy, czyli ko-
munikacja z komputerem przez pokazywanie obrazéow lub gestéw, nie
jest praktycznie uzywany. Sg jednak systemy, w ktorych wystepuja pew-
ne elementy takiego interfejsu, np. systemy dozorujace wejscia do nie-
ktérych instytucji lub pomieszczen; jedno z rozwiazan polega na identy-
fikacji osoby na podstawie odczytu tgczowki oka kamera cyfrowa.

Interfejs okienkowy

Interfejs okienkowy jest wspolczesnie standardem spotykanym praktycz-
nie we wszystkich systemach. Podstawa do wydawania polecen przez uzyt-
kownika sa elementy graficzne umieszczone na ekranie monitora, ktdre
stanowig pulpit roboczy. Sa to:

— ikony aplikacji,

— okienka aplikacji,

— paski narzedziowe,

— belki (linijki) menu, rozwijalne menu, podmenu,

— przyciski,

— okienka dialogowe zawierajace rézne rodzaje pdl: pola sterujace
(zatwierdzanie wyboréw, rezygnacja), pola tekstowe, pola wyboréw (wy-
bieranie pojedynczych opcji, rozwijalne listy, wybieranie podzbioréw).
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U dotu pulpitu znajduje si¢ ciag przyciskdw, z ktorych pierwszy z le-
wej stanowi menu do ustug systemu operacyjnego, a pozostate sa ikona-
mi reprezentujacymi otwarte aplikacje. Elementy graficzne powyzej sa
ikonami wybranych aplikacji, ktore sa dostgpne uzytkownikowi.

Uzytkownik wskazuje wybrane elementy, postugujac si¢ myszka lub
klawiaturg i po akceptacji wyboru uruchamia reprezentowane przez nie
akcje. Efektem podjetych akcji moze by¢ pokazanie si¢ nowych okienek,
ktére przedstawiaja wyniki obliczen lub stanowia dalsza cz¢s$¢ dialogu
z uzytkownikiem.

Okno aplikacji moze posiada¢ w swoim wnetrzu rézne elementy, np.
wiasne paski narzedziowe, menu, przyciski, okienka dialogowe. Elemen-
ty te nazywa si¢ kontrolkami, sa nimi wszystkie elementy graficzne za wy-
jatkiem samego okna aplikacji.
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Ponizej przedstawiamy krotki przeglad kontrolek:

Przycisk {

Przycisk (button) jest kontrolka zwykle o prostokatnym ksztatcie i sza-
rym kolorze z czarnym napisem. Jest to najczgsciej wykorzystywana kon-
trolka do inicjacji dziatan.

Poleliyboru

Przetacznik dwustanowy (checkbox) jest kontrolka, ktéra moze by¢ za-
znaczona lub odznaczona.

" Polellyboru

Przetacznik wielostanowy (radio butten) pozwala na wybdr jednej
opcji sposrod wicelu.
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| FoleRozwi jane _‘j

Rozwijane listy (combo) daja mozliwos¢ wybrania jednej lub wielu
wartosci z listy dostgpnych mozliwych wartosci.

I PoleTekstowe

Okienko tekstowe (text) stuzy przesylaniu informacji od i do uzytko-
wnika.

i .Gr\upa. i
| 7 Borduki
L :

| {7 Maliny

1

7 Poziomki

[0 Truskawki ?
|

Kontrolka grupowa (group) jest uzywana najczesciej do wizualnego
pogrupowania powiazanych ze sobg kontrolek.

Podnznu |

OV Podnenu |
i Podmenu

Menu jest kontrolka zwykle o ksztatcie listwy (belki) z lista nazw funk-
cji — pozycji menu. Jedno okno aplikacji moze zawiera¢ tylko menu. Za
pojedyncza pozycja menu moze kry¢ si¢ rozwijana lista, ktorej elementy
okresla si¢ mianem podmenu. Podmenu moze by¢ dalej rozwijane w ko-
lejne podmenu.

tabPagel ftabPaoe2,

Kontrolka przetaczajaca pomigdzy oknami aplikacji (TabOrder) stuzy
do wskazywania i przechodzenia do jednego z okien otwartych aplikacji.

W danym momencie sposréd kontrolek widocznych na ekranie uzyt-
kownik moze wybra¢ do wykonania tylko te, ktore sa aktywne. Kontrolki
aktywne odrdzniaja si¢ od nieaktywnych tym, ze sa zwykle jasniejsze.
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Praca z komputerem
Otwieranie i zamykanie sesji roboczej

Prace z komputerem, po wiaczeniu zasilania, rozpoczyna si¢ od logowa-
nia, ktére polega na podaniu konta uzytkownika i hasta. Efektem logowa-
nia jest uzyskanie dostgpu do zasobéw komputera, czyli programéw i da-
nych znajdujacych si¢ w pamigci komputera.

Konto okresla zestaw zasobow dostepnych uzytkownikowi i zakres ope-
racji, ktére moze na nich wykonywac. Zwykle stosuje sie zasade, ze kaz-
dy uzytkownik ma oddzielne konto, w tym przypadku konto jest nazwa
uzytkownika — nazwiskiem lub pseudonimem.

Haslo natomiast jest potwierdzeniem uprawnien osoby rozpoczynaja-
cej prace do korzystania z konta. Ma ono postaé ciaggu znakdéw ustalone-
go przez uzytkownika.

Zanim zwykly uzytkownik si¢ zaloguje, musi ustali¢ z administrato-
rem komputera swoje konto i poczatkowe hasto. Kupujac komputer, a Sci-
$lej system operacyjny, otrzymuje on konto administratora i poczatkowe
hasto. Zaréwno wiasciciel komputera, jako jego uzytkownik i administra-
tor, jak i zwykly uzytkownik, po pierwszym logowaniu moze zmieni¢ po-
czatkowe hasto tak, by mie¢ gwarancje, ze nikt nieuprawniony nie bedzie
miat dostepu do zasoboéw komputera. Dodatkowo administrator moze za-
rejestrowac innych uzytkownikéw, przydzielajac im konta z odpowiedni-
mi uprawnieniami i hastami poczatkowymi.

Po zalogowaniu uzytkownik ma otwarta sesj¢, podczas ktdérej moze
prowadzi¢ prace z komputerem, kierujac do niego odpowiednie polece-
nia. Po zakonczeniu pracy nastepuje wylogowanie, czyli zakoficzenie sesji.
Wylogowanie jest prostsze od zalogowania, gdyz polega tylko na skiero-
waniu do komputera odpowiedniego polecenia: wyloguj lub wyloguj i wy-
{qcz komputer oraz na ewentualnym jego potwierdzeniu.

Logowanie, sesja robocza i wylogowanie przebiegaja pod nadzorem
systemu operacyjnego komputera. W trakcie roboczej sesji system opera-
cyjny oferuje uzytkownikowi rézne ustugi, do ktérych naleza:

— ustugi kartotekowe,

— ustugi administracyjne,

— wybor aplikacji do wspoétdziatania.

Ustugi kartotekowe oznaczaja dostep do systemu plikéw, czyli karto-
tek i zawartych w nich plikéw, oraz do wykonywania na nich réznych
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operacji, np. kopiowania, kasowania, przenoszenia pomiedzy kartotekami,
zmiany nazwy, otwierania.

Ustugi administracyjne obejmujg szeroki zakres funkcji. Sa one dostep-
ne przede wszystkim administratorom komputera, zwykli uzytkownicy
moga z nich korzysta¢ w bardzo ograniczonym zakresie. Do wylacznych
uprawnien administratoréw, poza wspomnianym rejestrowaniem i wyre-
Jestrowywaniem uzytkownikéw, naleza ushugi konfiguracyjne: instalowa-
nie i odinstalowywanie oprogramowania uzytkowego oraz instalowanie
i odinstalowywanie sprzgtu. Przykfadem ustug konfiguracyjnych, dostep-
nych oddzielnie wszystkim uzytkownikom, jest ustalanie parametrow ekra-
nu (tta, kolorystyki elementéw interfejsu graficznego, rozdzielczosci i wy-
gaszaczy ekranu), klawiatury (wybdr jezyka) oraz myszy (konfigurowanie
przyciskéw, ustalanie postaci kursora).

System operacyjny umozliwia wybor aplikacji, czyli programu. Doko-
nuje si¢ tego przez wskazanie pliku, ktory zawiera potrzebny program.
Po wybraniu jednej uzytkownik moze wybiera¢ do wykonania nastgpne
aplikacje. Rozpoczgcie wykonywania aplikacji okre$la sie tez jako otwar-
cie aplikacji, a jej zakonczenie — ktére moze nastapi¢ automatycznie lub
na polecenie uzytkownika — jako zamékniecie aplikacji.

System operacyjny umozliwia tez wykonywanie aplikacji — zarzadza
procesorem, przydzielajac go wykonywanym aplikacjom, gospodaruje pa-
miecia i zarzadza urzadzeniami zewnetrznymi, przez ktore aplikacje ko-
munikujg si¢ z uzytkownikiem.

W komputerze moze by¢ wiele jednoczesnie otwartych aplikacji. Apli-
kacje te moga komunikowac si¢ z uzytkownikiem przez interfejs uzytko-
wy, zalezny od rodzaju aplikacji. Jest to najczesciej interfejs okienkowy,
ale jeszcze uzytkuje si¢ aplikacje, ktore powstaly przed kilku laty i uzy-
wajq interfejsu znakowego.

Przyktadowymi aplikacjami sa programy pakietu Microsoft Office.
Uzytkownik moze zatem mie¢ jednoczesnie otwarte rézne aplikacje tego
pakietu, np. Word i Excel. Poniewaz wszystkie aplikacje pakietu majg in-
terfejs okienkowy, oznacza to, ze widocznym efektem tego bedzie obec-
no$¢ na ekranie monitora dwodch okien odpowiadajacych dwdém otwartym
aplikacjom.

Sesja robocza

Gléwnym celem pracy z komputerem jest wykonywanie wymaganych
obliczen, za pomocg wskazanych przez uzytkownika programow aplika-
cyjnych. Aplikacje sa reprezentowane przez ikony na pulpicie roboczym
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lub przez swoje nazwy umieszczone w katalogach plikéw. Wybrang apli-
kacje wskazuje si¢ przez podswietlenie ikony lub nazwy, a nastepnie przez
nacisnigcie klawisza Enter, przy postugiwaniu si¢ klawiatura, lub przez
podwdjne klikniecie lewego przycisku myszy.

Otwarcie aplikacji, np. edytora Word, spowoduje pojawienie si¢ no-
wej planszy na ekranie monitora — planszy roboczej edytora Word. Be-
dzie na niej umieszczony zestaw elementow interfejsu graficznego stuza-
cego do pracy z edytorem. Korzystajac z tego interfejsu, mozna do edycji
wybrac¢ jeden z istniejacych plikow lub utworzy¢ nowy plik.

Mozliwy jest réwniez inny sposéb uruchamiania (otwierania®) aplika-
cji. Polega on nie na bezposrednim jak wyzej, ale po$rednim wskazaniu
aplikacji. Tak jest wowczas, gdy wskazuje sig plik, ktéry moze by¢ inter-
pretowany przez pewng aplikacje. Np. plik o rozszerzeniu nazwy doc w sy-
stemie Windows jest plikiem, ktéry zostat utworzony przez edytor Word.
Wskazanie tego pliku i nacisnigcie klawisza Enter lub podwdjne kliknie-
cie mysza spowoduje podwojny efekt: po pierwsze zostanie otwarta apli-
kacja Word, a po drugie — zostanie otwarty wskazany plik, a jego zawar-
tos¢ bedzie wyswietlona na ekranie monitora. Wyswietlony plik jest juz
otwarty do edycji.

Wspolczesne komputery pozwalaja uzytkownikowi na uruchamianie
i jednoczesng prace wielu aplikacji. System operacyjny organizuje prace
komputera w taki sposob, ze uzytkownik odnosi wrazenie jednoczesnego
postepu obliczen wszystkich aplikacji. Efekt ten uzyskuje si¢ przez cy-
kliczny podziat czasu pracy procesora dla wybranych aplikacji.

W trakcie realizacji aplikacja moze korzysta¢ z plikéw umieszczonych
w komputerze, moze wytwarza¢ nowe pliki i umieszcza¢ je w pamieci
komputera, moze takze — na okres swojej realizacji — tworzy¢ tymcza-
sowe pliki robocze. Dobrze zaprojektowana aplikacja przed normalnym
zakonczeniem usuwa swoje pliki robocze. Czasem zdarza sig, ze aplika-
cja jest konczona w sposdb awaryjny, np. wskutek nieprzemyslanej akcji
uzytkownika, wéwczas tymczasowe pliki robocze nie zostaja usunigte, ob-
cigzajac tym samym pamie¢ komputera. Usunigcia ich powinien dokona¢
uzytkownik.

W systemie Windows pliki tymczasowe mozna rozpozna¢ po nazwie
gloéwnej i po rozszerzeniu. Nazwa gléwna zaczyna sig¢ symbolem ~ (tyl-

? Stosowane terminy: otwieranie (uruchamianie) i zamykanie (zatrzymywanie) aplikacji
wiaza sie z otwieraniem i zamykaniem okienek dialogowych skojarzonych z aplikacja. Stad
wynika powszechnos¢ ich uzycia.
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da), zas rozszerzeniem jest tmp, np. ~DF21A4. tmp. Nazwy te wskazuja
tylko, ze plik jest tymczasowy, dodatkowa informacja potrzebna do stwier-
dzenia, czy plik mozna skasowaé, jest czas jego utworzenia. Moze sie
zdarzy¢, ze przegladajac zawartos¢ katalogdéw, zobaczymy nazwy robo-
czych plikow aplikacji, ktore w danej chwili sa wykonywane. System ope-
racyjny zapobiega w takich przypadkach prébom ich skasowania przez
komunikat, ze plik jest aktualnie uzywany.

Poniewaz nieprzemyslane skasowanie pliku moze przynie$¢ czasem
niepowetowang utrat¢ danych, operacja powinna by¢ podejmowana $wia-
domie. Polecenie kasowania nie jest wykonywane natychmiast, lecz wy-
maga potwierdzenia przez uzytkownika, a niektore systemy operacyjne
wprowadzajq jeszcze zabezpieczenie w postaci kosza. Jest on wydzielo-
nym katalogiem, do ktdrego trafiaja skasowane pliki. Pliki umieszczone
w koszu mozna jeszcze odzyskaé, przenoszac je do innego wskazanego
katalogu, a pozostale nalezy kasowac.

Porzgdkowanie i zabezpieczanie plikéw

W czasie uzytkowania komputera w pamigci tworzy si¢ coraz wiecej ka-
talogdw, w ktorych gromadzi si¢ coraz wiecej plikow. Z czasem cze$é zgro-
madzonych danych przestaje by¢ aktualna badz traci na znaczeniu, poja-
wia sig¢ potrzeba innego niz dotychczas ich uporzadkowania. W przypad-
ku braku systematyczno$ci w gromadzeniu i porzadkowaniu plikéw mo-
ze powstac sytuacja, ze uzytkownik traci znajomo$¢ tego, co zgromadzit,
a odnalezienie potrzebnej informacji staje si¢ uciazliwe. Nie ma ogélnych
regut postepowania w celu unikania tego rodzaju sytuacji. Dwie proste
zasady, ktore z cata pewnoscig redukuja ryzyko powstania takich sytuacji
brzmia:

1. Uzywaj tylko tego oprogramowania, ktore znasz i ktérego potrze-
bujesz!

2. Przechowuj w pamigci tylko te dane, ktore znasz! Natomiast te, kt6-
re znasz, ale ktorych nie potrzebujesz w dajacej przewidzieé sie przyszto-
sci, przechowuj w katalogach archiwalnych.

Pamie¢ nalezy chroni¢ przed utrata zawarto$ci. Przyczyny utraty mo-
ga by¢ rozne, np. kradziez lub zniszczenie komputera czy trwata awaria
dysku. W celu zapobiezenia skutkom takich sytuacji nalezy:

— sporzadzaé kopie systemu operacyjnego,

— okresowo archiwizowa¢ zawarto$¢ pamigci, a przynajmniej najbar-

dziej cennych plikéw na nosnikach zewnetrznych.
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Mniejsze straty, np. utratg tych czgsci plikdw, ktére byty modyfikowa-
ne w okresie od ostatniej aktualizacji do chwili wystapienia awarii, moze
powodowacé niespodziewana przerwa w zasilaniu. Straty te mozna znacz-
nie ograniczy¢ przez okresowe sktadowanie (zapisywanie) plikow robo-
czych.

Utrata zawarto$ci pamigci moze nastapi¢ w wyniku akcji nieupowaz-
nionego uzytkownika. Aby temu przeciwdziala¢, nalezy dba¢ o staranny
dobdr haset chroniacych przed niepowotanym dostgpem i odpowiednie
przydzielanie praw dostgpu, zwlaszcza do pamigci komputeréw podiaczo-
nych do Internetu.

Ochrona przed wirusami

Bardzo duze zagrozenie powodujg szeroko rozpowszechniajace si¢ wiru-
sy. Sa one przenoszone przez dyskietki, a w ostatnim okresie przez Inter-
net, zwlaszcza przez poczte elektroniczng. Trzeba mie¢ swiadomosc, ze
spotkanie z wirusem jest tylko kwestig czasu. Nalezy wiec prowadzi¢ od-
powiednig profilaktyke, aby spotkanie to mozliwie opdzni¢, albo przynaj-
mniej zminimalizowaé poniesione straty. W skrajnym przypadku utraci¢
mozna calg zawarto$¢ pamigci komputera — oznacza to utrate nie tylko
wszystkich plikdw z naszymi danymi, ale réwniez konieczno$¢ ponow-
nej instalacji systemu operacyjnego komputera oraz wszystkich aplikacji.

Wirus komputerowy to maty program, ktéry ma nastgpujace cechy:

— ,.przykleja si¢” do réznych programoéw uzytkowych, to znaczy do-
facza si¢ do roznych plikdw; po stwierdzeniu, ze znany nam rozmiar
pliku zostat powigkszony, mozemy podejrzewaé, ze plik zostat za-
wirusowany;

— uruchomienie zawirusowanego programu ma zwykle dwa skutki:
po pierwsze wirus powiela si¢ i swoje kopie ,,dokleja” do innych
programéw uzytkowych, a po drugie wykonuje czynnosci niebez-
pieczne dla danych, aplikacji i dla samego komputera.

Istnieje ogromna rozmaito$¢ wirusow. Wirusy, ktérych dziatanie ogra-
nicza si¢ do powielania swoich kopii, nazywa si¢ robakami. Niektore wi-
rusy swa destrukcyjna dziatalnos¢ uwidaczniaja dopiero po uptywie pew-
nego czasu od zainfekowania komputera, np. w okreslonym dniu kasuja
pewne pliki, zmieniajg rozszerzenia ich nazw, a nawet catkowicie wyze-
rowuja zawarto$é dysku — nazywa si¢ je bombami logicznymi. Sg tez wi-
rusy, ktore pozwalajg przez Internet przejaé kontrole nad zainfekowanym
komputerem; jego wiasciciela moze spotka¢ wszystko — od kradziezy da-
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nych az do skasowania zawartosci dysku. Tego rodzaju wirusy, najczescie;j
przesylane poczta elektroniczna, sprawiajg wrazenie pozytecznego pro-
gramu, gdy tymczasem prowadza destrukcyjna dziatalno$¢ — nazywa sie
je koniami trojanskimi.

Nie ma zasad gwarantujacych bezwirusowg prace. Istniejg jednak re-
guty pozwalajace zminimalizowa¢ ryzyko zarazenia, a w razie infekcji
zmniejszy¢ skutki destrukcyjnej dziatalnosci wirusa.

1. Nalezy uzywac legalnie zakupionego oprogramowania. Minimali-
zuje to prawdopodobienstwo, ze zdobyty program posiada wirusa. Firmy
rozpowszechniajace oprogramowanie prowadza wszechstronne testy anty-
wirusowe sprzedawanych produktéw. Dotyczy to zaréwno dystrybutoréw,
Jjak 1 wytwoércoéw oprogramowania. Nie nalezy instalowaé oprogramowa-
nia pochodzacego z nieznanego zrédfa.

2. Nalezy bezwzglednie tworzy¢ kopie zapasowe posiadanego oprogra-
mowania i efektow wiasnej pracy (archiwizacja). Umozliwia to odzyska-
nie danych, lub chociaz ich czgsci, po zniszczeniu danych na dyskach ro-
boczych.

3. Nalezy chroni¢ kopie zapasowe. Ochrona powinna obejmowac np.
zablokowanie dyskietki przed zapisem. Takiej dyskietki nie wolno niko-
mu pozyczac, a przed udostgpnieniem nalezy sporzadzic jej kopie.

4. Podstawowa cecha, ktdra pomaga ustrzec si¢ przed wirusami jest
ostroznos¢. Nalezy skrupulatnie sprawdzac dyskietki pochodzace z niepew-
nego zrodla, a takze te, do ktorych dostgp miaty inne osoby i byly wykorzy-
stywane na innych komputerach. Nalezy ostroznie podchodzi¢ do progra-
moéw-ciekawostek. Kazdy z nich w trakcie interesujacego pokazu moze
zniszczy¢ zawartos¢ dysku, moze tez uczynié to dopiero po kilku miesia-
cach pracy. W szczegolnosci ostroznosé nalezy wykazywaé wobec taje-
mniczych programéw przychodzacych jako zataczniki poczty elektronicz-
nej. Po odebraniu od nieznajomego nadawcy listu, ktory w zataczeniu do-
starcza program, najlepiej od razu caty list skasowac.

5. Konieczne jest posiadanie pewnej, zabezpieczonej dyskietki syste-
mowej, zawierajacej programy antywirusowe. Dobrym zwyczajem jest
ich uruchamianie programu antywirusowego z zabezpieczonej dyskietki,
gdyz w ten sposéb eliminujemy mozliwos¢ zainfekowania programu anty-
wirusowego, dla ktérego wirus mogtby stac si¢ niewidoczny.

6. Nalezy wyposazy¢ oprogramowanie komputera w program antywi-
rusowy. Program taki nalezy uruchamia¢ okresowo, zawsze przed zapisem
do pamigci wewnetrznej z dyskietki, lub tez uruchomié program na state.
Stale uruchomiany program pracuje w tle, to znaczy nie jest bezposrednio
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widoczny przez uzytkownika, a jego praca polega na stalym sprawdzaniu
otwieranych i wykorzystywanych plikow. Jest to zalecany tryb pracy pro-
gramu, ale nalezy zdawac sobie sprawg, ze jego wykonywanie moze spo-
wodowa¢ spowolnienie wykonywania aplikacji uzytkowych.

7. Program antywirusowy umozliwia wykrycie i zniszczenia wirusa,
a takze czesto usunigcie skutkow jego dziatania. Nalezy jednak pamigtac,
ze walka z wirusami jest nieustanna, poniewaz wciaz powstaja nowe wi-
rusy, a programy antywirusowe wymagaja okresowej aktualizacji.

Programy antywirusowe sa najskuteczniejszym narzedziem do zwalcza-
nia wirusdw. Istniejace i ciagle rozwijajace si¢ programy ulatwiaja ochrong
systemu przed inwazja, szybkie jej wykrycie i w wigkszosci przypadkow
usunigcie skutkow.

Podane nizej witryny internetowe dostarczaja szczegotow na temat naj-
bardziej popularnych programéw antywirusowych oraz warunkéw ich za-
kupu i aktualizacji.

MKs_vir: www . mks . com.pl

Panda Antivirus: www .pandasoftware. com

Kaspersky Anti-Virus (AVP): www . kaspersky.com

Sophos Anti-virus: www . sophos . com

McAfee VirusScan: www . mcafee. com

AntiVirenKit: www.gdata.com.pl

Norton AntiVirus: www . symantec.com.pl


http://www.pandasoftware
http://www.gdata.com.pl




VI. SIECI KOMPUTEROWE

Co to jest sie¢ komputerowa?

Daty narodzin sieci komputerowych mozna doszukiwaé sie w koncu lat
szes¢dziesiatych, intensywny ich rozwoéj przypada na drugg potowe lat
osiemdziesiatych, od poczatku lat dziewigédziesiatych zaczely sie rozpo-
wszechnia¢ w Polsce, a obecnie na $wiecie i w Polsce stanowia standar-
dowe narzgdzie pracy i komunikacji.

Sie¢ komputerowa to zbiér komputeréw i urzadzen zewnetrznych po-
taczonych ze sobg za posrednictwem podsieci transmisji danych, w celu
wspdlnej wymiany danych i wspoétuzytkowania zasobéw — wspolny
sprzgt, programy, bazy danych. Sieci umozliwiaja wykorzystywanie tych
samych zasobdéw informacji i urzadzen peryferyjnych przez wielu uzyt-
kownikéw, szybkie przesytanie, wyszukiwanie i rozpowszechnianie infor-
macji.

Rys. 6.1
Schematyczna struktura sieci komputerowej

Komputer

Podsie¢
transmisji
danych

Komputer

Komputer

Komputer
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Ustugi, z ktorych korzysta uzytkownik sieci, mozna sprowadzi¢ do
trzech zasadniczych kategorii:

— ustugi informacyjne — polegaja na dostgpie do serwisdéw informa-
cyjnych (np. encyklopedycznych, prawnych, prasowych), wyszuka-
niu, odczytaniu i sprowadzeniu do wiasnego komputera wybra-
nych informacji;

— ustugi komunikacyjne — stuza do przekazywania pomig¢dzy uzyt-
kownikami sieci réznej postaci informacji: przesytania listow ele-
ktronicznych (odpowiednik klasycznej poczty), prowadzenia poga-
wedek, przesytania dokumentéw (np. rozliczen podatkowych, do-
kumentéw bankowych);

— ustugi obliczeniowe — pozwalaja na wykorzystanie mocy oblicze-
niowej innych komputeréw; uzytkownik moze przesyta¢ swoje da-
ne albo swéj program wraz z danymi w celu przeprowadzenia ob-
liczen na innym komputerze.

Podane wyzej okreslenie sieci komputerowe;j jest bardzo ogdlne, gdyz
odnosi si¢ zarowno do sieci, jak i do federacji sieci, czyli sieci powigza-
nych ze soba sieci. Wiasnie z federacja wzajemnie powiazanych ze sobg
sieci mamy obecnie czgsto do czynienia, pracujac w Internecie — naj-
wigkszej, globalnej sieci komputerowej, obejmujacej swoim zasigegiem
caly $wiat.

Rys. 6.2
Schematyczne polqczenie sieci

Sieé
komputerowa

Brama

Brama

Brama

Sie¢
komputerowa

Federacja sieci powstaje przez polaczenie sieci za posrednictwem spe-
cjalnych komputeréw — bram lub bramek, petniacych role posrednika
w wymianie danych pomigdzy sieciami. Ze wzgledu na zasigg rozréznia
si¢ kilka typow sieci komputerowych:
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— domowe,
lokalne,

— metropolitalne,

— rozlegte.

Podziat ten wynika zaréwno ze wzgledéw technicznych, jak i organi-
zacyjnych. Wigkszy zasigg sieci wymaga bardziej rozbudowanej infra-
struktury technicznej, a takze — z uwagi na zaangazowanie wigkszej licz-
by ludzi i instytucji — odpowiedniej organizacji, co pociaga za sobg roz-
ne problemy prawne, finansowe itp.

Sieciami o najmniejszym zasiggu sq sieci domowe. Najnowsze rozwia-
zania technologiczne umozliwiaja budowg bezprzewodowych sieci, ktdre
tacza rozmieszczone w mieszkaniu komputery i wspdtpracujace z nimi
urzadzenia zewnetrzne. Zasieg takich sieci, mierzony odlegtoscia pomie-
dzy skrajnie potozonymi elementami, jest rzedu kilkunastu metréw. Sieci
te okresla si¢ takze mianem sieci prywatnych — PAN (Private Area Net-
work).

Wigkszy zasigg, zwykle budynku lub kilku potozonych obok siebie
budynkoéw, maja sieci lokalne — LAN (Local Area Network). Sieci miej-
skie (metropolitalne) — MAN (Metropolitan Area Network) sa swym za-
siggiem ograniczone do aglomeracji. Najszerszy zasigg, krajowy lub mie-
dzynarodowy, maja sieci rozlegle — WAN (Wide Area Network).

Potaczenie wielu sieci réznych rodzajow w jedng wspdlna sie¢ nazy-
wamy internetem (pisanym z matfej litery), natomiast najwiekszy z inter-
netéw, czyli globalna federacja sieci o zasiegu $wiatowym to Internet (pi-
sany z duzej litery).

Obecnie w sktad Internetu wchodzi kilka milionéw sieci komputero-
wych o réznym charakterze — sieci akademickie, komercyjne, militarne,
badawcze — faczace ludzi w niemal wszystkich krajach swiata.

Dwoma podstawowymi skiadnikami kazdego rodzaju sieci kompute-
rowej sg: podsie¢ transmisji danych (sie¢ telekomunikacyjna) oraz podta-
czone do niej komputery. Komputery te, ze wzgledu na petnione role
w sieci, dzieli si¢ na dwie kategorie: serwery sieciowe i stacje robocze.

Serwery sieciowe to komputery o duzej mocy obliczeniowej i duzych
mozliwo$ciach gromadzenia oprogramowania i danych. Ich zadaniem jest
udostepnianie gromadzonych danych oraz wykonywanie zainstalowanych
aplikacji.

Stacje robocze to komputery o mniejszej mocy obliczeniowej, ktdre
pehnia role komputeréw lokalnych i ktére pozwalajg ich uzytkownikom,
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za posrednictwem podsieci transmisji danych, siggaé¢ do zasobow serwe-
réw sieciowych.

Sa tez oczywiscie komputery, ktore moga jednoczesnie petic role ser-
wera | stacji roboczej. Zardwno serwery, jak i stacje robocze posiadajg
odpowiednie oprogramowanie sieciowe, dzigki ktéremu mogg sie wza-
jemnie komunikowac.

Podsie¢ transmisji danych jest wyspecjalizowang siecig komputerowa,
ktorej jedyna ustuga jest transmisja danych pomiedzy dotaczonymi do niej
komputerami czy systemami komputerowymi. Dlatego zamiast podsie¢
mowimy czesto sie¢ transmisji danych. W zaleznosci od typu sieci sg one
roznie zbudowane. Podsie¢ transmisji jest zbiorem weztéw transmisy;j-
nych potaczonych faczami transmisyjnymi. Laczami sg roznego rodzaju
kable elektryczne (np. kable koncentryczne, pary skretek), $wiattowody,
kanaly radiowe i satelitarne. Do przesyfania danych wykorzystuje si¢ tak-
ze linie energetyczne, a czasem istniejace systemy tacznosci telefonicznej.

Weztami sa urzadzenia petnigce role koncentratoréw (hub) lub/i prze-
facznikoéw (router). Rolg koncentratora jest posredniczenie w transmisji
pomiedzy duzg liczbg taczy o malej szybkosci transmisji a zwykle jednym
szybkim faczem transmisyjnym. Natomiast rola przefacznika jest prze-
kierowywanie transmisji z jednego tacza na inne.

By zilustrowa¢ budowe podsieci transmisji danych, omowimy struktu-
r¢ lokalnych sieci komputerowych. Najprostsza lokalna sie¢ komputero-
wa ma przynajmniej jeden serwer i kilka stacji roboczych. Moga by¢ one
potaczone ze sobg w strukturg: gwiazdzista, pierscieniowa lub szynowa
(magistralowa).

Rys. 6.3
Sie¢ lokalna o strukturze gwiaZdzistej
Serwer
Koncentrator
Stacja Stacja Stacja

robocza robocza robocza
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W sieci lokalnej o strukturze gwiazdzistej serwery i stacje robocze sg
przytaczone do jednego wspolnego koncentratora. Taka struktura i odpo-
wiednia konstrukcja koncentratora umozliwiaja serwerom i stacjom ro-
boczym jednoczesny dostep do tacz transmisyjnych i niezalezne prowa-
dzenie transmisji danych. Réwnoczesne prowadzenie transmisji z wielu
stacji roboczych z jednym serwerem wymaga, by facze transmisyjne po-
migdzy koncentratorem a serwerem byto wielokrotnie szybsze. Typowe
zestawy szybkosci transmisji to 10-100 Mb/s pomiedzy koncentratorem
a serwerem i 1-10 Mb/s pomigdzy koncentratorem a stacjami roboczymi.

Rys. 6.4

Sie¢ lokalna o strukturze pierscieniowej

Stacja Serwer
robocza
Stacja Stacja
robocza robocza
Stacja Stacja
robocza robocza

W sieci o strukturze pierscieniowej facze transmisyjne tworzy zam-
knieta petle — pierscien, do ktorej sg przytaczone serwery i stacje robo-
cze. Organizacja transmisji danych jest tu bardziej ztozona, poniewaz
wszystkie stacje i serwery maja dostep tylko do jednego wspdlnego ta-
cza. Dane sa przesylane zawsze w jednym kierunku od danej stacji do
stacji sasiedniej. Stacja, ktora odbiera adresowane do niej dane, zatrzymuje
je dla siebie, a w odwrotnym przypadku przekazuje je dalej do swojego
sasiada. Przyjmuje sie, ze w danym momencie prawo do wysylania da-
nych ma tylko jedna stacja, a pozostate moga tylko odbiera¢ dane. Stacja,
ktéra ma prawo nadawania danych, moze z tego prawa skorzystac, a po
wystaniu danych lub w przypadku braku takiej potrzeby przekazuje pra-
wo do wysytania danych do innej, np. sasiedniej stacji. W zaleznosci od
potrzeb stosuje sie rdzne algorytmy przekazywania uprawnief do trans-
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misji pomigdzy weztami sieci. Sieci o tej strukturze sg wykorzystywane
w zastosowaniach przemystowych, np. w sterowaniu liniami technolo-
gicznymi. Stosowane szybkosci transmisji sa bardzo rozne, typowy prze-
dziat szybkosci wynosi od 9,6 Kb/s do 12 Mbs.

Rys. 6.5
Sie¢ lokalna o strukturze magistralowej

Stacja Stacja Stacja Serwer
robocza robocza robocza

Strukturg magistralowa wyroznia to, ze wszystkie wezty sieci pola-
czone sg ze sobg za pomocg pojedynczego, otwartego (umozliwiajacego
przyfaczenie kolejnych urzadzen) lacza transmisyjnego noszacego nazweg
magistrali. Sieci o strukturze magistralowej naleza do najbardziej popu-
larnych sieci lokalnych w zastosowaniach biurowych, spotykane szybko-
$ci transmisji wynosza od 1 Mb/s do 1 Gb/s.

Ciekawy jest tu sposob organizacji transmisji danych pomigdzy we-
ztami sieci, oparty na tzw. protokole rywalizacyjnym. Ze wzgledu na do-
step do wspdlnego tacza — tak jak w przypadku sieci pierscieniowych
— mozliwe jest w danym momencie wysylfanie danych tylko przez jedng
stacje. Nie ma tu jednak wyrdéznionej stacji majacej prawo nadawania, mo-
ze to czyni¢ kazda. Jezeli jednak zajdzie taka sytuacja, ze jednoczesnie
czy prawie jednoczesnie zaczng nadawac dwie lub wigcej stacji, to kazda
z nich — nadajac, ale jednoczesnie i nastuchujac sygnatu w faczu trans-
misyjnym — stwierdzi kolizj¢ nadawania. W takim przypadku kazda z na-
dajacych stacji ma obowigzek przerwania nadawania i moze je wznowié
dopiero po uptywie pewnego czasu. Aby jednak przy probie wznowienia
nadawania nie nastapita kolejna kolizja, czas, po ktorym nastepuje wzno-
wienie nadawania, jest przez kazda stacje ustalany w sposob losowy. Roz-
ktady prawdopodobienstwa dobiera si¢ tak, aby zminimalizowac $redni
czas oczekiwania na wznowienie nadawania. Jesli powtoérne wznowienie
zakonczy si¢ kolizja, nadajace stacje postepuja jak przy pierwszej kolizji.

Budowa sieci transmisji danych, obstugujacej rozlegla sie¢ kompute-
rowa, jest o wiele bardziej ztozona, przypomina nieco swiatows sie¢ lacz-
nosci telefonicznej. W obrebie takiej sieci transmisji danych mozna wy-
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rézni¢ przynajmniej trzy rodzaje sieci transmisyjnych rézniacych sie pa-
rametrami technicznymi, a przede wszystkim szybkoscia transmisji:
— szkieletowe — obstugujace ruch migdzynarodowy, czasem miedzy-
miastowy, transmitujace dane z szybkoscia setek Gb/s,
— regionalne (posredniczace) — obstugujace ruch migdzymiastowy
i regionalny, z szybkoscia pojedynczych Gb/s,
— miejskie, ograniczone do aglomeracji — transmitujace z szybkoscia
kilkudziesieciu-kilkuset Mb/s.
Podane szybkosci transmisji sg orientacyjne, gdyz obserwuje sie trwa-
1a tendencje do ich zwigkszania.

Identyfikacja komputeré6w

Jak jest mozliwe funkcjonowanie sieci, ktora jest ogromnym zbiorem kom-
puterdw zréznicowanych sprzgtowo i programowo? — oto zasadnicze py-
tanie, jakie si¢ nasuwa przy wyjasnianiu dziatania sieci.

Pierwszym szczegdtowym problemem jest adresowanie stacji robo-
czych i serwerdw. Sposob adresowania komputerdw pracujacych w In-
ternecie odzwierciedla podziat catej sieci na tzw. domeny, ktory lezy w ge-
stii Departamentu Obrony USA. Wynika to z faktu, ze Internet powstat
na bazie projektéw sieci badawczych finansowanych przez Departament
Obrony. Domeny te mogg by¢ podzielone na wewngtrzne poddomeny. Do-
meny internetowe najwyzszego poziomu sg podzielone ze wzgledu na po-
tozenie geograficzne i charakter organizacyjny. Domeny nizszych pozio-
mow sa wewnetrznie podzielone na podstawie kryteriow ustanowionych
przez ich administratoréw.

Kazdy komputer podiaczony do Internetu ma unikalny adres (identyfi-
kator), tzw. adres TCP/IP (Transmission Control/Internet Protocol). Skla-
da sie on z 4 czesci, ktore sg liczbami catkowitymi z zakresu od 0 do 255.
Wynika to z tego, ze na kazdg cze$¢ adresu przeznaczono w pamigci kom-
putera | bajt, a na caty adres — 4 bajty. Liczba mozliwych adresow wy-
nosi ok. 4,2 mld, co wkrétce moze by¢ istotnym ograniczeniem rozwoju
Internetu.

Adres zapisuje si¢ w postaci ciagu liczb dziesigtnych oddzielonych
kropkami, np.:

123.32.67.20
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Adresy sieci przydzielane sa przez organizacje zarzadzajace Interne-
tem. Aby potaczy¢ si¢ z wybranym serwerem, trzeba zna¢ jego adres, po-
dobnie jak przy potaczeniach telefonicznych numer telefonu.

Poniewaz zapamigtanie adresu serwera jest klopotliwe, przyporzadko-
wano im symboliczne nazwy, zwykle w postaci:

nazwaKomputer .nazwaPoddomeny?2 .nazwaPoddomenyl . domena

Np. nazwa
zh-p5.ci.pwr.wroc.pl
ma adres
156.17.131.11

Nazwy te, okreslane takze mianem adresow domenowych, odzwier-
ciedlajg hierarchiczng struktur¢ podziatu Internetu na domeny. Ostatni
czton nazwy pl jest nazwa domeny najwyzszego poziomu, tu oznaczaja-
cg nazwe kraju (Polska), ktorej odpowiada numer 156, wroc jest nazwa
poddomeny — odpowiednik numeru 17, pwr jest nazwa kolejnej pod-
domeny — odpowiednik numeru 131, czton zh-p5.ci jest nazwa kom-
putera — odpowiednik numeru 11.

Domeny internetowe odnoszace sie do innych wybranych krajéw ma-
ja postac:

us — Stany Zjednoczone,
uk  — Wielka Brytania,
de — Niemcy,

ru — Rogja,

fr — Francja.
Domeny internetowe odnoszace si¢ do wybranych organizacji maja

postac:

com — organizacje handlowe,

edu — uniwersytety i inne instytucje edukacyjne,

gov — przedstawicielstwa rzadowe,

mil — organizacje militarne,

net — wazniejsze centra wspomagajace dziatanie sieci,
int — organizacje miedzynarodowe,

Org — inne organizacje.

Domeny nie zawsze precyzyjnie okreslaja w nazwie charakter serwe-
ra, dlatego nietatwo stwierdzi¢, gdzie fizycznie znajduje sie komputer
o podanej nazwie. Dodatkowym utrudnieniem moze by¢ to, ze jeden kom-
puter moze mie¢ kilka adresow.


p5.ci.pwr.wroc.pl
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Informacje o adresach i przyporzadkowanych im nazwach umieszczo-
ne sg na specjalnych serwerach nazwanych DNS (Domain Name System).
Kazda domena posiada wiasny serwis adresowy. Gdy uzytkownik podaje
nazwe, jego komputer faczy si¢ z najblizszym serwerem DNS, ktéry po-
daje odpowiadajacy jej adres, przy czym w przypadku stwierdzenia, ze
nazwa nie nalezy do danej domeny, serwer komunikuje si¢ z serwerem
DNS domeny wyzszego poziomu.

Z punktu widzenia uzytkownika adres sieciowy jego komputera nie
jest najwazniejszy. Z adresem spotyka si¢ on w zasadzie tylko podczas
poditaczania komputera do Internetu, podobnie jak z adresem serwera, do
ktorego komputer ma bezposredni dostgp. Z praktycznego punktu widze-
nia dla uzytkownika wazniejszy jest adres jego skrzynki pocztowej oraz
adresy zasobow informacyjnych, z ktorych chcialby korzystaé.

Sieci otwarte

Kolejne problemy, ktére wiaza si¢ z funkcjonowaniem sieci, dotyczg for-
matéw oraz znaczenia wymienianych danych.

Np. by tekst opracowany w jednym kraju i przestany do innego kraju
mogt by¢ odczytany, konieczna jest nie tylko znajomos¢ formatdéw zapi-
sow tekstowych stosowanych w obu krajach, ale rowniez programy trans-
formacji tych formatéw. Okazuje sig, ze w wielu przypadkach taka trans-
formacja jest niejednoznaczna, a w skrajnych — nie jest nawet mozliwa.
Podobne problemy wiaza si¢ z przesylaniem i interpretacja plikow me-
dialnych.

Jeszcze trudniejszym problemem bytoby przettumaczenie tekstu napi-
sanego w jednym jezyku na inny jezyk. Rozwigzanie tego problemu nie
jest wprawdzie konieczne do poprawnego funkcjonowania sieci, ale stano-
wi dobrg ilustracje trudnoscei, jakie niesie wspdtpraca komputeréw w In-
ternecie.

W celu umozliwienia wspotpracy w jednej sieci komputeréw réznia-
cych sig sprzetowo i programowo opracowano standardy wspotpracy. Te
systemy komputerowe, ktore spetniaja standardy, nazywa si¢ systemami
otwartymi. W ramach Internetu opracowano zestaw standardow, ktérych
ogélna idea polega, podobnie jak w przypadku oprogramowania kompu-
tera osobistego, na wprowadzeniu warstw funkcjonalnych. Warstwy te sg
uporzadkowane hierarchicznie: dana warstwa dostarcza pewnych ustug
warstwie wyzszej i w celu realizacji tych ustug korzysta z ustug warstwy
nizszej. Standaryzacja polega na ustaleniu hierarchii warstw, okresleniu
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ustug, jakie dana warstwa oferuje, i sposobu ich realizacji za pomoca ustug
warstwy nizszej, czyli protokolu warstwy.

Upraszczajae, catq hierarchi¢ mozna sprowadzié¢ do dwoch warstw:
warstwy transmisji danych i warstwy aplikacji. Warstwa transmisji da-
nych (warstwa transportowa), obejmujac nizsze warstwy hierarchii, $wiad-
czy ustugi wyzszym warstwom, z ktorych najwyzsza jest warstwa apli-
kacji $wiadczaca ustugi uzytkownikom sieci.

W Internecie do warstwy transmisji danych odnosi si¢ zestaw protoko-
tow okreslanych skrétem TCP/IP. Warstwa ta swiadczy zasadniczo dwie
ustugi:

— ustuga transmisji potaczeniowej — polega na utworzeniu potacze-
nia transmisyjnego i niezawodnego przesylania danych pomiedzy
dwoma komputerami; mozna ja poréwnac do ustugi potaczenia te-
lefonicznego; po nawiazaniu potaczenia pomigdzy dwoma abonen-
tami mogg oni prowadzi¢ jednoczesng wymiane wiadomosci;

— ustuga transmisji bezpotaczeniowej — polega na niezawodnym prze-
staniu pojedynczej wiadomosci od jednego komputera do drugiego
bez uprzedniego tworzenia polaczenia; mozna ja pordwnaé do ushu-
gi przestania wiadomosci SMS w telefonie komoérkowym; wa-
riantem tej ustugi jest rozglaszanie, czyli jednoczesne wysylanie
tej samej wiadomosci od jednego nadawcy do wielu odbiorcéw.

Na bazie ustug warstwy transmisyjnej funkcjonuje warstwa aplikacji
sieciowych, ktéra dostarcza licznych ustug, dostgpnych bezposrednio uzyt-
kownikom sieci. Do najbardziej popularnych nalezg ustugi:

— WWW (World Wide Web),

— poczty elektronicznej (e-mail),

— transferu plikéw (File Transfer Protocol),

— zdalnego dostepu (Telnet),

— zdalnych pogawedek IRC (Internet Relay Chat).

Swiatowa pajeczyna WWW

Nazwa ustugi — World Wide Web, czyli swiatowa pajeczyna — dobrze
oddaje jej zasigg i znaczenie. Obecnie jest to najpopularniejsza ustuga
w Internecie. Jej specyfika opiera si¢ na pojeciu dokumentu hiperteksto-
wego — uogolnieniu dokumentu tekstowego, oraz na powiazaniach po-
mig¢dzy dokumentami hipertekstowymi.
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Dokument hipertekstowy, ogladany na ekranie monitora, rézni sie od
zwyktego dokumentu tekstowego lub tekstowo-graficznego tym, ze jego
wyroéznione wizualnie (zwykle przez podkreslenie, ale takze przez inny
kroj pisma lub kolor) elementy sktadowe petnig funkcje odsytaczy do in-
nych fragmentéw tego samego dokumentu albo do innych dokumentéw.
Odsylacz, inaczej facznik hipertekstowy lub odno$nik (link), proponuje
uzytkownikowi przejscie w inne miejsce tego samego lub innego doku-
mentu.

Czytelnik moze z tej propozycji skorzysta¢, co w przypadku interfejsu
graficznego polega na wskazaniu kursorem wybranego facznika i kliknie-
ciu mysza. Czynnos¢ ta uruchamia akceje, ktorej efektem jest wyswietle-
nie na ekranie odpowiedniego fragmentu tego samego lub innego doku-
mentu. Jesli odsytacz wskazuje na dokument znajdujacy si¢ w innym kom-
puterze, to w ramach takiej akcji wykonywanych jest wiele czynnosci:
komputer, na ktérym jest czytany dokument hipertekstowy, musi zidenty-
fikowa¢ inny komputer, ktory przechowuje dokument wskazywany przez
odsytacz, nawiaza¢ z nim potaczenie w celu sprowadzenia tego dokumen-
tu i dopiero po jego odbiorze wyswietli¢ go na ekranie. '

Sposdb nawigzywania polaczenia i przesytania zadanych dokumentéw
pomigdzy komputerami jest zestandaryzowany — podstawowym jest pro-
tokol http (Hypertext Transfer Protocol), stuzacy do przesytania dokumen-
tow hipertekstowych zapisywanych w standardzie HTML (Hypertext
Markup Language). Jezyk HTML stuzy do definiowania dokumentéw
hipertekstowych, obecnie jest to ciagle najbardziej popularny jezyk, cho-
ciaz zaczyna juz by¢ zastgpowany przez jezyk XML (eXtended Markup
Language).

Wybierane dokumenty hipertekstowe sg zawartoscig odpowiednich pli-
kéw. Odwotywanie sie do wskazanego dokumentu oznacza wyszukanie
i siggnigcie do odpowiedniego pliku znajdujacego si¢ w pewnym kompu-
terze. Jak omawiali$my wczesniej, kazdy komputer ma swdj adres inter-
netowy, a kazdy plik w pamieci danego komputera jest jednoznacznie
identyfikowany przez $ciezke dostepu. Zatem z kazdym odnosnikiem jest
skojarzony identyfikator (adres) zasobu sieciowego URI (Universal Re-
source Identifier). Identyfikator taki sktada si¢ z trzech czgsci:

— symbolu protokotu udostepniania danych; w przypadku protokotu

http jest to http://;

— adresu komputera w postaci symbolicznej lub numerycznej;

— Sciezki dostepu pliku w pamigci komputera.
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Np. identyfikatorem zasobu sieciowego jest:
http://wiem.onet.pl/wiem/0137cb.html

Fragment wiem.onet.pl/wiem jest sieciowym adresem polskiego
serwera, ktéry udostgpnia informacje encyklopedyczne, a 0137cb . html
Jjest nazwa pliku hipertekstowego zawierajacego wyjasnienie hasta hiper-
tekst.

Do wykonywania czynnosci wyswietlania dokumentéw hiperteksto-
wych, przechodzenia do innych fragmentéw zgodnie z wybieranymi od-
nosnikami potrzebne jest odpowiednie oprogramowanie zainstalowane
w obu komunikujacych si¢ komputerach.

Komputer, ktéry udostgpnia swoje dokumenty — serwer WWW —
musi je odpowiednio przygotowaé w postaci stron WWW (lub HTML),
liczba takich stron udostgpnianych obecnie w Internecie wynosi setki mi-
liondw i nieustannie rosnie.

Komputer, ktory dokumenty te oglada — klient WWW — powinien
mie¢ zainstalowana przeglqdarke dokumentow WWW. Do najpopular-
niejszych przegladarek dostgpnych na rynku naleza: Netscape Navigator
i Internet Explorer. Przegladarki staja si¢ obecnie standardowa czescia sy-
stemow operacyjnych, co oznacza, ze kupujac nowy komputer wraz z sy-
stemem operacyjnym, mamy juz mozliwo$¢ dostepu do internetowych
stron WWW. Przegladarki oprécz wymienionych wykonuja jeszcze inne
czynnosci, m.in. zapamigtujg ciag odwiedzanych stron WWW, co pozwa-
la uzytkownikowi na prosty powrdt ze strony, ktorg aktualnie oglada na
strong, z ktdrej rozpoczat wedréwke, dodatkowo uzytkownik moze two-
rzy¢ wlasny katalog ulubionych stron, do ktorych zamierza siggad.

Dysponujac przegladarka, uzytkownik przez ogladanie kolejnych do-
kumentéow moze wedrowac po internetowych stronach catego swiata. We-
dréwka taka moze by¢ przypadkowa w tym sensie, Zze polega tylko na
przechodzeniu ze strony na stron¢ przy wykorzystywaniu odsylaczy
w ogladanych dokumentach. O wiele czgstsza jest potrzeba znalezienia
informacji na konkretny temat w sytuacji, gdy uzytkownik nie dysponuje
adresem internetowym potrzebnych dokumentéw. Do odnajdywania stron
WWW z informacjami na dany temat stuza specjalne serwisy wyszuki-
wawcze — wyszukiwarki. Podobnie jak inne zasoby sieciowe, majg one
swoje adresy internetowe. Liczba dostgpnych wyszukiwarek jest dosy¢ du-
za, rzedu kilkudziesigciu. Ponizej przedstawiono adresy kilku popular-
nych wyszukiwarek:


http://wiem.onet.pl/wiem/0137cb.html
wiem.onet.pl/wiemjest
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AltaVista: http://www.altavista.com
Google: http://www.google.pl

Infoseek: http://infoseek.icm.edu.pl
Lycos: http//www.lycos.com

Yahoo: http//www.yahoo.com
WebCrawler: http://webcrawler.com

Wyszukiwanie potrzebnych dokumentow za pomoca wyszukiwarek
polega na wykonaniu nastgpujacych czynnosci. Po pierwsze, korzystajac
z wlasnej przegladarki, nalezy nawiaza¢ polaczenie z wyszukiwarka. Po-
lega to na wpisaniu adresu sieciowego wyszukiwarki w odpowiednie
okienka przegladarki i poleceniu nawigzania pofaczenia (nacisnigcie kla-
wisza akceptacji lub kliknigcie mysza). Po uzyskaniu polaczenia z wyszu-
kiwarka nalezy sformutowa¢ pytanie. Pytanie jest zestawem stow charak-
teryzujacym dang dziedzing, a odpowiedzig jest pewna ilo$¢ adresow tych
dokumentow, ktore majg zwigzek z pytaniem, tj. ich tres¢ dotyczy wska-
zanej dziedziny.

Wyszukiwarki oferujg rézne sposoby ustalania zwiazku pomigdzy py-
taniem a odpowiedzig. Np. jesli interesuje nas informacja na temat roz-
grywek pitki noznej, to jako pytanie mozemy wprowadzi¢ zestaw stow
,,W pitke nozng”. Mozemy okresli¢, czy chodzi nam o dokumenty, ktére
w swej treSci zawieraja petny zwrot ,,w pitk¢ nozng”, czy o dokumenty,
ktore zawieraja wszystkie sfowa, czy tez zawieraja przynajmniej jedno ze
stéw z podanego zestawu. Rozne wyszukiwarki maja rézne mechanizmy
dotyczace tych ustalen, co nie stanowi jednak trudnosci, gdyz udostep-
niaja one odpowiednie instrukcje na temat swego dziatania.

Formutowanie pytania na dany temat wymaga pewnej starannosci.
Przy zbyt ogdlnej charakterystyce dziedziny otrzymamy w odpowiedzi du-
73 ilos¢ stron, sposrdd ktdrych tylko nieliczne beda zawieraé to, co nas
interesuje. Natomiast przy zbyt waskiej charakterystyce zbidr stron, ktory
otrzymamy jako odpowiedz, moze nie zawiera¢ naprawdg interesujacych
nas stron.

llustracja problemu jest poprzednio omawiany przyklad, gdy intere-
suja nas rozgrywki w pitke nozng. Zamiast poprzedniego zestawu stow
W pitke nozng” lepszym wydaje sig zestaw ,,rozgrywki w pitke nozng”.
Potwierdza to eksperyment z wyszukiwarka Google, ktéra odpowiadajac
na pytanie z pierwszym zestawem stow, odnalazta ponad 8 tys. adreséw,
na pytanie z drugim zestawem stéw — ok. 740 adresow, a na zestaw ,,li-
gowe rozgrywki w pitke nozng” — 72 adresy.


http//www.yahoo.com
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W drodze ewolucji wyszukiwarki przeksztalcity sie w portale inter-
netowe, w ktérych funkcja wyszukiwania informacji jest tylko jedna
z wielu proponowanych ustug. Oprécz niej portale oferujg serwisy infor-
macyjne zawierajace katalogi uporzadkowane wedlug pewnych kryte-
riow. Mogg to by¢ katalogi po$wigcone np. sportowi, nauce, polityce, roz-
rywce, nowosciom kinowym. Zawieraja one zestaw odsylaczy do najwa-
zniejszych stron z danej dziedziny. Jesli poszukuje si¢ typowych infor-
macji na dany temat, sg bardzo pomocne i pozwalaja szybciej odnalez¢
informacj¢ niz wyszukiwarki. Ponadto portale oferuja darmowe konta po-
czty elektronicznej, grupy dyskusyjne, zakupy przez Internet.

Przyktadem znanych polskich portali internetowych o charakterze ogél-
nym sa:

Wirtualna Polska: http://www.wp.pl

Onet.pl: http: //www.onet.pl

Polska.pl: http://www.polska.pl

Przyktadem specjalizowanych polskich portali internetowych sa:

Wroctawskie Centrum Sieciowo-Superkomputerowe:

http://www.wcss.wroc.pl

Polski Serwer Prawa: http: //www.prawo.lex.pl

CBOS: http://www.cbos.com.pl

Polskie Towarzystwo Informatyczne: http: //www.pti.org.pl

Telekomunikacja Polska SA: http://www.tpsa.pl

Nalezy zwroci¢ uwagge, ze symboliczne adresy ogdlnych portali inter-
netowych, zwilaszcza wyszukiwarek, nie okreslaja jednoznacznie adresu
numerycznego serwera, na ktérym jest zainstalowana wyszukiwarka. Wy-
nika to z faktu, ze z dang wyszukiwarka jest zwigzanych wiele serwerow,
ulokowanych w réznych miejscach swiata. Serwery te ze soba wspotpra-
cuja, co nie jest widoczne dla uzytkownika, tworzac system wyszukiwar-
ki. Zadanie potaczenia z wyszukiwarka jest kierowane — na podstawie
informacji przekazanej z domenowego serwera nazw — do najblizszego
serwera nalezacego do systemu danej wyszukiwarki.

Ustugi poczty elektronicznej

Koncepcja ustugi poczty elektronicznej (e-mail) jest oczywista — stano-
wi elektroniczng formg tradycyjnej poczty: zamiast listow papierowych
korespondenci przesylaja pliki, ktorych glowna zawartoscia sa teksty.
W elektronicznej wersji zawarto$¢ poczty moze by¢ bogatsza, poniewaz
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oprocz tekstow mozna przesytac, zwykle w postaci zatacznikdw, niewiel-
kie pliki z zawartoscig o dowolnym charakterze — z grafika, dzwiekiem
i obrazem ruchomym. Dodatkowo elektroniczna poczta umozliwia:

— edycje listow,

— definiowanie pilnosci wysytanych listow,

— zadanie potwierdzenia odbioru listu przez odbiorce,

— przekazywanie odbieranych listdw do innych odbiorcéw,

— wysylanie listu jednoczesnie do wielu odbiorcow,

— tworzenie katalogéw stuzacych zapamigtywaniu wysytanych i od-
bieranych listéw,

— tworzenie list adresowych indywidualnych i zbiorowych odbior-
cdw wysylanej korespondencji.

Nie sg to wszystkie mozliwosci poczty, a doktadniej programéw ob-
stugujacych poczte elektroniczna. Podobnie jak przegladarki, réwniez pro-
gramy obstugi poczty staja si¢ integralng czescia systeméw operacyj-
nych. Przyktadem takich programéw sa Outlook oraz jego rozbudowana
wersja Qutlook Express w systemach Microsoft Windows.

Aby skorzysta¢ z ustugi poczty elektronicznej, trzeba mie¢:

— fizyczny dostep do sieci Internet,

— zalozone konto pocztowe na serwerze pocztowym (moze to by¢ ser-
wer lokalnej lub osiedlowej sieci komputerowej lub serwer portalu
informacyjnego, np. Wirtualna Polska, Onet),

— program pocztowy (np. Outlook Express, Netscape Mail) z prawi-
dtowo wpisanymi do niego informacjami o naszym koncie poczto-
wym lub korzysta¢ z przegladarki WWW.

Uzytkownicy poczty elektronicznej maja swoje adresy. Typowa struk-

tura adresu wyglada nastgpujaco:
imie.nazwisko@serwerPocztowy.organizacja.kraj

Np.:

jan.kowalski@wszib.wroc.pl

Symbol @ stanowi skrét facinskiego stowa at, w jezyku polskim nale-
zy go czytac przy.

Budowa listu elektronicznego rozni si¢ nieznacznie od budowy zwy-
czajnego listu. List elektroniczny skfada si¢ z dwoch czgsci: nagtowka
i wlasciwej tresci. Naglowek zawiera informacje wykorzystywane przez
serwery pocztowe i programy pocztowe oraz ogdlne dane o przesyice, ta-
kie jak:
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— nazwa adresata i jego adres,
data wystania przesytki,
nazwa nadawcy i jego adres,
temat wiadomosci.
Data wystania i adres nadawcy sg wpisywane automatycznie.
Szczegblng ustugg poczty elektronicznej jest lista dyskusyjna, ktéra
polega na przesytaniu listow pomigdzy grupg uzytkownikéw poczty —
kazdy list wystany przez dowolnego cztonka grupy dyskusyjne;j trafia do
wszystkich pozostatych cztonkéw grupy. Istotg znaczenia ustugi nie jest
mechanizm automatycznego rozsytania listow, ale mozliwosé efektywne-
go prowadzenia dyskusji na ustalony przez czlonkéw grupy temat. Efek-
tywnos¢ zalezy jednak od wewnetrznej organizacji i zachowania czton-
kow grupy. Sprawnie funkcjonujaca lista dyskusyjna wymaga moderato-
ra grupy, ktory stawia wlasciwe pytania i podsumowuje fragmenty dys-
kusji, a takze od cztonkow grupy, ktorzy powinni wypowiada¢ sie na te-
mat mozliwie jasno i zwigzle oraz powstrzymywac si¢ od nieistotnych wy-
powiedzi — od uczestnikéw listy dyskusyjnej oczekuje si¢ zachowania
netykiety (termin ten pochodzi od stéw: net — siec i etykieta).

|

Inne ustugi

Omowione wyzej ustugi WWW i poczty elektronicznej sa wykorzysty-
wane najszerzej. Wynika to z ich uniwersalno$ci — mozna nimi w znacz-
nym <topniu zastapi¢ pozostate ustugi.

Ustuga transferu plikow (File Transfer Protocol) umozliwia uzytkow-
nikom dostep i transfer plikow zapisanych w zdalnych komputerach. Re-
alizacja ustugi polega na nawigzaniu potaczenia z wybranym kompute-
rem | — pod warunkiem posiadania odpowiednich uprawnien — wska-
zanie pliku do przestania do wtasnego komputera. Czesto spotykamy sy-
tuacje, ze nie jest konieczne posiadanie odpowiednich uprawnien, gdy
zdalny komputer udostgpnia pewne kartoteki plikéw uzytkownikom ano-
nimowym.

Ustuga zdalnego dostgpu (Telnet) polega na tym, ze uzytkownik stacji
roboczej poprzez sie¢ loguje si¢ w zdalnym komputerze podobnie jak
w swoim wiasnym. Logowanie wymaga oczywiscie uprzedniej rejestracji
uzytkownika w zdalnym komputerze, a wigc nadania mu nazwy i ustale-
nia hasta. Po zalogowaniu uzytkownik moze pracowa¢ na zdalnym kom-
puterze tak samo jak na komputerze lokalnym. Przy dostatecznie szyb-
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kich faczach transmisyjnych opéznienia w reakcji zdalnego komputera na
kierowane do niego polecenia mogg by¢ niezauwazalne. Przykfadem na-
turalnej potrzeby wykorzystania zdalnego dostepu jest sytuacja, gdy uzyt-
kownik danego serwera w sieci lokalnej znajdzie sie¢ w innym miescie
i chce skorzystaé z ustug whasnego serwera.

Z obiema ustugami czgsto wiaze si¢ pewna niedogodnos¢ wynikajaca
z tego, ze wymagana jest znajomos$¢ odpowiednich polecen w postaci tek-
stowej. Moze to by¢ dosy¢ uciazliwe dla uzytkownika przyzwyczajonego
do pracy w interfejsie graficznym.

Ustuga zdalnych pogawedek IRC (Internet Relay Chat) polega na bez-
posredniej komunikacji pomigdzy réznymi uzytkownikami sieci. Przesy-
tane komunikaty majg posta¢ krotkich tekstow, ktoére po napisaniu i za-
twierdzeniu przez nadawce prawie natychmiast trafiajg do odbiorcy. Przy-
pomina to interaktywna wymiang SMS-6w za pomocg telefonow komor-
kowych. Ustuga ma kilka wariantéw; jeden z wariantow polega na tym,
ze uzytkownik ma na ekranie swego monitora dwa okienka, jedno stuzy
mu do umieszczania wiasnych tekstow, a w drugim obserwuje powsta-
wanie tekstéw pisanych przez jego interlokutora.






VII. PODSTAWOWE ZASADY PRACY
W SIECI KOMPUTEROWE]

Bezpieczenstwo systeméw komputerowych

Bezpieczenstwo systemu komputerowego wigze si¢ z nienaruszalnoscia
sprzgtu oraz pamigtanych danych. Pojecie bezpieczenstwa ma szerszy za-
kres znaczeniowy od pojecia ochrony, ktére zwiazane jest z kontrolg do-
stepu uzytkownikéw do zasobow systemu komputerowego.

Miarg bezpieczenstwa jest zaufanie uzytkownika, ze system i jego da-
ne pozostang nienaruszone. Okre$lenie, ktore odwotuje sie do pojecia za-
ufania uzytkownika, nie moze by¢ precyzyjne. Przy ocenie bezpieczenstwa
systemow nie odwotujemy si¢ do pojgcia zaufania, oceniamy bezpieczen-
stwo systemoOw posrednio przez wyliczenie mechanizméw zabezpiecza-
jacych. Dzigki temu, oceniajac bezpieczenstwo dwdch systeméw, moze-
my mowié, ze bardziej bezpieczny jest ten, ktdry posiada wiecej mecha-
nizmow zabezpieczajacych.

Dla zrozumienia zakresu mechanizméw zabezpieczajacych warto przed-
stawi¢ rodzaje zagrozen, na ktore narazony jest system komputerowy.
Chodzi tu o zewngtrzne zrodla zagrozen zwiazane z przypadkowymi lub
swiadomymi atakami na bezpieczenstwo systemu.

Pomijamy dalej srodowiskowe zrodta zagrozen, takie jak ogien, dym,
kurz, eksplozje, wyladowania atmosferyczne, wibracje, trzgsienia ziemi.
Glownym zagrozeniem dla bezpieczenstwa pozostaje cztowiek, ktorego
dziatania moga mie¢ charakter ataku sprzetowego lub programowego.

Najbardziej oczywista forma ataku sprzgtowego jest zniszczenie sys-
temu lub linii telekomunikacyjnych. Z tego rodzaju zagrozeniem musza
sie liczy¢ bardziej instytucje niz uzytkownicy komputeréw osobistych,
ktorzy powinni bardziej obawia¢ si¢ kradziezy lub pozaru.

Wyroznia si¢ pasywne i aktywne ataki programowe. Atak pasywny
wiaze si¢ z podgladaniem lub podstuchem w celu uzyskania dostepu do
zasobow przez osobe postronng. Majac mozliwosé odczytu danych, oso-
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ba postronna moze wykorzystywaé poufne informacje, np. bankowe, han-
dlowe, moze tez nielegalnie kopiowaé oprogramowania. W przypadku ata-
ku aktywnego, czyli mozliwosci zmiany danych, straty moga by¢ jeszcze
wigksze, chociaz na ogdt wezesniej zauwazane. Zmiana moze polegac np.
na zmianie stanu konta bankowego, zablokowaniu komputera przez upo-
waznionych uzytkownikow i przejeciu przez postronnego uzytkownika
roli administratora systemu. Atak aktywny moze mie¢ rézne formy, np.:

— maskarady, czyli podszywania si¢ pod upowaznionego uzytkowni-
ka w celu przechwycenia jego hasta,

— zgadywania haset,

— modyfikowania przesytanych komunikatow,

— blokowania dziatania systemu lub jego fragmentow,

— wiamania do systemu przez wykorzystywanie nieszczelnosci sys-
temu operacyjnego.

Ostatni rodzaj atakow wigze sie z dziataniem hakeréw (hackers). Po-
czatkowo przez hakeréw rozumiano osoby, ktore ze wzgledéw ambicjo-
nalnych — pokazania swych umiejetnosci informatycznych — dokonywa-
ty wlaman do systeméw komputerowych, bez naruszania jego zasobdw.
Odrozniano ich w ten sposdb od krakeréw (crackers), czyli bezwzgled-
nych wlamywaczy-wandali, niszczacych zasoby systemu. Obecnie oba ter-
miny maja jednakowo negatywne, kryminalne konotacje.

Zasadniczymi powodami komputerowej przestgpczosci sa:

— szpiegostwo przemystowe, dotyczace zwlaszcza firm prowadzacych

badania nad nowymi technologiami lub konstrukcjami,

— che¢ osiagnigcia korzysci materialnych przez manipulacjg na kon-
tach bankowych, a takze na operacjach catego systemu elektronicz-
nego obrotu bezgotéwkowego,

— pragnienie odwetu sfrustrowanych pracownikdéw lub bytych praco-
wnikéw firm i instytucji,

— pragnienie rozglosu, zwiazane najczesciej z pokazaniem wiasnej
nieuchwytnosci.

W celu systematycznego zabezpieczenia systeméw komputerowych

w potowie lat osiemdziesigtych Departament Obrony USA opracowat
pierwsza klasyfikacj¢ poziomdéw bezpieczenstwa. Podobne opracowanie
powstato na poczatku lat dziewiecdziesiagtych w krajach Wspdlnoty Eu-
ropejskiej. Wyrdznia ono mechanizmy ochrony bezpieczenstwa, wsrdd
ktorych sa m.in.:
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— identyfikacja i uwierzytelnianie uzytkownikéw — kazdy uzytko-
wnik ma unikalny identyfikator (nazwe konta) i hasto, stanowiace
potwierdzenie jego tozsamosci,

— kontrola dostepu do zasobéw — pozwala na udzielenie uzytkow-
nikowi dostgpu tylko do tej czgsci zasoboéw systemu, ktdra jest mu
niezbgdna do jego pracy;

— prowadzenie dziennikéw pracy — pozwala na automatyczna reje-
stracj¢ wybranych czynnosci wykonywanych przez uzytkownika
w celu mozliwosci rozliczenia wykonywanych przez niego czyn-
nosci;

— sledzenie zdarzen zwigzanych z bezpieczenstwem, np. nieudane
proby logowania, proby siegania do nieprzydzielonych zasobow;

— niemozno$¢ ponownego wykorzystania pewnym obiektow, co za-
pobiega ich wykorzystaniu przez kogos, kto podejrzat wykonywa-
na na nich operacjg;

— szyfrowanie danych przesytanych w sieci komputerowe;j.

Na szczegolne niebezpieczenistwo sa narazone komputery podtaczone
do Internetu. Z tego wzgledu pojawito si¢ specjalne rozwiazanie nazywa-
ne zapora ogniowa (firewall). Zapora ogniowa to odpowiednio oprogramo-
wany komputer, ulokowany miedzy lokalng siecig komputerowa a pod-
siecig transmisji danych. Zadaniem komputera jest sledzenie i analiza da-
nych wymienianych pomiedzy siecia lokalna a Internetem. Sciana ognio-
wa przeglada poczte elektroniczng i wyszukuje w niej wirusy, sprawdza
tozsamos¢ i prawa dostepu zdalnych uzytkownikéw, prowadzi dziennik,
rejestrujgc zdarzenia zwiazane z bezpieczenstwem, i alarmuje administra-
tora w przypadku wykrycia ustalonego typu zdarzei.

Banki sa przykfadem instytucji, ktére z oczywistych powodéw maja
najbardziej rozbudowane srodki bezpieczenstwa. W tym przypadku, nieza-
leznie od bezpieczefistwa systemdw, chodzi rowniez o niezawodne (bez-
awaryjne) i ciagte (przez cata dobe we wszystkie dni roku) $wiadczenie
ustug. Mamy tu kilka wzajemnie si¢ wspomagajacych kategorii srodkow
zabezpieczajacych:

— fizyczne — urzadzenia antywtamaniowe, sejfy, alarmy, urzadzenia

ochrony przeciwpozarowej;

— techniczne — urzadzenia podtrzymujace zasilanie, karty magne-
tyczne i mikroprocesorowe, urzadzenia do identyfikacji oséb np. na
podstawie linii papilarnych, glosu, siatkéwki oka, urzadzenia wy-
korzystywane do tworzenia kopii zapasowych, zapory ogniowe,
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sprzgtowe blokady dostepu do klawiatur, napedow dyskow, dublo-
wanie centrow obliczeniowych i baz danych;

— programowe — $rodki kontroli dostgpu do systemu i do zasobdw,
dzienniki systemowe pozwalajace na pozniejsza identyfikacje dzia-
falnosci uzytkownikow, programy monitorujace biezaca prace uzyt-
kownikéw systemu, mechanizmy identyfikacji wykonawcéw okre-
slonych operacji, programy antywirusowe, programy wykrywajace
stabe hasta istniejace w systemie;

— kryptograficzne;

— organizacyjne — opracowanie polityki bezpieczenstwa, stworzenie
modelu i wdrazanie systemu zabezpieczen, monitorowanie systemu.

Uzytkownikom komputeréw podiaczonych do Internetu, poza przed-

stawionymi wyzej ogdlnymi zasadami, warto przypomnie¢ o dwéch pro-
stych zasadach, ktdre nalezy stosowac na co dzien. Po pierwsze, nalezy
dokonywa¢ systematycznie, najlepiej kazdego dnia, aktualizacji eksploa-
towanego systemu operacyjnego. Majac legalne oprogramowanie, mozna
tego dokonywac zdalnie za pomocg Internetu; producenci systeméw ope-
racyjnych, np. Microsoft, $wiadcza takie ustugi. To wiasnie wykryte nie-
doskonatosci systeméw operacyjnych sa podstawa destrukcyjnego dzia-
fania hakeréw. Po drugie, nalezy w podobny sposob dokonywac aktuali-
zacji zainstalowanego na komputerze programu antywirusowego.

Kryptografia

Szyfrowanie danych jest podstawowym $rodkiem ochrony poufiosci da-
nych przesytanych w Internecie. Kryptografia jest dziedzing wiedzy, ktd-
ra dostarcza srodkéw do szyfrowania i deszyfrowania danych.

Dane dowolnej postaci: tekstowe, obrazowe czy dzwigkowe sa repre-
zentowane w pamigci komputera jako ciagi zero-jedynkowe. Przyporzad-
kowanie danym pewnego ciagu zero-jedynkowego nazywamy kodowa-
niem. Np. pojedynczemu znakowi tekstowemu odpowiada, w zaleznosci
od wybranego sposobu kodowania, pewien unikalny ciag 7- lub 8-bito-
wy. Taki ciag nazywa si¢ kodem danego znaku. Majac pewien ciag bitow
i wiedzac, ze zastosowalismy okreslony sposob kodowania, w jednoznacz-
ny sposob przyporzadkujemy temu ciagowi okres$lony znak. Wyznacza-
nie znaku na podstawie znajomosci jego kodu nazywamy dekodowaniem.
Kodowanie i dekodowanie sa czynnosciami wzajemnie odwracalnymi.
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Szyfrowanie odrdznia si¢ od kodowania tylko tym, ze sposéb kodowa-
nia nie jest znany publicznie, ale jest znany tylko zainteresowanym uzyt-
kownikom. Dlatego ktos, kto wejdzie w posiadanie danych, zakodowa-
nych w nieznany mu sposéb, bedzie miat trudnosci lub nawet nie bedzie
miat mozliwosci ich zdekodowania, czyli zdeszyfrowania.

Z utajnianiem przekazywanych wiadomosci mamy do czynienia od
najdawniejszych czaséw. Jeden ze znanych sposobéw szyfrowania po-
chodzi ze starozytnodci i jest znany jako szyfr Cezara. Warto ten prosty,
mozna powiedzie¢ prymitywny, szyfr przedstawi¢ tylko po to, aby wyja-
$ni¢ dalej przydatne pojecia. Szyfrowanie dotyczy wyrazéw tekstu i pole-
ga na tym, ze pojedyncze litery alfabetu zastgpuje si¢ innymi literami te-
go samego alfabetu. Liter¢ zastgpuje si¢ inng litera, ktéra jest w porzadku
alfabetycznym przesunigta od danej litery w prawo o ustalong liczbg po-
Zycji.

Parametr szyfrowania ps oznacza przesunigcie. Wiersz oznaczony war-
toscig parametru ps = 0 (brak przesuniecia) przedstawia uporzadkowana
alfabetycznie list¢ 26 duzych liter alfabetu facinskiego. Nastepne wiersze
przedstawiaja t¢ samg listg przesunigta w lewo modulo 26 0 2 i 0 3 pozy-
cje. Modulo 26 oznacza, ze pozycje na poczatku listy po przesunieciu we-
druja na koniec. Te same kolumny, ponumerowane od 1 do 26, wyznacza-
ja odpowiednios¢ pomiedzy litera w wyrazie oryginalnym a litera w wy-
razie zaszyfrowanym.

Tab. 7.1
Tabela szyfrowania kodem Cezara
ps | 1]|2|3[4|s|e|7|8]o|toftr|ra|3]|af{is|ie]|17|18]19[20]21]22|23]24|25]2
0 [A[B[C|D[E[FIG[H[I[J [K|L [M|N|O [P [Q[R[|S [TJU[W[VIX]|Y|Z
2 [c|plE[F[G[H[T[J[K[L [M|[NTJO [P JQ[R[S [T [ulwW]|Vv I Xx]Y[Z]A[B
3 [DIE[F[G[H[T|J[K[LIM[N ][O [P [Q R[S [T |u[w]Vv]X]Y |z [Aa]B]C

Parametr ps moze przyjmowac wartosci od 1 do 25. W zaleznosci od
wyboru parametru przesunigcia otrzymamy rézne kody zaszyfrowanych
stow.

Tab. 7.2
Przyktady szyfrowania stow

Oryginalne stowo | Zaszyfrowane (ps = 2) | Zaszyfrowane (ps = 3)

KOD MQF NRG
SZYFR UBAHT XCBIU
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Zdeszyfrowanie zakodowanego stowa, przy zalozeniu znajomosci pa-
rametru szyfrowania ps, nie stanowi trudnosci. Postepowanie polega na
utworzeniu tabeli deszyfrowania z wartoscia parametru deszyfrowania
pd = 26 — ps. W przypadku gdybysmy nie znali parametru szyfrowania,
zdeszyfrowanie wyrazu nie bedzie stanowi¢ problemu, gdyz wystarczy
przebadac 25 réznych mozliwych wartosci parametru pd.

Szyfr Cezara mozna ogolnie scharakteryzowaé nastgpujaco. Jest on zde-
finiowany przez ustalony algorytm przetwarzania tekstow. Uzycie algo-
rytmu wymaga ustalenia parametru przesunigcia. Algorytm ten jest jed-
nakowy dla szyfrowania i deszyfrowania. Jezeli przy szyfrowaniu uzywa
sie parametru szyfrowania ps, to przy deszyfrowaniu — parametru pd.

Uzywajac wspdlczesnej terminologii, mozemy powiedzie¢, ze parametr
ps jest kluczem szyfrujqcym uzywanym przez nadawce, a parametr pd —
kluczem deszyfrujqcym uzywanym przez odbiorce wiadomosci. Zauwaz-
my tez, ze gdyby do zaszyfrowania wiadomosci uzy¢ klucza pd, to do od-
szyfrowania tej wiadomosci bylby potrzebny klucz ps. Zatem ps i pd
stanowig par¢ kluczy, ktérych w dowolnej kolejnosci mozna uzy¢ do szy-
frowania i deszyfrowania.

Wspotczesnie stosowane systemy szyfrowania sa oczywiscie bez po-
rownania bardziej ztozone, ale tak samo jak system szyfrowania Cezara
sg zdefiniowane przez pewien algorytm oraz klucze szyfrowania i deszy-
frowania. Algorytmy sa w wigkszosci przypadkéw powszechnie znane,
natomiast w tajemnicy utrzymuje si¢ uzywane klucze. Specyfika systemow
szyfrowania algorytmow polega na tym, ze pomimo znajomosci algoryt-
moéw, ale nieznajomosci kluczy, zdeszyfrowanie tekstu, nawet przy pomo-
cy bardzo wydajnych komputerow, wymaga bardzo dtugiego czasu.

Wspotczesne systemy szyfrowania, opierajac si¢ na teorii arytmetyki
liczb, wykorzystujg szczegblne wlasnosci liczb pierwszych, dlatego klu-
cze rowniez sa duzymi liczbami pierwszymi. Duze liczby pierwsze to ta-
kie, ktérych przedstawienie w notacji dziesigtnej wymaga przynajmniej
kilkuset pozycji. Znajdowanie takich liczb, wbrew pozorom, jest zada-
niem bardzo ztozonym obliczeniowo, co powoduje, ze znalezione liczby
pierwsze sa pilnie strzezone w sejfach roznych agencji rzadowych.

Istnieje wiele systemow szyfrowania, wsrod nich wyroznia sie dwie
grupy: szyfrowanie symetryczne i asymetryczne. Szyfrowanie symetrycz-
ne opiera si¢ na pojedynczym kluczu, wspdlnym dla nadawcy i odbiorcy.
Szyfrowanie asymetryczne opiera si¢ na dwéch kluczach: oddzielnym dla
nadawcy i dla odbiorcy.
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Szyfrowanie symetryczne jest mniej bezpieczne, gdyz wymaga prze-
kazania klucza od nadawcy do odbiorcy. Odbywa si¢ zwykle poza siecia,
co jest czynnoscig narazong na niebezpieczenstwo jego podejrzenia. Na-
tomiast szyfrowanie asymetryczne nie wymaga przekazywania klucza na-
dawcy do odbiorcy. Przyktadem systemu szyfrowania opartego o szyfro-
wanie symetryczne jest standard DES, a asymetrycznego — standard RSA.

System DES (Data Encryption Standard), opracowany w koncu lat
siedemdziesiatych, jest jednym z najpopularniejszych systemow syme-
trycznego szyfrowania danych, stuzacym m.in. do kodowania zatacznikéw
w poczcie elektronicznej.

Algorytm opiera si¢ na 56-bitowym tajnym kluczu, ktéry wykorzy-
stywany jest do szyfrowania 64-bitowych blokéw danych. Operacja prze-
biega w kilku, kilkunastu etapach, podczas ktérych tekst wiadomosci ule-
ga wielokrotnym przeobrazeniom. Tak jak w kazdej metodzie kryptogra-
ficznej postugujacej si¢ pojedynczym kluczem, musi by¢ on znany zaréw-
no nadawcy, jak i odbiorcy.

Poniewaz dla kazdej wiadomosci klucz wybierany jest losowo spo-
$réd ponad 10" mozliwych kluczy, wiadomosci szyfrowane przy pomo-
cy algorytmu DES do niedawna uchodzity za niemozliwe do ztamania.
Pod koniec lat dziewiecdziesiatych przeprowadzono skuteczne ekspery-
menty ztamania kodu, pokazano, ze za pomoca specjalnie skonstruowa-
nego komputera kazda wiadomosé¢ daje si¢ rozszyfrowaé w ciagu kilku
dni. Nie wyklucza to jednak dalszego zastosowania systemu, ale oczeku-
je sie przejscia na klucze o wigkszej dtugoscei, przynajmniej o dtugosci 128
bitow.

System RSA (skrét od nazwisk autoréw: Rivest, Shamir, Adleman),
réwniez opracowany w koricu lat siedemdziesiatych, jest przyktadem sze-
roko rozpowszechnionego systemu szyfrowania asymetrycznego. Algo-
rytm RSA generuje unikalne pary kluczy: klucz publiczny i zalezny od
niego klucz prywatny. Pierwszy z nich stuzy do szyfrowania wiadomosci
kierowanych do wiasciciela kluczy i, co za tym idzie, jest powszechnie
dostepny. Klucz prywatny jest tajny i tylko przy jego pomocy mozna od-
szyfrowac to, co zostalo zaszyfrowane kluczem publicznym.

Podstawowa zaleta RSA jest odporno$¢ na ztamanie szyfru przy dzi-
siejszym stanie wiedzy i technologii, wysoki poziom bezpieczenstwa za-
pewniaja klucze o dtugosci 4096 bitow, i takie tez najczesciej stosowane
sa w praktyce (dla poréwnania: 56 bitom algorytmu DES odpowiada 512
bitéw dla RSA). Wada algorytmu RSA jest jego zlozonos¢ obliczeniowa.



118 Zbigniew Huzar, Elementy informatyki

ok. tysiac razy wigksza od algorytmu DES. RSA jest wkomponowany
m.in. w przegladarki Netscape Navigator oraz Internet Explorer.

Laczac zalety obu podejs¢, stworzono hybrydowe systemy szyfrowa-
nia. Jednym z nich jest, opracowany na poczatku lat dziewigédziesiatych,
system PGP (Pretty Good Privacy, czyli calkiem niezia prywatnosé).
PGP dostegpny jest dla wielu systeméw operacyjnych, m.in. Windows oraz
roznych odmian systemu Unix, a takze programow poczty elektroniczne;j,
np. Microsoft Qutlook, Eudora.

Ponizszy schemat pokazuje proces kodowania, przesyfania i dekodo-
wania wiadomosci w oparciu o system szyfrowania asymetrycznego. Od-
powiedni schemat dla szyfrowania symetrycznego roznitby sie tylko tym,
ze oba klucze — publiczny i prywatny — bylyby takie same.

Rys. 7.1
Schemat przesylania danych oparty o szyfrowanie asymetryczne
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Omowione schematy szyfrowania gwarantujg wysokie prawdopodo-
bienstwo poufnosci przesytanych danych. Nie gwarantuja natomiast inte-
gralnosci, czyli nie zapobiegaja modyfikacji danych podczas przesytania,
ale umozliwiajg jej wykrycie. W tym celu przesytang wiadomo$¢ rozsze-
rza si¢ w taki sposob, ze do jawnego tekstu dotacza sie dodatkows dana
kontrolna, nazywang tez skrétem wiadomosci. Skrét wylicza si¢ na pod-
stawie tekstu jawnego, stosujac powszechnie znane, jawne algorytmy.
Odbiorca rozszerzonej wiadomosci po jej odszyfrowaniu wydziela z niej
oba fragmenty: tekst zasadniczy i skrét. Nastepnie wylicza skrot otrzyma-
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nego tekstu i porownuje go ze skrotem w odebranej wiadomosci. Jezeli
oba skroty sa rozne, to oznacza, ze odebrana wiadomos$¢ ulegia modyfi-
kacji podczas jej przesyltania siecia transmisji danych.

Podpis elektroniczny

Przesytajac dane, oczekujemy, ze zostang one wiasciwie odczytane tylko
przez wskazanego przez nas odbiorcg, a nie przez postronnego uzytkow-
nika, nawet gdyby udato mu si¢ je podejrze¢. Odbiorca chce mieé prze-
konanie, ze otrzymane dane zostaly wystane od zidentyfikowanego na-
dawcy — chodzi o uwierzytelnienie nadawcy, a dodatkowo chciatby, aby
nadawca nie mogt zaprzeczy¢ temu, ze to wlasnie on byt ich nadawcg —
chodzi o niezaprzeczalnos¢ danych.

Koncepcja szyfrowania asymetrycznego jest podstawa podpisu elek-
tronicznego, nazywanego takze podpisem cyfrowym. Przypomnijmy —
w systemach szyfrowania asymetrycznego kazdy uzytkownik sieci moze
dysponowa¢ dwoma kluczami szyfrowania: jeden, prywatny, pozostaje
znany tylko jemu, a drugi, publiczny, jest znany wszystkim uzytkowni-
kom sieci. Klucze te stanowia pare, ktora jest uzywana w procesie szy-
frowania i deszyfrowania tych samych danych. Kazdy, kto chee do dane-
go uzytkownika przesta¢ poufna, przeznaczona tylko dla niego informacje,
szyfruje ja, uzywajac do tego klucza publicznego odbiorcy. Zaszyfrowa-
ng informacje¢ moze odszyfrowac tylko posiadacz klucza prywatnego, czy-
li odbiorca.

Taki sposéb szyfrowania zapewnia poufnos¢ przesytania informacji,
natomiast nie gwarantuje tego, ze odbierajacy ma pewnos¢, ze informa-
cja zostata przekazana od tego uzytkownika, ktéry okresla si¢ jako nada-
wca. Zauwazmy, ze gdyby nadawca informacji zamiast szyfrowania klu-
czem publicznym odbiorcy zaszyfrowat ja swoim kluczem prywatnym,
to wowczas odbiorca moglby ja odszyfrowaé kluczem publicznym na-
dawcy. Ta wiasnie obserwacja legta u podstaw podpisu elektronicznego,
gdyz odbiorca tak zaszyfrowanej informacji moze mie¢ wiarygodne prze-
konanie o tozsamosci nadawcy.

Schemat przesytania poufnej informacji wraz z podpisem elektronicz-
nym przedstawia si¢ nastgpujaco:

— nadawca przygotowuje wiadomo$¢ i szyfruje ja dwukrotnie — naj-

pierw kluczem publicznym odbiorcy, a nastgpnie swoim kluczem
prywatnym,;
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— zaszyfrowana wiadomo$¢ otrzymana przez odbiorce jest deszyfro-
wana — najpierw kluczem publicznym nadawcy, a nastepnie klu-
czem prywatnym odbiorcy.

Zapewnia to obu komunikujacym sig¢ partnerom poufno$¢ wymienia-
nej wiadomosci, a odbiorcy zapewnia nie tylko uwierzytelnienie nadaw-
cy, ale tez nie pozwala nadawcy na zaprzeczenie, Zze to wiasnie on byt
zrodtem odebranej wiadomosci.

Stosowanie podpisu elektronicznego ma praktyczny wymiar. Zakres
i prawne konsekwencje jego stosowania w Polsce sgq okre$lone ustawa
o podpisie elektronicznym z dnia 18 wrzesnia 2001 r. (Dz. U. z 2001 r.
Nr 130, poz. 1450). Ustawa zrownuje pod wzglgdem prawnym podpis ele-
ktroniczny z podpisem wilasnorgcznym i ustala zasady funkcjonowania
centréw certyfikacyjnych — instytucji zaufania spofecznego, ktére swiad-
czg ustugi przydziatu kluczy oraz niezbednego oprogramowania umozli-
wiajacego ich stosowanie uzytkownikom Internetu.

Elementy netykiety

Zachowania uzytkownikéw Internetu, stanowiacych kilkusetmilionowa,
ponadnarodowa grupg spofeczng, wymagaja przestrzegania — jak w kaz-
dej innej grupie spotecznej — elementarnych zasad etycznych. Oczy-wi-
Scie, Internet nie wprowadza nowych kategorii i pojeé etycznych, raczej
wymaga przystosowania do potrzeb swoich uzytkownikow powszechnie
znanych zasad odpowiedzialnosci i zdrowego rozsadku. Sprowadza sie to
do pewnych zalecen nazywanych netykietq (net — sie¢ i etykieta). Poda-
ne nizej zasady stuza tylko uswiadomieniu konsekwencji pewnych zacho-
wan uzytkownikdw i nie sa normg prawna.

Internet jest federacjq sieci. W kazdej z nich moga obowiazywa¢ lo-
kalne reguty i zwyczaje, ktorych uzytkownik powinien przestrzegaé.

Kazdy uzytkownik sieci powinien by¢ swiadomy odpowiedzialnosci
za swoje dziafania przy dostgpie do rozleglych zasobéw Internetu: ustug,
komputeréw, systemdw i ludzi. Uzytkownik pracujacy w Internecie wno-
si obcigzenie do swojej sieci lokalnej i do sieci wspdtpracujacych, posia-
dajac prawa dostepu do okreslonych zasobow. Nalezy zatem z tego pra-
wa korzysta¢ w sposdb nie utrudniajacy pracy innym uzytkownikom.

Przestrzeganie pewnych zasad to nie tylko troska o innych uzytkow-
nikow, ale rowniez dbatos¢ o wlasne zasoby.
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Przykfadem sg zalecenia dotyczace obstugi poczty elektroniczne;
w przypadku, gdy skrzynka pocztowa jest ulokowana w zdalnym serwe-
rze, a nie w komputerze osobistym uzytkownika.

poczte nalezy przeglada¢ codziennie i nie przekracza¢ wyznaczo-
nego limitu pamigci; brak wolnej pamigci w skrzynce moze unie-
mozliwi¢ odbidr kolejnego listu;

przejrzane listy nalezy usuwaé lub przesyta¢ do pamieci wlasnego
komputera;

nie mozna zaktadac, ze do skrzynki pocztowej ma wylacznie dostep
dany uzytkownik; moga mie¢ do nich dostgp réwniez osoby po-
siadajace wyzsze uprawnienia systemowe, dlatego nie nalezy prze-
chowywac w niej szczegdlnie poufnych listéw;

niezaleznie od tego, gdzie jest umieszczona skrzynka pocztowa,
nalezy rutynowo sprawdzac, czy przychodzace listy nie zawieraja
wiruséw.

Prowadzac korespondencje¢ elektroniczng, zwtaszcza w ramach grup
dyskusyjnych, nalezy:

wypowiedzi formutowac zwig¢zZle i na temat;

zachowac¢ ostroznos¢ w przypadku stwierdzen kontrowersyjnych,
pamigtajac, ze moga one zostac¢ upublicznione;

podawac zrodta i referencje;

ograniczac uczestnictwo w grupach dyskusyjnych do niezbednego
minimum, tak aby unikna¢ kiopotu przegladania dziesiatek czy
setek codziennie nadchodzacych listow i ograniczy¢ zbedny ruch
w sieci;

wypisywac si¢ lub zawiesza¢ subskrypcje we wszystkich listach
dyskusyjnych na okres dtuzszej, niekiedy nawet kilkudniowej, nie-
obecnosci;

w stopce przesytki pocztowej zatacza¢ swoje dane: imig¢, nazwi-
sko, stanowisko, komorke organizacyjna, adres e-mail, dodatkowo
mozna podac adres pocztowy i numer telefonu lub faksu.

Szczegblnego podkreslenia wymaga przestrzeganie warunkow licen-
cji i praw autorskich (copyright) uzywanego oprogramowania. Dotyczy
to zaréwno oprogramowania kupowanego poza siecia, jak i tego kopio-
wanego z sieci za pomocg ustugi WWW lub FTP. Nalezy pamigtac, ze
naruszenie tej zasady jest nie tylko ztamaniem etykiety, ale réwniez ztama-
niem prawa (ustawa o prawie autorskim i prawach pokrewnych, Dz. U.
z dnia 23 lutego 1994 r.).
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Elementy ergonomii stanowiska pracy komputerowej

Komputer jest elementem stanowiska pracy. Korzystanie z niego wyma-
ga odpowiedniego przygotowania stanowiska pracy i jego otoczenia. Kwe-
stia ta jest szczegdlnie istotna w przypadku organizacji pracy w biurze
czy urzedzie, gdzie uzytkownik spedza przy komputerze wigkszos¢ cza-
su. Jest ona rowniez przedmiotem ergonomii, czyli dziedziny wiedzy, kté-
ra zajmuje si¢ zasadami i metodami dostosowania warunkdéw pracy do
psychofizycznych wiasciwosci cztowieka. Ponizej przedstawimy giowne
zalecenia ergonomiczne dotyczace komputerowego stanowiska pracy.

Ze stanowiskiem pracy wigzemy przede wszystkim rozmieszczenie
elementéw systemu komputerowego, natomiast z jego otoczeniem — wa-
runki panujace w pracowni komputerowej, takie jak oswietlenie czy wil-
gotnos¢ powietrza.

Podstawa aranzacji stanowiska jest stolik. Jego parametry musza by¢
dobrane do rozmiaréw pomieszczenia, w ktorym bedzie stal, powinien
tez mie¢ ruchomy blat pod klawiature, pozadana jest regulacja wysokosci
blatu, ale zamiast tego wystarczy krzesto o regulowanej wysokosci. Blat
powinien by¢ na tyle duzy, by zapewni¢ wolne miejsce na materiaty pi-
sane i podstawowe urzadzenia peryferyjne: monitor, klawiaturg, myszke.

Monitor moze by¢ umieszczony na blacie stolika, albo lepiej na przy-
twierdzanej do blatu, ruchomej podstawie pozwalajacej na zmiany poto-
zenia monitora w trzech wymiarach. Monitor powinien by¢ umieszczony
tak, by na jego ekran bezposrednio nie padalo swiatto naturalne lub sztu-
czne i by pozwalat na patrzenie na dalsza czes¢ pokoju, dajac chwilowy
odpoczynek oczom. Istotny wpltyw na zmeczenie uzytkownika ma wiel-
kos¢ ekranu i jako$¢ wyswietlanego obrazu. Nalezy pamigtaé, ze moni-
tor, zwilaszcza kineskopowy, jest zrodlem szkodliwego promieniowania
elektromagnetycznego, a takze pola magnetycznego i elektrostatycznego.
Stopien eliminacji tych czynnikéw zalezy gtdwnie od jakosci samego mo-
nitora, od wbudowanych filtréw. Niezaleznie od tego zaleca sig, aby od-
leglos¢ od ekranu do oczu uzytkownika wynosita przynajmniej 50 cm.
Innym waznym zaleceniem jest to, aby bezposrednio z tytu monitora ki-
neskopowego nie urzadza¢ innego stanowiska pracy, gdyz wyrzutnia lam-
py kineskopowej jest rowniez zrodtem szkodliwego promieniowania.

Szczegotowe wymogi dotyczace bezpieczenstwa i higieny pracy oraz
ergonomii stanowisk pracy wyposazonych w monitory ekranowe zawiera
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Rozporzadzenie Ministra Pracy i Polityki Socjalnej z 1 grudnia 1998 r.
(Dz. U. z dnia 10 grudnia 1998 r.).

Utozenie klawiatury powinno w jak najmniejszym stopniu obcigzaé
dtonie i zmuszone do opierania si¢ nadgarstki. Spotykamy obecnie dwa
rodzaje klawiatur — tradycyjne, z prostym ukfadem klawiszy, i ergono-
miczne, o réznych ,tamanych” ksztattach. Klawiatury ergonomiczne sa
lepsze ze wzgledu na naturalny ukfad doni, co, jak wynika z badan,
przektada si¢ na mniejsza liczbe popetnianych btedéw przy pisaniu tek-
stow. W przypadku gdy z klawiatury wprowadzamy duze ilosci tekstu,
niezbedna jest, przymocowywana do blatu, podstawka utrzymujaca prze-
pisywany tekst w pozycji pionowe;j.

Podczas pracy siedzimy na krzesle, ktére powinno mie¢ regulacje wy-
sokosci siedziska, kata nachylenia oparcia i wysokos$ci poreczy. Jezeli nie
dysponujemy stotem z regulowang wysokoscia blatu, dodatkiem do krze-
sta powinien by¢ podndzek, pozwalajacy na wygodne utozenie stop.

Aranzacja pracowni komputerowej w zwyktych pokojach biurowych
powinna zapewnia¢ powierzchnie przynajmniej 6 m* na jeden komputer.
Sciany i wykladziny powinny mie¢ barwy ochronne dla wzroku, wykita-
dziny podtogowe powinny by¢ niepodatne na elektryzacje. Niezbedna jest
tez wentylacja, a jeszcze lepi¢j klimatyzacja, zapewniajaca temperature
21-23°C i wilgotnos¢ wzgledna 60-80%. Oswietlenie pomieszczenia, na-
turalne lub sztuczne, powinno umozliwia¢ odczytywanie znakéw na ekra-
nie bez wymuszania akomodacji wzroku. Wreszcie, w pomieszczeniu mo-
nitoréw nie powinno by¢ zrédet wibracji ani hatasow. Ostatnia cz¢$¢ wy-
magan odnoszaca si¢ do pracowni komputerowej w zasadzie nie odbiega
od wymagan stawianych dobrze zorganizowanej pracowni biurowej.

Inne zalecenia dotyczace komputerowych stanowisk pracy mozna zna-
lez¢ w materiatach Centralnego Instytutu Ochrony Pracy (http: //www.
ciop.waw.pl/).

Na rynku migdzynarodowym stosuje sie normy réznych organizacji,
ktore w réznym zakresie odnosza sie do komputerowych stanowisk pra-
cy. Przykfadem norm dotyczacych monitoréw, wobec ktorych wymaga-
nia sa najostrzejsze, sa serie norm TCO (The Swedish Confederation of
Professional Employees) oraz Nemko GS (Gepriifte Sicherheit). Uzyska-
nie certyfikatu TCO’99 $wiadczy o najwyzszej jakosci monitora, nato-
miast certyfikatu Nemko GS — jest warunkiem dostgpu na rynek nie-
miecki. W Polsce w najblizszym okresie, w zwiazku z wejsciem do Unii
Europejskiej, zaczna obowiazywaé normy europejskie.


ciop.waw.pl/




VIII. BAZY DANYCH

Wprowadzenie

Jednym z celéw postugiwania si¢ komputerem jest gromadzenie i prze-
chowywanie danych. Omawiany w rozdziale IV system plikéw stanowi
przykfad pewnego nagromadzenia danych, a doktadniej — nagromadze-
nia plikow. System plikéw mozna byloby traktowa¢ jako pewien wyspe-
cjalizowany przyktad bazy danych. Specjalizacja ta polega na tym, ze
system plikéw zawiera informacje w zasadzie tylko o nazwach plikéw.
Moéwiac o bazach danych, mamy na mysli nie pliki, a raczej ich zawar-
tos¢ i to, w jaki sposob zawartos¢ ta odnosi si¢ do danej dziedziny zasto-
sowar.

Przyktadem prostych baz danych sa spisy towaréw, rozkfady jazdy,
ewidencje pracownikow, wykazy platnicze, wszelkiego rodzaju rejestry
bankowe, kartoteki urzedowe, biblioteki, katalogi, ksiazki telefoniczne,
szpitalne historie choréb, dzienniki lekcyjne, wykazy oséb podejrzanych,
ksiggi parafialne. Wszystkie one musza spetniaé jeden warunek: ich two-
rzenie, przechowywanie, uaktualnianie i przeszukiwanie powinno si¢ od-
bywa¢ w komputerze.

Dla ilustracji bazy danych rozpatrzmy przykiad. Zat6zmy, ze intere-
suje nas baza danych gromadzaca dane adresowe, sporzadzana np. na po-
trzeby domowe. Jej zawartoscia maja by¢ dane o réznych osobach, a w
ramach tych danych moga by¢ uwzglednione nastgpujace atrybuty:

— imig,

— nazwisko,

— adres domowy,

— telefon domowy,

— telefon stuzbowy,

— e-mail.

Dla tak okreslonej bazy danych fatwo mozna wyobrazi¢ sobie jej wer-
sj¢ w postaci tabeli, zapisana w notatniku.
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Tab. 8.1
Przyklad prostej bazy danych

Telefon Telefon
Imig Nazwisko Adres domowy domowy | sluzbowy E-mail
Adam Dacko Swidnicka 13, Wroclaw | 2323244 | 3435632
Barbara | Emska Radom, Uciecha 21/3 | 4564661 b.emska@republika.com.pl
Celina | Falska Zabrze, Elementarzowa 5321236

Poza nagtéwkiem tabeli poszczegdlne wiersze odnosza si¢ do pojedyn-
czych osdb, liczba tych wierszy jest réwna liczbie 0séb, o ktérych zgro-
madzono dane. Kolumny tabeli odnosza si¢ do wybranych wczesniej atry-
butéw. Pola tabeli zawierajg wartosci danego atrybutu dla danej osoby.

Zapisujac tabelg w notatniku, rozmiary pdl dobieraliby$my stosownie
do wartosci, jaka chcielibySmy w tym polu umiesci¢. Podobnie w przy-
padku bazy danych zapisywanych w komputerze musimy okresli¢ charak-
ter zawarto$ci pola, wyznaczajac typ i format. Typ okresla dopuszczalny
zbiér wartosci, a format — forme zapisu wartosci. Przyktady typow spo-
tykanych w wielu systemach baz danych sa nastgpujace:

— typ znakowy (tekstowy) — jest ciagiem znakow z okreslonego alfa-
betu; format ogranicza si¢ do podania maksymalnej dtugosci takie-
go ciagu;

— typy liczbowe: catkowitoliczbowe i rzeczywiste — w przypadku
liczb calkowitych format wynika z ograniczenia zakresu, a w przy-
padku liczb rzeczywistych moze okresla¢ dodatkowo liczbe miejsc
po przecinku;

— typ logiczny — jego wartosciami sg tak i nie;

— typ wyrazajacy datg lub datg i godzing; formaty dotyczace daty mo-
ga mie¢ rézne postaci: 2003-07-24, 24 lipca 2003, 24 lip 03 itp.;

— typ walutowy — format dotyczy tu wyboru jednostki: zt, euro itp.

Warto zwroci¢ uwage na to, ze kolejnosé zapisu wierszy i kolumn nie
zmienia informacji, jaka przedstawia baza danych. Kolejnos¢ ta ma jedy-
nie wpltyw na wygode postugiwania si¢ baza. Np. przy wyszukiwaniu in-
formacji o danej osobie wygodne bytoby uporzadkowanie wierszy w ko-
lejnosci alfabetycznej nazwisk, ale przy wyszukiwaniu takich danych na
podstawie znajomosci numeru telefonu wygodniejsze bytoby inne upo-
rzadkowanie wierszy.

Widac¢, ze nie wszystkie pola tabeli sa wypetnione. Moze to oznaczaé
jedna z dwdch mozliwosci:
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— dana osoba nie ma telefonu lub skrzynki poczty elektroniczne;j,

— nie znamy tego telefonu lub skrzynki poczty elektronicznej, mimo

ze dana osoba moze je posiadac.

Definiujac typ dla wartosci danego atrybutu, powinni$my jawnie okre-
sli¢, czy dopuszczamy niewypetnione pola w tabeli. Formalnie wyraza
si¢ t¢ mozliwos¢ przez wpisywanie w niewypetnione pole umownej war-
tosci NULL.

Zwrbcenia uwagi wymaga definicja wartosci pola adresowego. Jego
wartoscia jest tekst, w ktérym nie ma wydzielonych elementéw sktado-
wych powszechnie rozumianego adresu, takich jak: miejscowo$é, kod pocz-
towy, ulica, numer domu, numer mieszkania. Pozostawiajac mozliwo$é do-
wolnego sposobu wypetnienia tego pola, tracimy nawet szanse sensow-
nego uporzadkowania wierszy wzgledem zawartosci tego pola, np. upo-
rzadkowanie wierszy w kolejnosci alfabetycznej nie daje nawet gwaran-
cji, ze bedzie to kolejnosé wzgledem miejscowosci zamieszkania. Ponad-
to, traktujac wartos¢ tego pola jako tekst, nie mozna bez analizy tego tek-
stu stwierdzi¢, czy adres jest kompletny.

Wskazane niedogodnosci biorg si¢ stad, ze wartosci pola sg warto-
sciami nieelementarnymi. Dlatego definiujac wartosci pol, nalezy zadbaé
o to, aby stanowily one warto$ci elementarne, nierozktadalne na elemen-
ty sktadowe.

Tabela zawiera wypetniong pewna liczbg wierszy, ktdre reprezentuja
aktualny stan bazy danych. Jest on odzwierciedleniem naszej wiedzy o pew-
nym wycinku rzeczywistosci. Oczywiscie, oczekujemy, ze stan bazy da-
nych jest zgodny z rzeczywistoscia, gdyz inaczej sens jej tworzenia i wy-
korzystywania bytby watpliwy.

Stan ten moze si¢ zmienia¢ wskutek aktualizacji tabeli, przy:

— dopisywaniu nowych wierszy, czyli wprowadzaniu danych o no-

wych osobach;

— kasowaniu aktualnie zapisanych wierszy, czyli wykreslaniu pew-

nych o0séb z bazy;

— aktualizowaniu poszczegdlnych pol pamigtanych wierszy, czyli aktu-

alizowaniu danych o pamigtanych osobach.

W ramach danego stanu mozemy z tabeli odczytywac te dane, ktore nas
interesuja, np. adres osoby o okreslonym nazwisku lub nazwisko osoby
na podstawie numeru telefonu. Moze by¢ nam takze przydatne sporza-
dzenie pewnego wyciagu z tabeli, np. tylko nazwisk o0séb i ich telefonow
domowych.
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Wymienione wyzej operacje na tabeli okresla si¢ mianem operacji ba-
zodanowych. Latwo zgodzi¢ si¢ ze stwierdzeniem, ze nie powinny by¢
jednoczesnie wykonywane dwie rozne operacje, ktore dokonujg zmiany
stanu bazy danych. Dopuszczenie takiej mozliwosci mogloby doprowa-
dzi¢ do nowego stanu niespojnego z rzeczywistoscia, np. powstania wier-
sza o niepoprawnych danych.

Systemy baz danych

Baze danych mozna okresli¢ nieformalnie jako pewien uporzadkowany
zbior trwatych danych — magazyn danych — wraz z mechanizmami do-
stepu i wyszukiwania, majacy okreslone przeznaczenie.

Wystepujace w tym okresleniu pojgcia maja nastgpujace znaczenie:

— uporzqdkowanie danych — dane majg jawnie okreslong strukture,
a sposob ich reprezentacji i pamigtania stuzy temu, by mozna efek-
tywnie wyszukiwaé¢ potrzebne dane, modyfikowac, usuwac lub do-
faczac nowe;

— trwalosé danych — mogg by¢ one przechowywane przez dowolnie
okreslony czas;

— przeznaczenie bazy — gromadzone dane sg zwigzane z funkcjono-
waniem jednoznacznie okre$lonego wycinka rzeczywistosci — firm,
organizacji, instytucji.

Bazy danych stuza rejestracji faktéw i zdarzen zachodzacych w usta-
lonym wycinku rzeczywistosci. Dzieki temu baza danych moze byé wy-
korzystana do analizy dotychczasowego funkcjonowania i pomocna przy
podejmowaniu decyzji dotyczacych przysztego funkcjonowania wybra-
nego wycinka rzeczywistosci.

Dane przechowywane w bazie danych moga mie¢ postac tekstu, liczb,
a takze obrazéw, dzwigkow i obrazéw ruchomych. W przypadku gdy da-
ne przechowywane w bazie maja r6znorodny charakter, mowi si¢ o mul-
timedialnych bazach danych.

W zaleznoscei od tego, jaki charakter maja zgromadzone dane, wyroz-
nia si¢: bazy tradycyjne 1 bazy wiedzy, nazywane tez bazami dedukcyjny-
mi lub inteligentnymi.

Bazy tradycyjne stanowia zgromadzenie faktow, natomiast bazy wie-
dzy gromadza fakty oraz reguty wnioskowania, na podstawie ktérych mo-
zna wyprowadza¢ nowe fakty.
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W celu rozréznienia bazy tradycyjnej i bazy wiedzy rozpatrzmy przy-
kfad. Niech tradycyjna baza danych gromadzi dane osobowe o poszcze-
gblnych osobach, zapamigtujac informacje takie jak w poprzednim przy-
kfadzie i dodatkowo informacje o rodzicach oraz o dzieciach. Baza ta jest
zbiorem faktow, fakty sg zestawami informacji o pojedynczych osobach.

Na podstawie tak okreslonej bazy danych mozna zbudowac¢ baze wie-
dzy, ktora gromadzi wszystkie fakty — dane osobowe, dofaczajac pewne
reguty wnioskowania w oparciu o te fakty. Np. moga to by¢ reguty, ktére
pozwalaja na okreslanie dla danej osoby wszystkich jej przodkow albo
wszystkich jej potomkow. Latwo przekona¢ sig, ze majac dane osobowe
zawierajace informacje o rodzicach i dzieciach, mozna na tej podstawie
wywnioskowa¢, ktore osoby sa jej przodkami (dziadkami, pradziadka-
mi), a ktore potomkami (wnukami, prawnukami). Jezeli stosujac reguty,
okreslimy dla danej osoby zbidr jej przodkow i potomkéw, to jest to no-
wy fakt, ktéry nie ma bezposredniej reprezentacji w tradycyjnei bazie da-
nych.

Wsrod tradycyjnych baz danych, ze wzgledu na sposob strukturyzacji
danych, wyrdznia sie dwa gtéwne rodzaje baz: relacyjne i obiektowe.

Bazy relacyjne maja ponad 30-letnig historig, sa szeroko rozpowszech-
nione, stanowig obecnie ponad 95% funkcjonujacych baz danych. Swoja
pozycje zawdzigczaja temu, ze bardzo dobrze odpowiadajg potrzebom
gospodarczym oraz sa bardzo dobrze rozwinigtymi narzedziami informa-
tycznymi. Bazy obiektowe, stanowiace pewnego rodzaju uogdlnienie baz
relacyjnych, znajduja si¢ w poczatkowym okresie rozwoju. Mozna jed-
nak oczekiwac, ze w najblizszych 10 latach stang si¢ mocnym konkuren-
tem baz relacyjnych. W dalszym ciagu bedziemy rozwazac tylko relacyj-
ne bazy danych.

Czesto spotyka si¢ rozproszone bazy danych. Pod tym okresleniem ro-
zumie si¢ system bazy danych, w ktorym dane sa rozmieszczone w kom-
puterach znajdujacych si¢ w roznych miejscach. Rozmieszczenie elemen-
tow rozproszonej bazy danych moze dotyczy¢ jednego biura, budynku,
lecz takze obszaréw rozleglych geograficznie, np. krajowy system oddzia-
téw banku. Z punktu widzenia uzytkownika rozproszona baza danych
Jjest widziana tak jakby byta umieszczona tylko w jednym komputerze.

Pojecie bazy danych jest uzywane w dwoch znaczeniach. W znacze-
niu szerokim baza danych to tyle, co system bazy danych, w znaczeniu
waskim — to tylko element systemu bazy danych.
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System bazy danych sklada si¢ z dwoch elementow:

— uporzadkowanego zestawu danych, nazywanego zwykle bazq da-

nych,

— systemu zarzqdzania bazq danych (SZBD).

Baze danych, jako uporzadkowany zbiér danych, przedstawia si¢ w po-
staci zbioru powiazanych ze sobg tabel. Tabele te i powigzania migdzy
nimi, zawsze odnoszac si¢ do pewnego wycinka rzeczywistosci — o0sob,
instytucji, organizacji spotecznych lub gospodarczych, powinny wiernie
odzwierciedla¢ przedmiot zainteresowania uzytkownikdw bazy.

Okreslenie struktury gromadzonych danych nie wystarcza do zagwa-
rantowania ich zgodnosci z wycinkiem rzeczywistosci, do ktdrej si¢ od-
noszgq — dane musza spetiac jeszcze dodatkowe warunki. Zgodno$¢ da-
nych przechowywanych w bazie z wycinkiem rzeczywisto$ci mozna de-
finiowaé przez podanie statycznych i dynamicznych warunkow (wiezow)
integralnosci.

Statyczne warunki integralnosci okreslaja te wlasnosci danych, ktére
musza by¢ spetnione w dowolnym stanie bazy danych. Przyktadem statycz-
nego warunku integralnosci w bazie danych przechowujacych dane oso-
bowe moze by¢ wymdbg, aby w przypadku gdy baza zawiera dane rodzi-
cOw i dzieci, data urodzenia kazdego z rodzicow byta wczesniejsza od
daty urodzin ich dzieci. Jezeli w takiej bazie jest data urodzenia i jedno-
czesnie jest podawany wiek osoby, to — w danym momencie czasu —
wiek osoby powinien byc¢ réznica, wyrazona w latach, pomigdzy data bie-
zaca a data urodzenia. Warunki te sa odzwierciedleniem opisywanej rze-
czywistosci.

Dynamiczne warunki integralnosci okreslaja dla danego stanu bazy
danych dopuszczalne stany, do ktorych moze przejs¢ baza danych w wy-
niku realizacji dowolnej transakcji; inaczej: warunki dynamiczne okresla-
ja dopuszczalne przejscia pomigdzy kolejnymi stanami bazy danych. Przy-
ktadami dynamicznych warunkéw integralno$ci, w tej samej bazie prze-
chowujacej dane osobowe, moze by¢ wymog, aby kazda modyfikacja sta-
nu bazy danych polegajaca na aktualizacji danych wzgledem biezacej da-
ty powodowata, aby dla kazdej osoby wiek byt réwny réznicy pomigdzy
biezacq data a data urodzenia. Jezeli w przedsiebiorstwie obowiazuje za-
sada, ze zmiana wynagrodzenia pracownika moze polega¢ tylko na pod-
wyzce, to w osobowej bazie danych przektada sig¢ to na warunek, by kaz-
da aktualizacja pola dotyczacego zarobku danej osoby wprowadzata war-
tos¢ wieksza od dotychczasowej wartosci tego pola.
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System zarzadzania baza danych mozna okresli¢ jako specjalistyczny
system operacyjny, ktdry:

przydziela uzytkownikom dostep do bazy i okresla ich prawa do-
stepu, np. prawo czytania danych lub prawo czytania i modyfika-
cji, prawo dostepu tylko do okreslonych fragmentéw bazy (w za-
leznosci od statusu: zwyktego uzytkownika lub administratora bazy
danych); jest to czynione, podobnie jak w systemach operacyjnych,
w celu zapewnienia bezpieczenstwa i poufnoéci danych;

udziela odpowiedzi na pytania uzytkownikéw, wyszukujac w bazie
danych wskazanych przez nich informacji; pytania sa formutowa-
ne przez uzytkownikéw w pewnym jezyku formalnym, ktéry umo-
zliwia sformulowanie wlasnosci dotyczacych wyszukiwanych da-
nych;

organizuje jednoczesng obstuge wielu uzytkownikdw, zapewniajac
poufnos¢ i spdjnos¢ bazy danych, inaczej: realizuje transakcje okre-
$lone przez uzytkownikow bazy danych;

zarzadza bazg danych, co obejmuje tworzenie i aktualizacje bazy
danych, a takze piecze nad baza w przypadku awarii systemu kom-
puterowego, w ktérym funkcjonuje baza danych; w celu zabezpie-
czenia przed skutkami awarii SZBD zapamigtuje pewien stan bazy
i stan realizacji transakcji, dzigki czemu po usunigciu awarii moz-
liwe jest odtworzenie tego stanu i kontynuacja realizacji transakcji.

Dane zgromadzone w bazie danych sa dostepne dla uzytkownika, kto-
ry moze wyszukac interesujace dane, a takze moze je zmodyfikowac (np.
zmieni¢ warto$¢ danej prostej), usungé lub dolgczyé do bazy nowe dane
— moéwimy, ze uzytkownik moze dokonywac pewnych operacji bazoda-
nowych, zwanych transakcjami.

Transakcje moga byé wykonywane jednoczesnie przez wielu uzyt-
kownikow, ale w taki sposdb, by wzajemnie ze soba nie kolidowaty. Np.
nie mozna dopuszczaé do tego, aby jednoczesnie ta sama dana byta przez
jednego uzytkownika odczytywana, a przez drugiego uzytkownika mody-
fikowana. W zwiazku z tym od transakcji wymaga si¢ nastgpujacych czte-
" rech wlasnosci:

niepodzielnosci, co oznacza, 7e transakcja moze by¢ wykonana w ca-
fosci albo nie wykonana weale (nie dopuszcza sig¢ przerywania wy-
konywania transakcji),

— spdjnosci, czyli takiego zachowania, aby wykonanie transakcji nie

naruszyfo warunkow integralnosci bazy danych,
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— izolacji, co oznacza, ze wynik realizacji danej transakcji jest nie-
zalezny od innych transakcji, ktére sg realizowane w tym samym
czasie,

— trwalosci, co oznacza, ze wynik wykonania transakcji jest trwale
zachowany w bazie danych.

W danej chwili baza danych jest w pewnym stanie, to znaczy jest kon-
kretnym, uporzadkowanym zbiorem danych. Stan bazy danych moze zmie-
niaé¢ si¢ na skutek wykonywanych transakcji. Skasowanie danej, dota-
czenie nowej danej lub modyfikacja pamigtanej danej zmienia zbior pa-
migtanych danych, a wigc stan bazy danych, natomiast wyszukanie i od-
czytanie pamigtanych danych stanu tego nie zmienia.

Przykladowa baza danych

Rozwazmy firme handlowa, w ktdrej pracuje pewna liczba sprzedawcdw.
Przeprowadzaja oni transakcje kupna-sprzedazy z klientami firmy. Za-
16zmy, ze firma postanawia zatozy¢ bazg danych stuzaca do gromadzenia
danych o sprzedawcach, klientach i przeprowadzonych transakcjach. Na-
suwajgce si¢ rozwiazanie polega na zdefiniowaniu oddzielnych tabel dla
sprzedawcéw, klientéw i transakcji, nazywanych dalej: Sprzedawca, Ku-
pujqcy, Transakcja. Nalezy oczywiscie okresli¢, jakie informacje bedzie-
my gromadzi¢ w tych tabelach, oraz ustali¢, na czym maja polegaé zwiaz-
ki miedzy tabelami.

Zacznijmy od stwierdzenia, ze w realizacji pojedynczej transakcji
uczestniczy jeden sprzedawca i jeden kupujacy. Z punktu widzenia sprze-
dawcy chodzi o to, by zna¢ transakcje zrealizowane z jego udziatem. Sprze-
dawca moze by¢ zaangazowany w wiele transakcji, w szczegolnym przy-
padku, a tak jest na poczatku jego pracy w firmie, nie jest zaangazowany
w zadna transakcje¢. Podobnie przedstawia si¢ to z punktu widzenia kupu-
Jjacego w danej firmie: moze by¢ on uczestnikiem dowolnej liczby trans-
akcji.

Przedstawione ustalenia mozna wyrazi¢ graficznie w postaci diagra-
mu klas (rys. 8.1). Prostokaty na diagramie sg klasami. Klasa reprezentu-
Jje zbidr potencjalnie mozliwych bytow, ktore maja te same wiasciwosci.
Pojedynczy byt nalezacy do danej klasy nazywa si¢ instancja klasy. Za-
tem instancjami klasy Sprzedawca bedg konkretni sprzedawcy zatrudnie-
ni w firmie, instancjami klasy Kupujqcy — konkretni klienci firmy, a kla-
sy Transakcja — konkretne akty kupna-sprzedazy.
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Linie taczace poszczegdlne klasy nazywa sig asocjacjami. Wyrazaja
one zwigzki pomigdzy instancjami odpowiednich klas. Asocjacja taczaca
klase Sprzedawca z klasa Transakcja ma znaczenie nastgpujace. Z pun-
ktu widzenia instancji klasy Sprzedawca, czyli dowolnego konkretnego
sprzedawcy, asocjacja wyraza, ze moze on uczestniczy¢ w dowolnej licz-
bie konkretnych transakcji — liczba transakeji wynosi od 0 do n, gdzie n
jest dowolna catkowitg liczba dodatnia. Ta sama asocjacja, z punktu wi-
dzenia instancji klasy Transakcja, czyli konkretnego aktu kupna-sprzeda-
zy, oznacza, ze po stronie klasy Sprzedawca musi uczestniczy¢ w niej do-
ktadnie jeden sprzedawca. Podobnie mozna wyjasni¢ znaczenie drugiej
asocjacji, zachodzacej pomigdzy klasami Transakcja i1 Kupujacy.

Rys. 8.1
Przyktadowy diagram klas

1 0..n 0.n 1
Sprzedawca Transakcja Kupujacy

W tworzonej bazie danych klasy beda reprezentowane odpowiednimi
tabelami. Asocjacje pomiedzy klasami bedg odzwierciedlone zwiazkami
pomiedzy tabelami, co bedzie wymaga¢ odpowiedniej konstrukeji tabel.

Przyjmijmy zalozenie, ze kazda tabela bedzie zawieraé jeden wyroz-
niony atrybut, nazywany kluczem gléwnym tabeli. Rola klucza gléwnego
polega na tym, ze jego warto$¢ wskazuje jednoznacznie doktadnie jeden
wiersz tabeli, inaczej: wartos¢ klucza gléwnego jest unikalnym identyfi-
katorem wiersza. Klucze gldwne w poszczegolnych tabelach beda nazy-
wane: IdSprzedawca, ldTransakcja, IdKupujqcy, a wartosciami kluczy be-
da liczby catkowite. Schematy tabel przedstawia si¢ w postaci nazwy ta-
beli i listy jej atrybutéw oraz ich typow:

Sprzedawca (IdSprzedawca: Calkowita,

Nazwisko: Tekst,

Data zatrudnienia: Data,

Pensja: Catkowita,

IldTransakcja: Calkowita)

Transakcja (IdTransakcja: Calkowita,

Towar: Tekst,

Data sprzedazy: Data,

IdSprzedawca: Calkowita



134 Zbigniew Huzar, Elementy informatyki

IdKupujqcy.: Calkowita)

Kupujqcy (IdKupujqcy: Calkowita,

Nazwisko: Tekst,

Adres: Tekst,

IdTransakcja: Calkowita)

Para IdSprzedawca: Calkowita oznacza nazwe atrybutu IdSprzedawca
i jego typ Calkowita. Podobne znaczenie majg pozostale pary tej postaci.

W schemacie tabeli Sprzedawca obok atrybutu IdSprzedawca, ktéry
pehi rolg klucza gtdwnego, znajduje si¢ atrybut IdTransakcja, ktdry jest
w tej tabeli kluczem obcym. Klucz obey pehni rolg wskaznika (referencji)
do tabeli Transakcja, to znaczy wskazuje ten wiersz tabeli Transakcja,
gdzie znajdujq si¢ szczegoly tej transakcji, w ktorej uczestniczyt dany sprze-
dajacy. Podobna jest rola kluczy IdSprzedawca oraz IdKupujgcy w tabeli
Transakcja i klucza IdTransakcja w tabeli Kupujqcy.

Przedstawiony nizej konkretny zestaw tabel jest ilustracja pewnego sta-
nu bazy opartej na oméwionych schematach.

Tab. 8.2
Sprzedawca
IdSprzedawca Nazwisko Data zatrudnienia Pensja | IdTransakcja
1 Matul 1998 2700 5
2 Berkowski 2002 2100 4
3 Matul 1998 2700 3
4 Gondalski 2003 1550 2
5 Gondalski 2003 1550 1
Tab. 8.3
Transakcja
IdTransakcja Towar Data sprzedazy IdSprzedawca | IdKupujacy
1 Mondeo 2002-10-10 5 4
2 Brava 2002-03-21 4 5
3 Mondeo 2001-21-30 3 2
4 Mondeo 2002-12-09 2 2
5 Opel 2000-04-09 | 1
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Tab. 8.4
Kupujacy
IdKupujacy Nazwisko Adres IdTransakcja
1 Maresz Wroclaw 5
2 Janowski Swidnica 3
3 Janowski Swidnica 4
4 Swidon Walbrzych 1
5 Lacki Legnica 2

Przedstawiony przyktad przedstawia przejscie od modelu konceptual-
nego bazy danych, wyrazonego w postaci diagramu klas, do modelu lo-
gicznego, wyrazonego w postaci zbioru powigzanych tabel. Przejscie to
jest fragmentem projektowania baz danych, ktdre obejmuje trzy fazy:

— projektowanie konceptualne,

— projektowanie logiczne,

— projektowanie fizyczne.

Z punktu widzenia nieinformatyka najwazniejsza jest faza pierwsza,
gdyz podjete tu ustalenia decydujg o sensownosci dalszych faz, ale prze-
de wszystkim decyduje o przydatnosci zastosowania projektowanej bazy.
Majac ustanowiony model konceptualny, przejscie do modelu logiczne-
go, a pozniej i fizycznego daje si¢ zautomatyzowaé. Dla ilustracji tego
stwierdzenia ponizej przedstawiono uproszczone zasady transformacji mo-
delu konceptualnego w model logiczny:

1. Dla kazdej klasy z diagramu klas tworzy si¢ tabelg o takiej samej
nazwie.

2. Atrybuty klasy staja si¢ kolumnami tabeli. Zaktada sig, ze wartosci
atrybutdw sa wartosciami elementarnymi. Wprowadza si¢ kolumng sta-
nowiaca klucz gtowny.

3. Dla kazdej asocjacji postaci:

A | l.n B

klucz gtowny dla klasy B wstawiamy, jako klucz obcy, nowa kolumne do
tabeli reprezentujacej klase A.
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4. Dla kazdej asocjacji postaci:

A | 0..n B

tworzy si¢ nowy schemat relacji, w ktérym umieszcza si¢ klucze gléwne
obu klas. Nalezy zwréci¢ uwage, ze — w odroznieniu od reguly 3 —
w tabeli A w kolumnie reprezentujacej klucz obcy (klucz gtéwny tabeli
B) nalezy dopusci¢ wartos¢ NULL. Warto$¢ ta bedzie oznaczac, ze obiekt
reprezentowany przez dany wiersz tabeli nie jest powigzany z zadnym
obiektem reprezentowanym przez wiersze tabeli B.

5. Dla kazdej asocjacji postaci:

A 0..n 0..n B

tworzy si¢ nowg tabele z ewentualnie ze sztucznym kluczem, ktora za-
wiera, jako klucze obce, klucze glowne klas A oraz B.

Podane reguly daja na ogét dobre efekty, ale nalezy traktowacé je tylko
Jjako zalecenia, gdyz w szczeg6lnych przypadkach moze okazac sig, ze ko-
rzystniejsze beda inne zasady transformacji.

Jezyk manipulacji i zapytan

W celu korzystania z ustug relacyjnej bazy danych uzytkownicy komu-
nikuja si¢ z systemem SZBD ustalonymi jezykami. Potrzebne sa przynaj-
mniej dwa jezyki: jeden stuzacy do definiowania struktury bazy danych
— DDL (Data Definition Language) i drugi do manipulowania na danych
— DML (Data Manipulation Language).

Powstato wiele réznych jezykow definiowania i manipulacji na danych,
wsrod ktdrych szczegolnie wazng role odegraly ISO (International Stan-
dard Organization) i ANSI (American National Standard Institute). Naj-
szerzej rozpowszechnionym efektem prac jest standard SQL2 z 1993 r.
Standard ten jest stosowany obecnie w niemal wszystkich systemach za-
rzadzania bazami danych i okresla m.in. wspolny jezyk definiowania i ma-
nipulowania na danych. Jezyk ten, cho¢ obejmuje dwa jezyki, nazywa sie
SQL (Structured Query Language), czyli strukturalny jezyk zapytan. Przy-
ktadowymi poleceniami, ktére mozna formutowac w jezyku DDL, sa:

— utworzenie bazy danych o okreslonej nazwie, np.:

CREATE DATABASE Pracownicy
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— utworzenie tablicy o okreslonej nazwie, np.:
CREATE TABLE DaneOsobowe
(Nazwisko char(20) not NULL, Identyfikator int not NULL)

gdzie char(20) oznacza, ze wartoscia atrybutu Nazwisko jest ciag co naj-
wyzej 20 znakow, not NULL — ze wartos¢ atrybutu musi by¢ zdefinio-
wana, nie moze by¢ wartoscia pusta, int not NULL — ze wartoscia atry-
butu Identyfikator sg liczby catkowite i wartosci dla tego atrybutu musza
by¢ zdefiniowane.

Do wczesniej zdefiniowanej tablicy mozna doda¢ nowy atrybut, np.:

ALTER TABLE DaneOsobowe

ADD Pensja int NULL
dolacza atrybut Pensja, ktory moze by¢ nieokreslony.

Utworzone tablice lub calg bazg danych mozna skasowac, np.:

DROP TABLE DaneOsobowe

DROP DATABASE Pracownicy

Jezyk DML stuzy do wstawiania, modyfikacji lub usuwania danych
oraz do wyszukiwania w bazie wskazanych danych.

W celu wstawienia do istniejacej tabeli nowego wiersza (rekordu)
uzywa si¢ polecenia INSERT, np.:

INSERT INTO DaneOsobowe

values(‘Kowalski’, 12312, 2400)
gdzie kolejne wartosci w nawiasach okraglych oznaczaja nazwisko, iden-
tyfikator i pensj¢ pracownika.

Modyfikacja pamigtanej danej — zwiekszenie wynagrodzenia wszyst-
kich pracownikéw o 5% — ma postac:

UPDATE DaneOsobowe

SET Pensja = Pensja x 1.05
a zwigkszenie wynagrodzenia tylko wskazanemu pracownikowi ma postaé:

UPDATE DaneOsobowe

SET Pensja = Pensja + 500

WHERE Identyfikator = 1231

Usunigcie wskazanej danej — danych wybranego pracownika — ma
postac:

DELETE FROM DaneOsobowe

WHERE Identyfikator = 1231

Najczgsciej uzywanym jest polecenie SELECT, ktére stuzy wyszuka-
niu danych speiniajacych okreslone warunki. Wynikiem realizacji polece-
nia jest zbior danych. Dane zawarte w tym zbiorze moga by¢ pozniej pre-
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zentowane uzytkownikowi w postaci raportow, zestawien lub wykorzy-
stywane w dalszych procesach przetwarzania danych.

Zapytanie sformutowane w SQL polega na wskazaniu tabel bazy da-
nych, w ktorych poszukujemy danych spetniajacych odpowiedni waru-
nek logiczny. Mechanizmy wyszukiwania opierajg si¢ na wykorzystaniu
trzech podstawowych operacji wykonywanych na tabelach: selekcji, pro-
jekeji i ztaczenia.

Operacja selekcji jest wykonywana na pojedynczej tabeli i oznacza wy-
bor tych wierszy, ktére spetniajg zadany warunek. Np. z tablicy o uprosz-
czonym schemacie (bez podawania typéw atrybutéw):

Pracownik(Pesel, Imie, Nazwisko, Wiek, Zarobek, DataZatrudnienia)
zapytanie o pracownikow, ktorzy osiagneli wiek przynajmniej 60 lat i za-
rabiajg powyzej 3 tys. zl, mozna w jezyku SQL wyrazi¢ w postaci klau-
zuli:

SELECT * FROM Pracownik WHERE Wiek = 60 AND Zarobek =

3000

Symbol * oznacza, ze w odpowiedzi otrzymamy zestawy wartosci dla
wszystkich wyszukanych pracownikéw. Wynikiem realizacji klauzuli be-
dzie pewna tablica skiadajaca si¢ z tych wierszy tablicy Pracownik, ktére
spetniaja zadany warunek.

Operacja projekcji jest rowniez wykonywana na pojedynczej tabeli
1 polega na wyborze z niej wskazanych kolumn. Np. z tabeli o podanym
wyzej schemacie mozna utworzy¢ nowa tabele zawierajacg tylko kolum-
ny Imie 1 Nazwisko. W jezyku SQL takie zapytanie wyraza klauzula:

SELECT Imie, Nazwisko FROM Pracownik

Obie operacje: selekeji i projekcji mozna potaczy¢ w jednej klauzuli
SQL. Np. klauzula:

SELECT Pesel FROM Pracownik WHERE Wiek = 60 AND Zarobek

23000
dostarcza list¢ identyfikatorow tych pracownikow, ktérzy spetniajg po-
dany warunek.

Operacja zlqgczenia jest wykonywana na dwdch tabelach i polega na
utworzeniu nowej tabeli, ktorej wiersze beda potaczeniem tych wierszy
z dwdch tabel spelniajacych zadany warunek. Jeden z czgsto spotykanych
warunkéw polega na wskazaniu w jednej tabeli klucza obcego do drugiej
tabeli, np. dla tablic o schematach:

Pracownik(Imie, Nazwisko, Zarobek, Identyfikator Dzialu)

Dzial(Identyfikator Dziatu, Stanowisko)
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odpowiednia klauzula SQL ma posta¢:
SELECT * FROM Pracownik JOIN Dzial
ON Pracownik. IdentyfikatorDziatu = Dzial Identyfikator Dzialu
Efektem realizacji tej klauzuli jest tabela o schemacie:
PracownikDzial(Imie, Nazwisko, Zarobek, Identyfikator Dzialu, Stano-
wisko)

Hurtownie danych

Opisane bazy danych sa zwykle wykorzystywane do wspomagania bieza-
cego funkcjonowania przedsiebiorstw lub organizacji i nazywane bazami
operacyjnymi. Informacja zgromadzona w bazach operacyjnych jest czg-
sto zapisem historii funkcjonowania. Analiza tej informacji moze shuzy¢
przedsigbiorstwom do ich oceny, a takze by¢ pomocna przy podejmowa-
niu decyzji dotyczacych zmian ich funkcjonowania. W celu przeprowadza-
nia tego typu analiz wykorzystuje si¢ hurtownie danych. Sa to wyspecja-
lizowane bazy danych. ktore przeprowadzaja analize danych zgromadzo-
nych w bazach operacyjnych, a uzyskane wyniki gromadza w oddzielnej
bazie danych.

Wspolczesne przedsigbiorstwo, prowadzac dziatalno$¢ produkeyjna,
ustugowa lub handlowa, powinno umieé okreslic swoja pozycje na rynku
gospodarczym. Sprowadza sie to do odpowiedzi na konkretne pytania (kwe-
rendy), np. w przypadku firmy handlowe;j:

1. Jak ksztattuje sie sprzedaz w poszczegolnych okresach czasu?

. Ktdre produkty sprzedaja sie najlepiej?
. Jak ksztaltuje sie sprzedaz w rozbiciu na grupy towarowe w po-
szczegOlnych okresach czasu z uwzglednieniem konkretnych klientow?

4. Ktéry z oddziatéw firmy prosperuje najlepiej, a ktéry najgorzej?

5. W ktérym miescie sprzedaz jest najwigksza, w ktérym najmniejsza?

6. Ktory z klientéw kupuje najwiecej, a ktory najmniej w wybranych
okresach czasu?

7. Ktérzy klienci placa regulamie, a ktorzy zalegajg z platnosciami,
ile zalegaja. ile zalegaja z uwzglednieniem naliczonych odsetek?

Odpowiedzi na tego rodzaju pytania mozna udzieli¢, analizujac zawar-
to$¢ operacyjnych baz danych przedsiebiorstwa. Analizy wykorzystania
danych zawartych w bazach danych, prowadzone m.in. przez IBM, wska-
zuja, ze ich whasciciele wykorzystuja tvlko niecale 10% danych zgroma-
dzonych w bazach. Powodem jest to, ze do wiasciwego wykorzystania da-

L) IJ
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nych czesto trzeba stosowac zlozone metody analityczne, co wymaga od-
powiedniej wiedzy i jest przewaznie bardzo skomplikowane.

Rozwiazaniem jest stworzenie hurtowni (skfadnicy) danych, przecho-
wywanych w ujednoliconej i sprawdzonej postaci, niezbednej do udzie-
lania odpowiedzi na pewng klas¢ pytan. Hurtownia danych daje wielowy-
miarowy obraz informacji w niej zawartych. Wymiarami sa tu wskazane
interesujace przedsigbiorstwo aspekty, wsrod nich zwykle wystepuje wy-
miar czasowy. Gromadzone w niej dane sg informacjami zbiorczymi, kté-
rych nie mozna uzyskaé bezposrednio z baz operacyjnych. Istotng cecha
hurtowni danych jest to, ze dane w niej przechowywane sq oddzielone od
danych przechowywanych w bazach operacyjnych.

Korzystanie z odpowiednio skonstruowanej hurtowni danych i stwo-
rzonych na jej podstawie raportdow moze pozwalaé np. na:

— zwigkszenie obrotow dla produktdw,

— zahamowanie odptywu klientdéw malo aktywnych (przez zastosowa-
nie w odpowiednim momencie promocji lub okreslonej atrakcyjne;j
oferty),

— zmniejszenie zadtuzen,

— zmniejszenie kosztéw marketingowych (np. przez prowadzenie wia-
sciwie adresowanych kampanii),

— ograniczenie zbednych promocji towardw,

— wycofanie lub ograniczenie stanéw mato atrakcyjnych towarow.

Najprostszym i najbardziej powszechnym narzedziem do tworzenia ra-
portéw i kwerend jest pakiet MS Office, wyposazony dodatkowo w modut
OLAP (Online Analytical Processing), majacy wiele zastosowan. Oczy-
widcie istniejq takze inne narzgdzia programowe do tworzenia raportéw
na podstawie hurtowni danych, sa to narzedzia drozsze, ale dajace wiecej
mozliwosci niz pakiet MS Office.

Hurtownie danych mozna stosowa¢ w firmach praktycznie wszystkich
dziatow gospodarki. O potrzebie ich stosowania przekonuja statystyki po-
kazujace, ze nawet najmniejsza strata najlepszych klientébw naraza firmy
na ogromne straty finansowe. Okazuje si¢, ze opieka nad klientami jest
Jjednym z kluczowych zadan firmy (http://www.odl.com.pl/-top).
Z tego tez wzgledu tworzone sa hurtownie danych klientéw. Dysponujac
danymi o kazdym ze swych klientéw, mozna interweniowa¢ w odpowied-
nim momencie, oferowac lepsze ustugi i produkty, nie dopuszczajac tym
samym do utraty klienta. Jest to szczegolnie wazne w dobie globalnej kon-
kurencji. Dzigki zaawansowanym analizom danych klientow przedsiebior-


http://www.odl.com.pl/-top

VIIL Bazy danych 141

stwo moze dokona¢ podziatu klientéw na grupy, np. o réznej zyskowno-
$ci. Mozna w ten sposob zrdznicowac¢ formy traktowania potrzeb réznych
klientow — przedstawia¢ dodatkowe oferty dla najlepszych klientéw lub
ogranicza¢ kontakty z klientami najmniej zyskownymi, redukujac w ten
sposob koszty ich obstugi. Mozliwe jest tez prowadzenie ukierunkowa-
nego marketingu, tj. wysylanie listéw tylko do wybranych klientéw, pla-
nowanie kontaktow, oferowanie ,,produktéw niszowych” dla wybranych,
matych grup klientéw.

Hurtownie danych stajq si¢ istotnym narzedziem wspomagajacym dzia-
falnos¢ firmy. Dzigki analizie danych dziesiatek tysiecy, a nawet setek
tysiecy transakcji, dla tysigcy oferowanych produktéw, mozna $cisle okre-
$li¢ preferencje klientow i zaleznosci pomiedzy produktami. Umozliwia
to wyjscie naprzeciw oczekiwaniom klientéw i dopasowanie profilu pro-
dukcji lub sprzedazy do potrzeb rynku. Dziatania te przekladaja sie na
wymierne korzysci finansowe, przewyzszajace koszty wdrozenia hurtow-
ni danych.






IX. ZASTOSOWANIA INFORMATYKI
W GOSPODARCE

Wstep

Informatyka znajduje zastosowanie w réznych dziedzinach nauki, tech-
niki i gospodarki. Szeroko rozumiana gospodarka — przedsigbiorstwa pro-
dukcyjne, handlowe i ustugowe, a takze administracja panstwowa i sa-
morzadowa — jest jednym z wazniejszych obszarow zastosowan infor-
matyki. Pierwsze zastosowania informatyki na tym polu siegaja lat sze$é-
dziesiatych, ale szerokie upowszechnienie Internetu pod koniec lat osiem-
dziesiatych dato im nowy impuls. Wyspecjalizowane sieci komputerowe
byly juz wprawdzie stosowane wczesniej, np. dysponowaly nimi niektore
banki, umozliwiajac elektroniczny obrét pieniadza, czy tez linie lotnicze,
prowadzac rezerwacj¢ biletdw, ale dopiero Internet stworzyt mozliwosci
integracji réznych niezaleznie rozwijajacych sie zastosowan.

Wylania si¢ pojgcie gospodarki elektronicznej. Jej podstawowym to-
warem staje produkt i ustuga cyfrowa — szczegdlny rodzaj informacji
cyfrowej, ktéra ma pewne cechy odrozniajace ja od innych rodzajow in-
formacji, takie jak:

— transformowalno$¢ — mozliwos¢ automatycznego przetwarzania

za pomoca komputerow,

— transmitowalno$¢ — mozliwos¢ przesylania za pomocy sieci kom-

puterowych,

— replikowalno$¢ — nieograniczona mozliwo$¢ kopiowania,

— niezniszczalno$¢ — rozumiana w tym sensie, ze nie ulega zmianie

w czasie jej przechowywania w pamiegci.

Mozemy obecnie wyrdznié cztery rodzaje produktéw cyfrowych:

— dokumenty — informacje o zaistnialych faktach albo przyjetych

zobowigazaniach,

— pienigdze — informacje o instrumentach finansowych, takich jak

obligacje, akcje, gotdwka,
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— utwory autorskie — dzieta literackie, publicystyczne i naukowe,

muzyka, filmy,

— oprogramowanie.

Usluga cyfrowa polega na wykorzystaniu produktu cyfrowego do pew-
nego celu. Np. edytor tekstowy lub system operacyjny sa programami —
produktami cyfrowymi, natomiast postugiwanie si¢ edytorem lub syste-
mem operacyjnym jest korzystaniem z ich ustug.

Funkcjonujace obecnie pojecie gospodarki elektronicznej (e-economy)
odnosi sie do gtéwnie do:

— przedsigbiorstw,

— wspolpracy pomigdzy przedsigbiorstwami,

— handlu (e-commerce),

— bankowosci (e-banking).

W gospodarce elektronicznej produkt i ustuga cyfrowa sa przedmio-
tem realizacji biznesu, a komunikacja — gléwnym mechanizmem prze-
kazywania produktu i $wiadczenia ustug.

Z wymiang informacji wiaza si¢ dwa problemy: pierwszy z nich jest
natury technicznej, zwiazany z ustaleniem jednolitej formy przekazywa-
nej informacji, tak by mogta by¢ ona odczytywana i jednoznacznie inter-
pretowana przez odbiorcéw. Pomoca stuzy tu opracowany przez ISO pod
koniec lat osiemdziesiatych standard elektronicznej wymiany EDI (Ele-
ctronic Data Interchange). Drugi problem ma inny charakter i jest zwia-
zany z prowadzeniem negocjacji w celu ustanowienia warunkéw wspét-
pracy; jest on jednocze$nie jadrem biznesu elektronicznego.

Nowe mozliwosci komunikowania sig staty si¢ podstawa nowych form
$wiadczenia pracy — telepracy oraz uczenia si¢ — zdalnego nauczania
(e-learning).

Telepraca polega na wykonywaniu pracy w miejscu zamieszkania,
bez potrzeby fizycznej obecnosci w siedzibie przedsigbiorstwa. Umozli-
wia to m.in. tworzenie rozproszonych zespotow pracownikdw, ktorzy zlo-
kalizowani w réznych miejscach uczestnicza we wspolnych projektach,
majac wspolny dostep do tej samej przestrzeni wirtualnej, widzac nawza-
Jem wyniki swojej pracy i komunikujac si¢ na biezaco. Telepraca w wie-
lu krajach, w tym w Polsce, stanowi nowg forme¢ $wiadczenia pracy, cia-
gle jeszcze nieuznawang formalnie przez prawo. Krajem europejskim,
w ktérym telepraca jest najbardziej powszechna, jest Irlandia.

Zdalne nauczanie jest forma zdobywania wiedzy w miejscu zamiesz-
kania. Jest to forma ciagle jeszcze niedoskonata, gdyz naktada duze wy-
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mogi komunikacyjne — niezbedna jest komunikacja multimedialna, a po-
nadto wymaga ogromnej pracy przy przygotowaniu materiatéw dydak-
tycznych. Zdalne nauczanie ma juz pewne zastosowanie w tych krajach,
w ktorych warunki naturalne — rozproszenie i duze odlegtosei, czynia je
naturalna forma, np. nauka na poziomie szkoty podstawowej w Australii.

Informatyka w przedsiebiorstwach

Mowiac o zastosowaniu informatyki w przedsigbiorstwach, mamy na my-
sli systemy informatyczne wspomagajace produkcje, gdyz inne systemy,
rowniez w przedsigbiorstwach, np. stuzace do wspomagania funkcji finan-
sowo-ksiggowych czy tez prowadzenia spraw osobowych, sa stosowane
w zasadzie we wszystkich instytucjach i organizacjach.

Pierwsze systemy wspomagania produkcji powstaty w latach sze$édzie-
sigtych i stuzyly do kontroli stanéw magazynowych, w latach siedemdzie-
sigtych na ich podstawie zostaly stworzone systemy planowania zapasow
MRP (Material Requirement Planning). Systemy MRP pozwolity na kon-
trolg przeptywu surowcow i komponentéw, umozliwiajac planowanie za-
pasow z takim wyprzedzeniem, by zapewni¢ ptynnos$é procesow produk-
cyjnych.

W latach dziewigcdziesiatych nastapit dalszy rozwdj, przynoszac tzw.
zintegrowane systemy zarzadzania przedsigbiorstwem ERP (Enterprise
Resource Planning). Systemy tej klasy stuza do kompleksowego zarzadza-
nia przedsigbiorstwem, obejmujac obstuge i planowanie finanséw, zarza-
dzanie zasobami ludzkimi, zakupy, zarzadzanie zapasami, planowanie pro-
dukcji. Podstawa do zarzadzania w obrgbie poszczegolnych dziedzin jest
wspdlna baza danych gromadzaca wszystkie istotne fakty dotyczace funk-
cjonowania przedsigbiorstwa. Ze wzgledu na nowe mozliwosci wspolpra-
cy przedsiebiorstwa ze swoimi dostawcami i odbiorcami za posrednic-
twem Internetu pojawily si¢ rozszerzone systemy zintegrowanego zarza-
dzania EEA (Extended Enterprice Applications).

Obecnie systemy wspomagania produkcja wkroczyly w nowa fazg roz-
woju, obejmujac sieci przedsigbiorstw uczestniczacych w realizacji wsp6l-
nego produktu. Potrzeba taka wylonifa si¢ w naturalny sposob, gdyz wy-
twarzanie coraz wigkszej liczby finalnych produktow rynkowych, takich
Jjak: samochody, samoloty, a nawet urzadzenia gospodarstwa domowego
— pralki czy lodowki, opiera si¢ na wspotpracy wielu firm specjalizuja-
cych si¢ w produkcji podzespotéw. Nowa, wylaniajaca si¢ kategoria sy-
stemOw to zarzadzanie fancuchami dostaw SCM (Supply Chain Mana-
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gement). Istotng czescia tych systemow, poza oczywistg potrzeba zarza-
dzania produkcja w poszczegdlnych wspodtpracujacych ze sobg przedsig-
biorstwach, jest elektroniczna wymiana informacji. Wymiana ta jest po-
trzebna zaréwno przed utworzeniem fancucha wspdtpracujacych przedsie-
biorstw, jak i w trakcie procesu wytwarzania produktow.

Systemy ERP wspotdziataja coraz czgsciej z innym rodzajem oprogra-
mowania, ktory stuzy do wspdtpracy z klientami (dostawcami i odbior-
cami produktéw i ustug). Chodzi tu o tzw. systemy zarzadzania kontakta-
mi z uzytkownikami CRM (Customer Relationship Management). Syste-
my CRM maja stuzy¢ optymalizacji funkcjonowania przedsigbiorstwa
przez ukierunkowanie na klienta. Chodzi o takie zaspokajanie potrzeb
indywidualnych klientow, by zwiaza¢ ich z firma na mozliwie dlugi czas.
Wyrdznia si¢ trzy kategorie systemow CRM: operacyjny, analityczny i kon-
taktowy.

Typowe funkcje operacyjnego systemu CRM obejmuja obstuge klien-
ta, zarzadzanie zamowieniami, wystawianie rachunkdw, a takze komuni-
kacje z klientami; sg wykorzystywane m.in. w dziatach sprzedazy, serwi-
su i marketingu.

Analityczny system CRM pozyskuje, przechowuje i analizuje dane
o klientach. Celem analizy jest zrozumienie potrzeb i zachowan klientow,
tak by byto mozliwe oszacowanie ryzyka planowanych dziatan przedsig-
biorstwa. Funkcjonowanie analitycznego systemu CRM wiaze sig z istnie-
niem hurtowni danych.

Kontaktowy system CRM jest zintegrowanym centrum komunikacyj-
nym, ktory za pomoca réznych srodkéw komunikacji — glosowej, tele-
fonicznej, SMS-owej, faksowej, poczty elektronicznej, stron i portali in-
ternetowych, a nawet tradycyjnej poczty — utrzymuje kontakt z partne-
rami przedsiebiorstwa (klientami, dostawcami, kooperantami).

Systemy CRM funkcjonujace w przedsigbiorstwach zawierajg zwykle
wszystkie wymienione kategorie systemdow, przy czym sposrod mozli-
wych ich funkcji sa wybierane tylko te, ktore w danych warunkach sg
najbardziej odpowiednie.

Informatyka w bankach

Rola bankéw w gospodarce jest znana od dawna, tempo rozwoju gospo-
darczego jest silnie uwarunkowane sprawnym obiegiem pieniadza. Inter-
net stwarza bankom mozliwos¢ swiadczenia nowych form ustug. Do ustug
tych naleza m.in.:
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— internetowe serwisy informacyjne, przedstawiajace podstawowe in-
formacje o banku, jego strukturze, ustugach;

— zdalny dostep do wiasnych rachunkéw bankowych z komputera do-
mowego (homebanking) za posrednictwem sieci telefonicznej; bank
oferuje odpowiednie oprogramowanie, ktore umozliwia dostep i jed-
noczesnie chroni przez dostgpem nieupowaznione osoby; coraz
wigksza liczba bankdw oferuje te ustuge takze za posrednictwem te-
lefonu komérkowego;

— bankowos¢ internetowa, ktéra pozwala na dyspozycje przelewu, za-
kiadanie i likwidacje lokat, polecenia zaptaty, przegladanie historii
rachunku itd.;

— elektroniczne karty platnicze pozwalajace na realizacj¢ rachunkéw
i pobieranie gotéwki z bankomatow.

W Polsce od konca lat dziewigédziesiatych ustugi bankowe za posred-
nictwem Internetu oferuja wszystkie wigksze banki. Szczegolnie istotne
przy korzystaniu z internetowych ustug bankowych jest uwierzytelnienie
klienta i bezpieczenstwo wymienianych danych. Istnieja tu rézne rozwia-
zania, sprzetowe i programowe, np. karty montowane do komputera prze-
znaczonego do szyfrowania komunikacji z bankiem lub podpisy elektro-
niczne do uwierzytelniania klienta.

Ustugi i handel elektroniczny

Istota biznesu elektronicznego jest doprowadzenie do kontraktu dotycza-
cego kupna-sprzedazy towarow lub ustug pomigdzy najczesciej dwiema
stronami: sprzedajacym i kupujacym. Firmy dzialajace za posrednictwem
Internetu opieraja swoja wspotprace najczesciej na jednym z dwoch mo-
deli:

— model brokerski — polega na ustugach posrednictwa w doprowa-
dzeniu do spotkania kupujacego i sprzedajacego;

— model promocyjny — polega na darmowej ofercie produktéw lub
ustug w zamian za mozliwo$¢ przestania klientowi materiatow pro-
mocyjnych.

Oprécz nich wyrdzniamy:

— model handlowca — reprezentuje sprzedawcg detalicznego lub hur-
towego, ktdry sprzedaje towary na podstawie cen katalogowych lub
przez aukcje;



148 Zbigniew Huzar, Elementy informatyki

— model abonencki — polega na dostepie do zawartosci witryny in-

ternetowej za ustalong optata abonentowa.

Nowym zjawiskiem zwigzanym z zastosowaniem informatyki jest zdal-
ne $wiadczenie réznego rodzaju ustug za posrednictwem Internetu, ktére
okresla si¢ jako outsourcing. Termin ten nie ma dotad utrwalonego odpo-
wiednika w jezyku polskim, mozna prébowac go ttumaczy¢ jako interne-
towe podwykonawstwo ustug. Zakres $wiadczonych zdalnie ustug jest sze-
roki, moze dotyczy¢ probleméw scisle technicznych, np. zdalne admini-
strowanie lokalng siecia komputerowg przedsigbiorstwa, badz tez ustug
aplikacyjnych, np. prowadzenie finanséw i ksiggowosci czy zarzadzanie
zasobami ludzkimi.

Z zastosowaniami informatyki w gospodarce i w administracji wigze
sie wazna, niestety ciagle aktualna, uwaga. Czesto mozna spotkac si¢ z po-
gladem, ze wdrozenie systemow informatycznych sprowadza si¢ do za-
kupu i zainstalowania odpowiedniego oprogramowania. Tak jednak nie
jest! Informatyzacja jest procesem bardzo zlozonym, stanowi bowiem frag-
ment ewolucyjnego procesu zmian w przedsigbiorstwie. Samo wdrozenie
systemu informatycznego jest tylko czgscia, czesto drobna, przedsigwzig-
cia, ktore trzeba zrealizowac, aby informatyzacja przyniosta jakiekolwiek
korzysci. Nalezy ponadto przypomnied, ze przez dtugi okres informatyza-
cje rozumiano jeszcze prymitywniej, utozsamiajac ja z komputeryzacija,
czyli z wyposazeniem przedsigbiorstwa lub instytucji w pewna partig¢
sprzetu komputerowego. Poglady takie zapisaty sie w historii licznymi nie-
udanymi projektami.

Spoleczenistwo informacyjne

Koniec ubieglego wieku zapoczatkowal nowy okres cywilizacyjnego roz-
woju ludzkosci nazywany okresem informacyjnym, odrézniajac go w ten
sposob od okresow wezesniejszych: agrarnego i przemystowego. Informa-
tyka ma tu znaczacy, ale oczywiscie nie jedyny wplyw — jest ona ele-
mentem fancucha wielu wzajemnie sprz¢zonych dziedzin. Swoj rozwoj in-
formatyka zawdzigcza ogromnemu postgpowi, zwlaszcza technologii ele-
ktronicznych, a rosnace dzigki temu mozliwosci srodkdéw obliczenio-
wych umozliwiajg kolejne usprawnienia, m.in. w technologii elektronowej,
a takze w poszukiwaniu innych technologii, ktore moga mie¢ znaczenie
dla konstrukcji komputeréw.

Technologie informatyczne maja duzy wpltyw na rézne dziedziny,
m.in. harmonijny czy zréwnowazony rozwdj spoleczenstw (sustainable
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development). Pojecie to oznacza proces poszerzania ludzkich wyborow
i wykorzystania zdolnosci przez ksztattowanie kapitatu spotecznego, tak
by w mozliwie pelny sposéb zaspokoié¢ potrzeby obecnych generacji, bez
narazania na szwank potrzeb przysztych pokolen.

Np. w zakresie ochrony srodowiska naturalnego proces ten polega na:

— przyspieszaniu odchodzenia od technologii surowcowochtonnych,

— skutecznym badaniu zagrozen zwiazanych ze sktadowaniem odpa-
déw, pustynnienia i zmianami klimatycznymi,

w zakresie ekonomii polega on na:

— restrukturyzacji gospodarki przez zastgpowanie surowcowochton-
nych technologii produkcyjnych przez zasobooszczedne technolo-
gie,

— zwigkszeniu efektywnosci regulacji rynkowych przez wzbogaca-
nie oferty dobr i ustug, redukcje kosztéw transakcyjnych, utatwie-
nie kontroli proceséw produkcji, dystrybucji i konsumpcji,

w zakresie polityki polega na:

— wzmocnieniu administracji panstwowej, dajac jej narzedzia central-
nego planowania w odniesieniu do wybranych dziedzin, np. zaso-
bdéw naturalnych,

— stwarzaniu szans migdzynarodowej solidarnosci i porozumienia dzig-
ki zageszczonej sieci komunikacyjnej,

w zakresie spoteczenstwa polega na:

— obnizeniu psychologicznej bariery obcosci wzgledem ludzi w in-
nych krajach,

— wzmocnieniu migdzynarodowych systemow regulacji, zwigksza-
jac ich zdolnosci ustanawiania norm i regut w celu kontrolowania
naduzyé w zakresie praw cztowieka, eksploatowania zasobow,
ochrony $rodowiska naturalnego.

Swiadomo$é wptywu technologii informatycznych na rozwéj cywili-
zacyjny stata sie przyczyna wyodrebnienia pojecia spofeczeristwa infor-
macyjnego. Nalezy je traktowac raczej jako realng wizjg, ku ktorej bedzie
zmierzaé spoteczny rozwdj, anizeli stwierdzenie faktycznego stanu. Ofe-
rujac nowe mozliwosci, wizja ta niesie tez nowe wyzwania. Ich Zrodlami
sg dwa techniczne wynalazki — komputer i telekomunikacja, ktére stano-
wig jadro technologii informatycznych.

Zdolnosci obliczeniowe komputera przesadzaja, ze kazda intelektual-
na czynnos¢, ktéra mozna z gory zaplanowaé, bedzie wykonywana lepiej
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przez komputer niz przez cztowieka. A rosnace mozliwosci telekomuni-
kacyjne powoduja przyspieszenie procesow globalizacyjnych.

Obecny okres jest czasem transformacji spoteczenstw i dotyczy za-
rowno pojedynczych ludzi i grup zawodowych, jak i catych krajow. Jego
istotg jest zdobywanie przez ludzi odpowiedniego wyksztatcenia, tak by
skorzysta¢ z potencjalnych mozliwosci i uniknaé problemu wykluczenia
ze spofeczenstwa.



X. PRZEDSIEWZIECIA INFORMATYZACYJNE?

Informatyzacja

Informatyzacja polega na wykorzystaniu srodkdw informatycznych —
sprzetu i oprogramowania — do realizacji obiegu i przetwarzania infor-
macji w pewnym systemie informacyjnym. Mdéwiac o systemie informa-
cyjnym przedsigbiorstwa lub instytucji, abstrahujemy od formy informa-
cji (czy sa to przekazy ustne, dokumenty papierowe czy elektroniczne)
i od srodkow uzytych do jej przetwarzania (czy sa to ludzie, czy urzadze-
nia mechaniczne badz elektroniczne). Informatyzacji podlega zwykle tyl-
ko czes¢ systemu informacyjnego — ta, w ktorej przetwarzanie informa-
cji odbywa si¢ za pomoca srodkéw informatycznych. Podstawg informa-
tyzacji jest zatem identyfikacja tego fragmentu systemu informacyjnego,
ktory ma by¢ objety informatyzacja. Informatyzacja moze mie¢ rozny za-
kres — od pojedynczego stanowiska pracy do catego przedsigbiorstwa.

W zaleznosci od skali informatyzacja przybiera rézne formy. W przy-
padku pojedynczego stanowiska pracy moze sprowadzi¢ si¢ do wyposaze-
nia lub doposazenia go w komputer wraz z typowym oprogramowaniem.
Tak jest np. przy tworzeniu typowych stanowisk pracy biurowej. Wyko-
rzystywane oprogramowanie jest tu zwykle oprogramowaniem ,,z potki”,
to znaczy jest ono kupowane tak jak kazdy produkt masowy, czyli nie
Jest ,,dedykowane” konkretnemu uzytkownikowi. Natomiast w przypadku
przedsigbiorstwa informatyzacja wymaga zupetnie innego podejscia, opar-
tego na sformutowaniu i realizacji projektu informatycznego.

Projektem informatycznym jest kazda planowa dziatalno$¢, obejmuja-
ca zestaw zadan majacych wspdlny cel — wytworzenie systemu informa-
tycznego lub produktu programowego. W pierwszym przypadku chodzi
o wytworzenie lub adaptacje istniejacego oprogramowania do zaspokoje-

? Rozdzial ma charakter uzupelniajacy, jego celem jest uswiadomienie probleméw,
z ktérymi moga zetknaé si¢ osoby, kiore nie sg informatykami, podczas ich zaangazowania
w przedsigwzigcia informatyzacyjne.
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nia potrzeb konkretnego klienta — przedsigbiorstwa lub instytucji, w dru-
gim — o wytworzenie produktu, ktéry mozna oferowaé szerokiej klasie
odbiorcéw.

Wspdlny cel wyraza zgodno$¢ intereséw, dazen i dziatan w obrgbie do-
brze wyodregbnionej jednostki — przedsiebiorstwa, organizacji gospodar-
czej. Takimi celami sa m.in.:

— zastapienie dotychczasowego niewydolnego systemu nowym sy-
stemem informatycznym — zwlaszcza gdy przetwarza si¢ dane du-
zej liczby klientéw;

— obnizka kosztow eksploatacji istniejacego systemu — ceny sprzgtu
komputerowego spadaja, wzrastaja jego mozliwosci obliczeniowe,
a masowo uzywane oprogramowanie ma szerokie zastosowanie;

— lepszy — szybszy i pehiejszy obieg informacji, co jest niezwykle
istotne przy podejmowaniu decyzji i w pracy zespotowej;

— konkurencyjnosé w obstudze klientow — przejrzystos¢ ustug, ale
i ich rozpowszechnienie i skrocenie czasu dostgpu, jak to ma miej-
sce w przypadku bankomatéw czy wykorzystania Internetu;

— modyfikacja istniejacego systemu w zwiazku ze zmianami legisla-
cyjnymi, np. wprowadzenie ochrony danych osobowych, zmiana
przepiséw podatkowych, celnych.

Zestaw zadan wskazuje na ztozonos¢ przedsigwzigcia, na mozliwosé
jego dekompozycji na mniejsze jednostki. W projekcie informatycznym
wystepujg zadania techniczne i organizacyjno-menedzerskie. Zadania tech-
niczne koncentrujg si¢ na precyzyjnym sformufowaniu wymagan i wytwo-
rzeniu oczekiwanego produktu programowego. Zadania organizacyjno-
-menedzerskie wiaza sie z inicjowaniem przedsigwzigcia, oszacowaniem
kosztu, doborem wykonawcow, okresleniem harmonogramu prac i zapew-
nieniem infrastruktury niezbednej do realizacji przedsiewziecia.

Planowa dzialalnosé wskazuje na konieczno$¢ koordynacji zadan, ich
czescei sktadowych i komunikacji pomigdzy uczestnikami projektu.

Typowa struktura realizacji projektu informatycznego wyrdznia naste-
pujace fazy:

1. Planowanie strategiczne. Punktem wyjscia jest ocena sytuacji w or-
ganizacji, ktéra pozwala rozwazy¢ podjgcie projektu informatycznego
i zwigzanych z tym kosztéw. Organizacja musi bowiem nada¢ swoim po-
trzebom odpowiednie priorytety. Wymaga to identyfikacji celéw bizne-
sowych projektu, harmonogramu i budzetu osiagania tych celéw, wska-
zania osOb zarzadzajacych i odpowiedzialnych za jego realizacjg.
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2. Formufowanie zalozen. Zatozenia przedstawiaja podstawowe in-
formacje o zamierzonym przedsiewzieciu: cele biznesowe, wizje systemu
(w tym zadania uzytkownikow, zatozenia jako$ciowe, parametry tech-
niczne, zgodnos¢ ze standardami, organizacj¢ i dziatanie systemu), pod-
stawowe wymagania i ograniczenia (np. ograniczenia zasobowe, powia-
zane projekty, wymagania i ograniczenia prawne). Zalozenia maja na ce-
lu przygotowanie decyzji o podjgciu prac nad wytworzeniem docelowe-
go produktu.

3. Analiza wykonalnosci. Na podstawie zatozen dokonuje si¢ oceny
mozliwosci realizacji projektu z ré6znych punktéw widzenia:

— wykonalnosci technicznej, obejmujacej studium funkceji, efektyw-
nosci i ograniczen, ktore moga mie¢ wplyw na zdolno$¢ osiagnie-
cia akceptowanego systemu;

— wykonalnosci organizacyjnej, obejmujacej analiz¢ zmian struktury
organizacji, zmian w pracy ludzi, wskazania pozadanych nowych
umiejetnosci;

— wykonalnosci ekonomicznej, skupiajacej si¢ na szacunku kosztéw
konstrukcji i spodziewanych zyskéw w perspektywie krétko- i dtu-
gofalowe;j;

— wykonalnosci prawnej, oceniajacej zgodno$¢ wykonywanych fun-
kcji z istniejacym stanem prawnym lub postulowanymi zmianami
legislacyjnymi.

4. Opis i ustanowienie projektu. Opis projektu zawiera jego wstgpny
plan, ktorego istotnymi elementami sa ramowy harmonogram realizacji
oraz miary oceny i kryteria akceptacji systemu. Zasadniczym celem wstep-
nego planu jest uporzadkowane zestawienie informacji niezbednych do
podjecia decyzji o ustanowieniu projektu. Z kolei ustanowienie projektu
obejmuje:

— uzyskanie formalnej aprobaty (zarzadu, dyrekcji lub wiasciciela)

organizacji,

— przydzielenie budzetu,

— zdefiniowanie struktury projektu,

— usytuowanie struktury zespotu wykonawcéw, w tym kierownika
projektu, wskazanie jego zwierzchnika, ustalenie sktadu komitetu
sterujacego i przedstawicieli uzytkownika, administracji projektu,

— przyjecie zasad zarzadzania i raportowania,

— opublikowanie celéw i planu projektu.
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5. Planowanie projektu. Obejmuje ono zaréwno zadania techniczne,
jak i menedzerskie. Szczegdtowy plan projektu zwykle zawiera:

— omoéwienie projektu: oczekiwane rezultaty, odniesienia i definicje

pojeg,

— organizacj¢ projektu: model procesu, strukture organizacyjna, gra-

nice i interfejsy, przypisane odpowiedzialnosci,

— proces zarzadzania: cele i priorytety zarzadzania, uwarunkowania

i ograniczenia, zasady zarzadzania ryzykiem, monitorowania i nad-
zoru, organizacji zespotu,

— zagadnienia techniczne: metody, narz¢dzia i technologie, zasady do-

kumentowania oprogramowania, wsparcie projektu,

— zadania, harmonogram, sposoby zapewniania jakosci.

6. Konstruowanie. Zasadnicze sa tu zadania zwiazane z techniczna rea-
lizacjq systemu, bedace domeng specjalistow informatykdw. Sens poprzed-
nich etapéw sprowadza si¢ do tego, by w sposéb jednoznaczny i wyczer-
pujacy okresli¢ to, co maja zrobi¢ informatycy i dzieki temu stworzy¢ pod-
stawe do zawarcia i rozliczenia kontraktu pomigdzy zamawiajacym (in-
westorem) a wykonawcg (firma informatyczna).

7. Weryfikacja. Etap ten nastgpuje bezposrednio po zrealizowaniu sy-
stemu. Jego celem jest sprawdzenie, po pierwsze, czy system zostat zrea-
lizowany zgodnie z zatozeniami kontraktu, po drugie, czy odpowiada on
faktycznym potrzebom instytucji. Nalezy zwrdci¢ uwage, ze te dwa cele
sq rozne. Stwierdzenie, ze system zostat zrealizowany zgodnie z zatoze-
niami zawartymi w kontrakcie, nie musi oznacza¢, ze ,,pasuje” on do po-
trzeb instytucji, ktéra ma by¢ jego uzytkownikiem. Oznacza to tylko, ze
zle opracowano zafozenia albo warunki funkcjonowania instytucji ulegty
istotnej zmianie w czasie realizacji projektu i ze trzeba ponies¢ niepo-
trzebne, przynajmniej czgsciowo, koszty (w przypadku niektorych kate-
gorii oprogramowania do tego etapu mozna zaliczy¢ dodatkowo certyfi-
kacje, czyli sprawdzenie, czy jego funkcjonowanie, budowa i dokumen-
tacja spetniaja ogdlne wymogi odnoszace si¢ do danej kategorii).

8. Wdrozenie. Etap rozpoczyna si¢ zwykle wstepna eksploatacjg nowe-
go, zweryfikowanego systemu, czasem réwnolegle ze starym systemem.
Towarzysza temu inne dziafania, np. szkolenie zatogi, zmiany organizacji
pracy instytucji. Etap konczy si¢ z chwila catkowitego zastapienia starego
systemu nowym.

9. Eksploatacja. Etap ten mozna potraktowa¢ jako odrgbng czesé, po-
za zasadniczym projektem informatycznym. Nalezy jednak pamietaé, ze
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w okresie poprawnej eksploatacji systemu moga ujawni¢ si¢ wczesniej
niewykryte usterki oraz pojawi¢ si¢ potrzeby drobnych korekt — wszyst-
kie te sytuacje wymagaja dziatan okreslanych mianem konserwacji lub
pielegnacji oprogramowania, zwykle realizowanej przez wykonawce opro-
gramowania na podstawie oddzielnie zawartego kontraktu.

Przedstawiony schemat wskazuje na stopiefl zaangazowania nieinfor-
matykoéw w projekt informatyczny. To specjalisci w danej dziedzinie za-
stosowan — reprezentanci branzy, w ktorej jest zaangazowana informa-
tyzowana instytucja, a nie informatycy, precyzuja informatykom cele do
realizacji i dokonuja oceny poprawnosci ich realizacji.

Cykl zycia oprogramowania

W celu uswiadomienia konsekwencji realizacji projektéw informatycz-
nych przedstawimy cykl zycia oprogramowania, czyli zestaw czynnosci
zwiazanych z wytwarzaniem i uzytkowaniem oprogramowania — od
momentu podjecia decyzji o jego wytworzeniu, przez konstrukcje, wdro-
zenie, eksploatacjg, az do wycofania z uzycia. Wytworzenie oprogramo-
wania jest zwykle zasadnicza czg$cia projektu informatycznego.

Tradycyjny model cyklu zycia oprogramowania jest nazywany mode-
lem kaskadowym albo wodospadowym. Wyr6znia on nastepujace fazy zy-
cia oprogramowania:

— faza analizy biznesowe;j,

— faza okre$lania wymagan,

— faza projektowania,

— faza implementacji albo kodowania,

— faza testowania,

— faza instalacji,

— faza konserwacji (utrzymania).

Fazy te w zasadzie wystgpuja po sobie kolejno; wyniki uzyskane w jed-
nej fazie sa podstawa do prac w fazie nastepnej. Ocena wynikow (arte-
faktéw) danej fazy, poza faza analizy wymagan, polega ich poréwnaniu
z wynikami (artefaktami) fazy poprzedzajacej. W praktyce czesto fazy na-
ktadajq si¢ na siebie, a dodatkowo dopuszcza sie powroty z danej fazy do
faz wczesniejszych w celu poprawek, uscislen lub uzupetnien wezesniej
opracowanych dokumentéw. Przyczyna powrotu moze by¢ wykrycie nie-
spdjnosci, niejednoznacznosei lub braku okreslonosci w artefaktach po-
przednich faz.



156 Zbigniew Huzar, Elementy informatyki

Rys. 10.1
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Model kaskadowy wprowadza nie tylko pewna kolejnos¢ wykonywa-
nia réznych czynnosci, ale takze okresla ramy organizacyjne zwiazane
z wyznaczaniem zespoléw, przydzielania im odpowiednich zasobow i roz-
liczania efektow prac. Model jest podstawa do wyrdznienia réznych ka-
tegorii specjalistow zaangazowanych w budoweg i funkcjonowanie syste-
moéw informatycznych, np. analitykdw, projektantéw, programistow, in-
spektoréw, administratoréw czy konserwatoréw.

Analiza biznesowa wiaze si¢ z miejscem — organizacja lub instytu-
cja, w ktorym ma powstaé system informatyczny. System taki angazuje
ludzi, sprzg¢t komputerowy i oprogramowania, realizujac pewien obieg
1 przetwarzanie danych. Celem analizy jest ustalenie ogélnych oczekiwan
w stosunku do majacego powsta¢ systemu i wskazanie tych jego czesci,
w ktorych przetwarzanie danych bedzie najlepiej realizowane przez opro-
gramowanie i sprzet, a takze tych, ktére beda realizowane przez ludzi
wspolpracujacych z powstatym systemem.

Analiza wymagan wiaze si¢ z dziedzina, w ktorej pojawiaja si¢ proble-
my wymagajace wprowadzenia systemu informatycznego. Polega na roz-
poznaniu tych wszystkich aspektow rzeczywistosci, ktore mogg mie¢ wplyw
na posta¢ oczekiwanego systemu lub na sposob jego budowy, wdrozenia



X. Przedsigwziecia informatyzacyjne 157

badz funkcjonowania. Celem jest okreslenie wymagan uzytkownika sy-
stemu informatycznego.

Wyréznia si¢ wymagania funkcjonalne i niefunkcjonalne. Wymagania
funkcjonalne okreslaja zakres wykonywanych funkcji (ustug) systemu,
a wymagania niefunkcjonalne moga odnosi¢ si¢ do jakosci systemu lub
do procesu wytwarzania systemu.

Mozna wyr6zni¢ dwie podstawowe kategorie wymagan jako$ciowych:
wydajnosciowe i wiarygodnosciowe.

Do wymagan wydajnosciowych mozna zaliczy¢: przepustowosé syste-
mu, czasy reakcji i czasy obstugi uzytkownikdow. Np. przy budowie sys-
teméw bankowych nalezy okresli¢ liczbe przewidywanych do obstugi
klientow, a takze czas realizacji zlecanych przez nich transakc;ji.

Na wymagania wiarygodnosciowe sktadajg sie:

— dyspozycyjnos¢ — jest miarg gotowosci systemu do uzycia; przy-
ktadem systemu o ostrych wymogach dyspozycyjnosci jest system
sterowania reaktorami w elektrowniach jadrowych czy system ste-
rowania migdzynarodowym lub miedzymiastowym ruchem tele-
komunikacyjnym; systemy takie powinny pracowac cala dobe bez
przerw, przez wszystkie dni roku;

— niezawodnos¢ — okresla odpowiednio dtugie okresy czasu bezawa-
ryjnej pracy; bezposrednio nie mozna tego pojecia odnosi¢ do opro-
gramowania, gdyz moze by¢ ono tylko poprawne albo niepopraw-
ne, ale oprogramowanie funkcjonujace w zawodnym srodowisku
wykonawczym powinno przewidywaé awarie tego srodowiska i re-
agowac tak, by zachowa¢ poprawno$¢ wykonywanych funkceji; przy-
ktadem takiego systemu jest system sterowania rakietami kosmicz-
nymi;

— bezpieczenstwo — wiaze si¢ w pewnym zakresie z wymogiem nie-
zawodnosci; oznacza odpowiednie reagowanie na awarie, przy czym
nie chodzi o awarie srodowiska wykonawczego, ale o awarie w oto-
czeniu systemu; w takim przypadku system powinien podejmowac
dziatania specyficzne, odbiegajace od rutynowych; przyktadem jest
system sterowania reaktorem atomowym, ktéry w przypadku stwier-
dzenia zajscia krytycznych lub niedopuszczalnych zjawisk w reak-
torze powinien rozpocza¢ procedurg awaryjnego wylaczenia reak-
tora; ogdlnie, wymog bezpieczenstwa odnosi si¢ do tych syste-
mow, ktorych funkcjonowanie jest zwigzane z bezpieczenstwem
ludzi lub $rodowiska;
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— ochrona (zabezpieczenie) systemow — wigze si¢ z zapobieganiem
nieupowaznionemu dostgpowi i manipulacji na danych pamietanych
w systemie; przykfadem sg systemy bankowe lub osobowe.

Poza wymogami wydajnosciowymi i wiarygodnosciowymi moga by¢
formutowane inne wymogi dotyczace jakosci produktu. Waznym wymo-
giem jest np. skalowalnos¢. Oznacza ona, ze w przypadku rozbudowy sy-
stem zachowuje poprzednio wymienione wymogi. Skalowalno$¢ moze
by¢ petna lub czgsciowa, w zaleznosci od tego, czy zada sie zachowania
wszystkich, czy tylko niektorych wymogdw. Np. mozna zadaé, by w przy-
padku zwigkszenia liczby uzytkownikow system gwarantowat state czasy
obstugi, zachowywat dyspozycyjnos¢ i niezawodnosé.

Wymagania odnoszace si¢ do procesu wytwarzania systemu mozna
podzieli¢ na dwie kategorie: organizacyjno-menedzerskie i techniczne.
Wymagania organizacyjno-menedzerskie zawsze wiaza si¢ z ograniczenia-
mi terminowymi (terminy wykonania etapoéw, termin zakonczenia cato-
sci, miejsca i terminy wdrozen), finansowymi lub kadrowymi. Wymaga-
nia techniczne moga dotyczy¢ korzystania ze wskazanych platform sprze-
towo-programowych, prowadzenia projektu zgodnie z ustalong metody-
ka, postugiwania si¢ wskazanymi narzedziami wspomagajacymi proces
wytwarzania.

Charakteryzujac wymagania niefunkcjonalne, mozna stwierdzié¢, ze
pierwsza grupa wymagan, odnoszacych sig¢ do jakosci systemu, wskazuje
na pewien cel, podczas gdy druga grupa wymagan, odnoszacych sie¢ do
procesu wytwarzania systemu, wprowadza pewne ograniczenia w poste-
powaniu prowadzacym do uzyskania tego celu.

Z punktu widzenia organizacji zamierzajacej wprowadzi¢ system in-
formatyczny analiz¢ wymagan kojarzy si¢ ze studium osiagalnosci, kt6-
rego celem jest stwierdzenie, czy przy zalozonych $rodkach i ogranicze-
niach mozliwe jest osiagniecie zamierzonego celu.

Projektowanie polega w pierwszej kolejnosci na okresleniu architek-
tury systemu informatycznego, czyli sktadowych systemu i wzajemnego
ich powiazania. Wyréznia si¢ skladowe sprzetowe — wezty (np. kompu-
tery lub urzadzenia wejscia-wyjscia) i sktadowe informacyjne — kompo-
nenty (np. programy, bazy danych, biblioteki programowe), ktore sa ulo-
kowane w weztach. Powiazania miedzy weztami mogg by¢ realizowane
przez pojedyncze facza lub sieci komunikacyjne. Powiazania miedzy kom-
ponentami sg bardziej ztozone, ich gtéwnym aspektem jest ustalenie za-
kresu wzajemnie $wiadczonych sobie ustug. W nastepnej kolejnosci pro-
Jjektowanie polega na szczegotowej specyfikacji poszczeg6lnych sktado-
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wych architektury. Powinna ona jednoznacznie okresli¢ rodzaj wymaga-
nego sprzetu i funkcje poszczegdlnych komponentdw oprogramowania
z taka doktadnoscia, by programista mogt napisa¢ odpowiedni kod w wy-
branym jezyku programowania. Celem projektowania jest wigc dobor od-
powiednich srodkéw informatycznych i zorganizowanie ich w taki spo-
sob, aby zaprojektowany system spetnial wymagania uzytkownika.

Implementacja jest domeng Scisle informatyczng. Wyré6znia si¢ tu dwa
rodzaje czynnosci: kodowanie i testowanie. Kodowanie polega na napi-
saniu tekstu programow w wybranych jezykach programowania, a testo-
wanie — na eksperymentalnym sprawdzeniu, czy system dziata popraw-
nie. Wyrdznia si¢ przy tym dwa rodzaje testowania:

— testowanie jednostkowe — polegajace na oddzielnym sprawdzeniu

poprawnosci poszczegdlnych komponentéw programowych,

— testowanie integracyjne — polegajace na sprawdzeniu poprawno-

$ci wspotpracy wszystkich komponentdw.

Testowanie jako kolejna faza ma na celu sprawdzenie, czy zbudowa-
ny system dziata poprawnie w srodowisku uzytkownika, czy rzeczywiscie
spetnia jego oczekiwania. Podczas gdy w testowaniu w poprzedniej fazie
chodzito o stwierdzenie, czy system dziata zgodnie ze specyfikacja precy-
zyjnie ustalona podczas projektowania, to w obecnej fazie chodzi o stwier-
dzenie spetnienia oczekiwan uzytkownika, ktére, w odroznieniu od spe-
cyfikacji projektowych, by¢ moze nie zostaly catkowicie precyzyjnie usta-
lone w wymaganiach uzytkownika. Testowanie jako oddzielna faza ma
charakter walidacyjny, podczas gdy testowanie w fazie implementacyjnej
ma charakter weryfikacyjny.

Faza instalacji wiaze si¢ z wdrozeniem zrealizowanego i przetestowa-
nego systemu w Srodowisku uzytkownika. Wdrazanie nowego systemu
moze polega¢ na okresowym jednoczesnym funkcjonowaniu systemu sta-
rego i nowego. Jest to strategia kosztowna, ale bezpieczna dla funkcjonu-
jacej instytucji. Mozliwe sa oczywiscie inne strategie, lecz z ich zastoso-
waniem wiaze sie potrzeba oszacowania ryzyka niepowodzenia przedsig-
wziecia.

Faza konserwacji (utrzymania) jest zwiazana z eksploatacja oprogra-
mowania. Wykonywanymi tu czynnosciami sa generacja i instalacja opro-
gramowania w konkretnym s$rodowisku wykonawczym, rekonfiguracja
oprogramowania powodowana zmieniajacymi si¢ warunkami eksploata-
cji, usuwanie zauwazonych bledow, a takze modyfikacje oprogramowania
na skutek zmieniajacych si¢ wymogéw uzytkowych. W przypadku istot-
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nych modyfikacji nalezy dokona¢ powrotu az do fazy analizy. Wiasnie ten
fakt jest zasadniczaq wadg modelu, gdyz bledy poczynione na etapie ana-
lizy wymagan powoduja duze straty finansowe.

Cztery pierwsze fazy cyklu zycia oprogramowania — analiza wyma-
gan, projektowanie, implementacja i testowanie — okresla si¢ czesto ja-
ko cykl wytwarzania oprogramowania.
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