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Abstract: In response to the issues of low coal gangue recognition accuracy, missed detections, and false 
detections due to the complex working conditions of low illumination, high blur, and occlusion in 
underground coal mines, an ELS-YOLO coal gangue detection model is proposed. The ELS-YOLO 
model is based on the YOLOv10s model. Firstly, the EfficientNetV1 module is introduced into the 
backbone network, which expands the dimensions proportionally, balancing the scaling of the 
network's depth, width, and resolution, thus improving the performance of the convolutional neural 
network. Secondly, the LSGE attention module is introduced in the neck network, which significantly 
enhances the image feature extraction quality and efficiency through strategies such as local feature 
enhancement, multi-scale information fusion, and spatial feature aggregation. Finally, the SPPELAN 
module, which has an efficient local aggregation network, is selected to improve the model's detection 
performance when handling targets of different sizes. Experimental results show that the average 
detection accuracy of the ELS-YOLO model reaches 89.6%, which is 3.0% higher than the YOLOv10s 
model; the average detection speed is 81.30 FPS, fully meeting the real-time detection requirements of 
coal gangue in underground coal mines. Compared to YOLOv5s, YOLOv7-Tiny, YOLOv8s, and 
YOLOv9s, the ELS-YOLO model demonstrates the strongest adaptability to complex coal mine 
environments and the best overall detection performance, providing technical support for the intelligent 
and efficient sorting of coal gangue. 
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1. Introduction 

Coal is one of the main energy sources in the current society, occupying about 66% of the total energy 
production and consumption (Wang et al., 2024; Yuan et al., 2018). In the process of coal mining, a large 
amount of gangue is often mixed, which will lead to a reduction in the overall calorific value of coal, 
thus affecting the combustion efficiency and economic value of coal. At the same time, gangue mixed 
into coal will increase the total weight and volume of coal, which increases the transportation cost. 
Moreover, in the combustion process, gangue will produce a significant amount of harmful gases, which 
significantly pollute the environment (Li et al., 2010; Wang et al., 2019). Consequently, gangue sorting 
(Chen et al., 2022) plays a crucial role in enhancing coal quality, lowering costs, and minimizing 
environmental impact. 

The common methods of coal gangue identification include ray identification method, multispectral 
identification method (Hu et al., 2022; Rui et al., 2022) and image identification method (Alfarzaeai et 
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al., 2023; Wang et al., 2022). The ray identification method, i.e., the x-ray (Dong et al., 2016) or γ-ray (Xue 
et al., 2023; Kong et al., 1997) identification method is a method that utilizes the ray's penetration ability 
of the material and the interaction with the material to identify the coal and gangue. Material interaction 
characteristics of sorting technology, the technology is highly efficient and adaptable, but the ray source 
has a certain radiation, will pose a threat to the safety of technicians. Multi-spectral identification 
method is a kind of technology that utilizes the absorption, reflection and transmission characteristics 
of the material to different wavelengths of light for material identification and sorting. The method has 
high precision and is environmentally friendly, but it is not suitable for gangue sorting because it is 
more sensitive to environmental conditions and difficult to recognize low-contrast materials. 

With the significant progress of computer vision technology, image recognition method has the 
advantages of high efficiency, non-contact, non-hazardous, and high accuracy, so that the image 
recognition method based on deep learning (Du et al., 2021; Xing et al., 2022) has a great prospect in the 
field of gangue recognition, and has gradually become the focus of scholars' attention. Among them, Li 
et al. (2022) proposed a coal gangue detection and recognition algorithm based on deformation 
convolution YOLOv3, which utilizes deformation convolution, multi-K-means clustering result 
averaging and data enhancement techniques to construct an efficient network model, which effectively 
improves the accuracy and efficiency of detecting small-size coal and gangue. Zhang et al. (2024) 
proposed an image recognition method based on YOLOv4 model. YOLOv4 model introduces a GAN-
based dual-attention data enhancement strategy, which is able to produce more realistic gangue images 
and enhance the small-size dataset by generating rich and varied synthetic samples, thus improving the 
target detection performance of coal and gangue. Xue et al. (2023) proposed an improved dual-scale 
ResNet18-YOLO gangue detection algorithm, which utilizes the unstructured pruning theory to prune 
the redundant network weights, which reduces the network complexity and improves the detection 
speed. Yang et al. (2023) introduced a new Contextual Transformer Network (COTN) module on the 
basis of the YOLOv7 model, replacing the convolution in ResNet, which improves the output feature 
expressiveness, recognition speed, and accuracy, and at the same time minimizes the model parameter 
volume and complexity increase. Lai et al. (2022) proposed an improved Mask R-CNN combined with 
multispectral imaging for coal gangue instance segmentation method, which can accurately locate the 
gangue and get its relative size. Lei et al. (2021) enhanced the ability of coal gangue feature extraction 
by improving the network structure of deepening the YOLOv3 model, which improved the detection 
accuracy. Wang et al. (2020) used Tengine deep learning framework in the VGG16 deep learning model 
of the gangue image training recognition, to improve the network recognition accuracy. Cao et al. (2022) 
proposed a GoogLenet deep learning network based on the gangue recognition method, using the 
Inception model, and through the migration of learning to share the weights of the convolutional layer 
of the trained model and bias, to achieve a high classification accuracy. Nguyen and Hoang, (2025) used 
Lightweight-Efficient Aggregating Fusion as well as other blocks and techniques to enhance multiscale 
feature extraction while reducing complexity for small object detection in dense and varying 
backgrounds. Das et al. (2025) on the YOLOv8 architecture, proposed a domain adaptive framework 
YOLO-D that combines low light enhancement techniques and multi-scale domain adaptation to 
improve target detection under difficult lighting conditions. 

The above research has made a significant contribution to improving the performance of target 
detection algorithms, improving detection accuracy and also making the model lightweight to improve 
the detection speed, but when carrying out gangue recognition, the field situation is more complex, and 
their research has rarely considered the detection of gangue in the complex working environment of 
underground coal mines. In this paper, for the complex environment of low illumination, motion blur, 
and occlusion, a gangue recognition method based on ELS-YOLO model is proposed, which can realize 
accurate real-time monitoring of gangue under complex working conditions. 

2. ELS-YOLO model 

2.1. Introduction to YOLOv10s 

YOLOv10s (Wang et al., 2024) is the latest iteration of the YOLO (You Only Look Once) series, which 
inherits the core concepts of the YOLO model, and through a series of optimizations and innovations, 
significantly improves the speed, accuracy, and lightweight characteristics of the model, making it a 
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high-efficiency target detection model that performs better in complex environments and is more 
adaptable. While the traditional YOLO model achieves a better balance between accuracy and speed, 
YOLOv10s further improves computational efficiency by introducing an advanced convolutional 
neural network (CNN) architecture, optimized activation functions and convolutional layers. This 
enables YOLOv10s to run efficiently on low-computing-power devices (e.g., embedded systems, mobile 
devices, etc.), while still maintaining high accuracy under conditions of limited computing resources. 
In terms of the optimization of the feature extraction module, YOLOv10s adopts innovative techniques 
such as Depthwise Separable Convolution (Howard, 2024) and Sparse Convolution (Graham and Van 
der maaten, 2017), which aim to effectively reduce the computational complexity while retaining more 
valuable feature information. Through these technological innovations, YOLOv10s is able to achieve 
higher accuracy when dealing with small objects, complex backgrounds, and multi-scale targets, 
especially in high-resolution images, to better capture details and improve the accuracy and reliability 
of target detection. In the field of gangue recognition, there have been many improvement schemes 
based on YOLO, and significant results have been achieved. In this paper, based on YOLOv10s model, 
we further improve the model for the complex conditions in the actual working environment (such as 
low light, blurring, and occlusion, etc.) to enhance its detection effect in extreme environments. The 
structure of YOLOv10 is shown in Fig. 1. 

2.2. EfficientNetV1 backbone network module 

Convolutional Neural Networks (ConvNets) (Liu et al., 2022) are typically designed with a specific 
resource budget, and their accuracy can be improved by utilizing more computational resources. 
EfficientNetV1 (Tan and Le, 2019) is a highly efficient neural network architecture that focuses on 
optimizing the use of computational resources while maximizing model accuracy. It achieves this by 
balancing three key factors: the network's width (number of channels), depth (number of layers), and 
resolution (input image size). The architecture leverages a technique known as the "composite scaling 
method," which adapts the scaling of these three dimensions—width, depth, and resolution—based on 
model size and the amount of training data. This approach helps to achieve the best possible 
performance by tailoring the model's configuration to the available hardware, resources, and datasets. 
The difference between this scaling method and the conventional method is illustrated in Fig. 2, as (a) 
shows an example of the baseline network; (b)-(d) are conventional scaling, which increases only one 
dimension of the network width, depth, or resolution; and (e) is the composite scaling method proposed 
above, which scales all three dimensions uniformly at a fixed ratio. Intuitively, the composite scaling 
approach is justified because when the input image is large, the network needs to increase the number 
of layers to expand the receptive field and requires more channels to capture the detailed information 
in the large image. To enhance the model's performance further, EfficientNetV1's design includes a new 
baseline network created through neural architecture search. This baseline is then expanded into a series 
of EfficientNetV1 models, which have been shown to outperform conventional ConvNets in terms of 
both accuracy and computational efficiency. 

2.3. LEGE attention mechanism 

In complex environments, gangue usually suffers from problems such as occlusion or low visibility, 
making it difficult to be detected and unable to recognize features. In order to solve the above problems, 
this paper cites the formation of a new LSGE attention mechanism by combining SpatialGroupEnhance 
attention mechanism (Li et al., 2019) and LSKAttention attention mechanism (Lau et al., 2024). 

The structure of LSGE is shown in Fig. 3, in the LSGE module, SpatialGroupEnhance and 
LSKAttention are sequentially connected through the forward method. (a) shows the structure of the 
SpatialGroupEnhance module and (b) shows the structure of the LSKAttention module. 
SpatialGroupEnhance first processes the input feature maps, and the output is used as the input for 
LSKAttention. LSKAttention further enhances the spatial information of the feature maps and finally 
returns the processed results. 

The SpatialGroupEnhance Attention Mechanism Is a lightweight spatial attention enhancement 
module, and the core idea is to perform operations within each semantic group, thus realizing feature 
enhancement, which is similar to the idea of group convolution and can effectively reduce the 
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computational overhead. Functionally, the SGE module generates an attention mask by comparing the 
similarity between global statistical features and local feature descriptors. Unlike other attention 
mechanisms, the attention factor of SGE is completely determined by the similarity of global features and 
local feature descriptors in the group, so it is very simple in design and has low computational overhead. 

 
Fig.1. YOLOv10s structure diagram 

LSKA module, known as Large Separable Kernel Attention (LSKA) module, is an improved version 
of Large Convolutional Attention (LKA) module designed for visual attention networks (VANs). The 
module aims to address the problem of exponentially increasing computational and memory costs 
associated with the use of large convolutional kernels in traditional LKA as the size of the convolutional 
kernel increases. The key innovation of the LSKA module is to decompose the original 2D deep 
convolutional layers into a combination of one-dimensional horizontal and vertical convolutions, which 
significantly reduces the computational complexity and memory consumption without sacrificing 
performance.  

The LSGE module divides the feature map Into multiple groups by the SGE module and processes 
each group independently, extracting statistical information using global average pooling, which, after 
normalization and parameter tuning, enhances the local response of the feature map and helps the 
network to better capture image details. Next, the LSKA attention mechanism uses convolution kernels 
of different sizes (e.g., 5x5, 7x7, etc.) and dilation convolution operations to extract multi-scale 
information, which improves the recognition of targets of different sizes. Overall, the LSGE attention 
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mechanism significantly improves the effectiveness and efficiency of image feature extraction by 
enhancing local features, fusing multi-scale information, and aggregating spatial features, providing 
strong support for computer vision tasks.  

 
(a) baseline       (b) width scaling      (c) depth scaling    (d) resolution scaling  I compound scaling 

Fig. 2. Comparison of different model scaling 

                   
(a) SGE module                                             (b) LSKA module 

Fig. 3. LSGE structure diagram 

2.4. SPPELAN module 

The SPPELAN module (Wang et al., 2024) employs a combination of convolutional and maximum 
pooling operations as shown in Fig. 4. The core idea of the module is to reduce the number of channels 
of the input data by an initial convolutional layer (cv1), followed by the parallel application of three 
different configurations of maximal pooling layers (cv2, cv3, and cv4) on top of this, which serve to 
adjust the size of the sensory field by different paddings and step sizes. The information extracted from 
each pooling layer has a different spatial scale. Next, the outputs of all pooling layers are combined 
(concatenated) together to form a feature map containing multi-scale information. Finally, a convolution 
(cv5) is used to transform the fused feature map into the desired number of output channels. 

In short, the SPPELAN module extracts different spatial contextual information of the input data 
through parallel multiscale pooling operations, and then fuses this information to construct a richer 
feature representation. This design allows the network to simultaneously focus on details at different 
scales when processing images, thus improving its performance. 

2.5. The ELS-YOLO model 

The ELS-YOLO model is mainly improved on the basis of the YOLOv10s model, which consists of three 
parts: replacing the backbone with the EfficientNetV1 module, adding the LSGE attention mechanism, 
and replacing the original SPPF with the SPPELAN module, and its structure is shown in Fig. 5. 

The backbone network part uses the EfficientNetV1 module to replace the original backbone part, 
and the main innovation of the EfficientNetV1 module is that it adopts the composite scaling method, 
which scales the depth, width, and resolution of the network in a balanced way by expanding each 
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dimension by a fixed ratio, so as to obtain the best performance and efficiency balance. While traditional 
methods usually increase one of the dimensions individually, EfficientNetV1 optimizes all three 
dimensions at the same time to achieve better performance with fewer computational resources. 

 
Fig. 4. Structure of SPPELAN 

 
Fig. 5. ELS-YOLO structure diagram 
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Meanwhile, the LSGE attention mechanism is added behind the EfficientNetV1 module, and then 
the three C2f modules in the neck are replaced by C2f-LSGE, which is formed by fusing the SGE module 
and LSKA module. The SGE module splits the feature map into multiple groups, processes them 
separately, and uses global average pooling to gather statistical information from each group. It then 
enhances the feature map’s local response through normalization and parametric tuning. Meanwhile, 
the LSKA module breaks down the 2D convolution in deep layers into cascaded horizontal and vertical 
1D kernels, reducing computational complexity and memory usage while maintaining performance. 
The overall design significantly improves the feature extraction while keeping the computational cost 
low. 

Ultimately，The original Spatial Pyramid Pooling Fast (SPPF) module is replaced with the SPPELAN 
module, which integrates the Spatial Pyramid Pooling (SPP) technique with the Efficient Local 
Aggregation Network (ELAN) to improve the model’s capacity to recognize targets at various scales. 
The SPP component performs feature extraction at multiple scales, enabling the model to detect objects 
of different sizes. Following this, ELAN aggregates the local features to enhance the model’s ability to 
focus on critical information within the input image, thereby improving overall performance. This 
combination allows for more effective and efficient processing of spatial information at different levels. 

3. Data acquisition and processing 

3.1. Dataset image acquisition 

By building the coal gangue image acquisition system in the laboratory as shown in Fig. 6, connecting 
to the computer through the usb socket to display the acquisition screen in real time and save the 
pictures. Simulate the underground environment, the collection of photo features such as dense, 
scattered, obscured, and other situations. The experimental setup primarily consists of vibrating feeder, 
conveyor, CMOS industrial camera, adjustable light source using the device’s image acquisition system 
to collect gangue images, CMOS industrial array camera model MV-CA050-LUC. The collected pictures 
are shown in Fig. 7. The coal and gangue size used is 20mm-150mm.

 
Fig. 6. Gangue recognition device 

 

Fig. 7. Example of capturing images 
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3.2. Image enhancement expansion 

A total of 417 images of the dataset images were collected through different placements. Due to the 
actual scene is more complex, so the use of image enhancement software ImgAug3.4 for data set 
expansion, in order to fully simulate the actual complex field environment, such as the figure were 
carried out in the noise fuzzy, motion blur, low illumination, occlusion fuzzy, zoom noise a variety of 
more extreme image processing, and ultimately the data set of pictures for the 2,486 pictures, and its 
image enhancement effect as shown in Fig. 

(a) original figure               (b) noises                 (c) motion blur               (d) low light 

 

Fig. 8. Image enhancement results 

4. Experiments and results 

4.1. Model training 

The training as well as testing of all the algorithms for the experiments were conducted based on the 
AutoDL cloud server platform, with the following software environment: PyTorch 2.1.0, Python 3.10 
(ubuntu22.04), Cuda 12.1; hardware environment: 12 vCPU Intel(R) Xeon(R) Platinum 8375C CPU @ 
2.90GHz, GPU RTX 3090(24GB) * 1. The training uses YOLOv10s model as the baseline model. 2.90GHz, 
GPU is RTX 3090(24GB) * 1. YOLOv10s model is used as the benchmark model for training. The number 
of training rounds epochs is set to 301, the batch size is set to 16, the image input size is set to 640×640, 
the training batch size is set to 32, the number of threads is set to 8, the initial learning rate is set to 0.01, 
the momentum parameter is set to 0.937, and the weight decay is set to 0.0005.  

4.2. Evaluation indicators 

In this experiment, in order to evaluate the effectiveness of the ELS-YOLO model for gangue detection, 
the main evaluation indexes used in this paper are: Precision, Recall, Average Precision, Mean Average 
Presicion, F1 score and FPS. score) and FPS (Frames Per Second). The evaluation metrics are formulated 
as in Eqs. 1-6, respectively. 

𝑃 = !"
!"#$"

                                        (1) 
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                                        (2) 

In Eq. 1 and Eq. 2, P denotes Precision and R denotes Recall; TP (True Positive) is the number of 
positive samples predicted as correct; FP (False Positive) is the number of negative samples predicted 
as correct; and FN (False Negative) is the number of positive samples predicted as incorrect. 
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In Eq. 3 and Eq. 4, AP (Average Precision) is an evaluation metric for the performance of the target 
detection model, which is calculated based on the integral area under the precision and recall curves. 
mAP (Mean Average Presicion) is the average of the AP values for each category of labels, which 
integrates the predictive performance of the model at target detection. 
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× 100%                                    (4) 
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In Eq. 5 and Eq. 6, F1 combines the model's accuracy and recall ability. FPS (Frames Per Second) and 
T are used to measure the real-time detection speed. 

4.3. Comparative experiments of different backbone modules 

In order to verify the advantages of EfficientNetV1 module, GhostnetV1, ShuffleNetV2, Swin 
Transformer, EfficientNetV1 backbone module were added to improve YOLOv10s, and the detection 
performance comparison test was carried out under the same conditions, and the experimental results 
and shown in Table 1. It can be seen that the E-YOLO model compared to the other three backbone 
module modified model, the average accuracy mean value were higher than the Gho-YOLO model 3.9%, 
Shu-YOLO model 3.6%, Swim-YOLO model 2.7%, compared to the Gho-YOLO model in the number of 
parameters only increased by 1577632 based on an increase in the average speed of detection increased 
by 5.66FPS Compared with Shu-YOLO model, the number of parameters and the average detection 
speed are not enough, but the F1 is increased by 2%, which means that the balance of precision and 
recall is better, and the average precision mean is higher than 3.6%; Compared with Swin-YOLO model, 
the number of parameters is lower than 22993038, and the average detection speed is increased by 
6.96FPS, and the average detection speed is increased by 2.7%, and the average detection speed is 
increased by 5.66FPS. The average detection speed is 6.96FPS, and the average detection mean value is 
2.7%. In summary, the EfficientNetV1 module has the best overall performance. 

Table 1. Comparative experiments with different backbone 

Model 
AP/% 

F1 Parameters FPS mAP/% 
Coal Gangue 

GhostnetV1 85.2 76.3 80.0 9213088 81.30 85.1 
ShuffleNetV2 87.8 76.2 82.0 6412760 126.60 85.4 

Swin Transformer 86.4 78.5 82.0 33783758 80.00 86.3 
EfficientNetV1 87.3 80.8 84.0 10790720 86.96 89.0 

In order to be able to show more intuitively the difference between different backbone modules after 
improvement, visualize feature maps are generated for the same batch of test set images by using 
visualize script, and the feature maps of the same image in the backbone layer and the last layer of 
C2FCIB are taken for comparison respectively. 

In the feature map, these yellow dots indicate areas with high activation values on the feature map, 
indicating that the features in the area are highly matched with the target features learned by the model. 
That is, the more yellow dots and densely appear around the target object, it means that the model has 
captured the target features, which means that the more important parts or critical regions are detected, 
the better the performance of its module. 

As can be seen from Fig 9, at the backbone layer, EfficientNetV1 has the most and most 
comprehensive feature points and extracts the most features of the image. When it comes to the last 
layer of C2FCIB, EfficientNetV1 extracts the most yellow points and the distribution is closer to that of 
the original image, so it can be seen that the performance of EfficientNetV1 is more superior. 

4.4. Comparative experiments on different attention mechanisms 

In order to verify the optimization effect of different attention mechanisms on the YOLOv10s network 
model, CA, EMA, GAM, and LSGE attention modules were used to improve the YOLOv10s model, and 
the detection performance comparison test was conducted under the same conditions, and the 
experimental outcomes are presented in Table 2.  

From Table 2, it can be seen that the balance of precision and recall of the four models is almost no 
difference, and in the average precision mean, the model with LSGE module is the highest, 87.2%, which 
is improved by 0.3%, 0.3%, and 0.4% compared to CA, EMA, and GAM, respectively; the number of 
parameters is not significantly improved and much lower than the number of parameters of GAM 
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compared to CA and EMA, and although the FPS of LSGE is lower than that of these three models, it 
still meets the realization of the detection criteria. In summary, among these four attention mechanisms, 
LSGE has better comprehensive performance and is more helpful for accurate detection of coal gangue 
sorting. 

Table 2. Comparative experiments of different attention mechanisms 

Model P/% R/% F1 Parameters FPS mAP/% 

CA 88.4 77.5 83.0 8093548 121.95 86.9 
EMA 88.7 77.8 83.0 8070524 106.38 86.9 
GAM 87.1 78.5 82.0 14624060 119.05 86.8 
LSGE 87.4 79.1 83.0 8632534 104.17 87.2 

 

    (a)Origin        (b)YOLOv10s      (b) GhostNet      (c) ShuffleNet  (d) Swim Transformer (e) EfficientNetV1 

Fig. 9. Comparison of different backbone feature maps 

In order to show more clearly the effect of the above modules in feature extraction, the features 
improved by adding the attention module were extracted and superimposed to generate a network heat 
map using the Grad_CAM algorithm together with the weight file and yaml file obtained after the 
training dataset. In the heat map, the red parts indicate the strongest attention regions of the model, 
which usually correspond to the high confidence regions detected by the model. These regions are the 
parts of the network that the model considers most likely to contain the target, and thus the red regions 
are the main regions on which the model bases its decisions. Therefore, the more the red regions are 
concentrated in the main part of the target, the better the model's detection will be. 

As can be seen in Fig. 10, compared with the first three modules, the red and yellow parts of the 
LSGE module are detected in a wider and more comprehensive range and are concentrated with the 
center of the gangue, while the GAM and EMA modules are detected in the edge area of the object. In 
summary, it can be concluded that the LSGE module is able to extract more effective features, which 
indicates that the LSGE module enhances the network's ability to recognize and focus on the key 
features of the target. 

4.5. Ablation experiments 

To assess the effectiveness of the enhancements in the ELS-YOLO model, ablation experiments were 
conducted and the results are shown in Fig. 11 and Table 3. As shown in the table, the YOLOv10s model 
is the model without any improvement strategy, and its average accuracy mean value is 86.6%, and the 
average detection speed is 128.21 FPS. The average accuracy mean value reaches 89.0% after the 
introduction of the EfficientNetV1 module alone, which is an improvement of 2.4% over the initial 
model, and the average accuracy mean value of coal and gangue are each increased, respectively, by 
2.2% and 2.6%. When the LSGE attention mechanism is introduced alone, the average mean value of 
the average accuracy rises by 0.8%, and the average detection accuracy decreases by 24.04 FPS, which 
verifies the effectiveness of the attention mechanism. The accuracy of the SPPELAN module is improved 
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after it is introduced alone, which indicates that the module can better deal with the targets of different 
sizes; on the basis of adding the EfficientNetV1 module. After adding the EfficientNetV1 module, the 
mean average accuracy increased by 1.2% compared to LSGE alone, and the precision increased by 2.7% 
compared to EfficientNetV1 alone. While after adding the SPPELAN module to the EfficientNetV1 and 
finally, the average accuracy increased by 1.4% compared to EfficientNetV1 alone. After the 
introduction of all three modules, the average value of coal and gangue accuracy reaches the highest 
90.7% and 88.5% in the experiment, the accuracy rate reaches 90.1, which is 1.2% higher than the initial 
model, and the F1 reaches the highest 85.0%, at this time, the average speed of detection is 81.30 FPS, 
which still meets the requirements of real-time detection (Real-time detection is generally achieved at 
30FPS), and the average value of average accuracy is 3.0% higher than that of the initial model. The 
mean value of average accuracy is improved by 3.0% compared with the initial model. The above 
experimental results show that after adding EfficientNetV1 module, LSGE attention module and 
SPPELAN module at the same time, the model detection effect is significantly improved. 

 
              (a) Origin         (b) CA         (c) GAM        (d) EMA         (e) LSGE 

Fig. 10. Comparison of heat maps for different attention mechanisms 

Fig. 11. Line graph of ablation experiments 
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Table 3. Comparison of results of ablation experiments 

4.6. Comparative experiments 

In order to verify the detection effect of ELS-YOLO model in complex environment, the four cases of 
normal situation, blurring, darkness, and occlusion are selected to compare and experiment with 
traditional YOLOv5s, YOLOv7-Tiny, YOLOv8s and YOLOv9s algorithms for the same batch of dataset, 
and the detection results are shown in Table 4 and as shown in Fig. 12 and Fig. 13.  

From Table 4, we can see that the average detection accuracy of ELS-YOLO is the highest, and the 
average detection speed in the test set reaches 81.30FPS, which indicates that the ELS-YOLO model 
basically realizes the real-time detection function of coal gangue. 

 
Fig. 12. Comparison experiment line graph 

Table 4. Comparison of results of comparative experiment

From Fig. 13, it can be seen that the green box represents coal, the red box represents gangue, the 
purple circle represents missed detection, the blue circle represents re-detection, and the orange circle 
represents false detection. In the YOLOv5s algorithm, (a) shows re-detection, (b) shows missed 

Model 
Module AP/% 

P/% R/% F1 FPS mAP/% EfficientNe
tV1 

LSGE SPPELAN Coal Gangue 

YOLOv10s    88.1 85.1 88.9 77.0 82.0 128.21 86.6 
E-YOLO √   90.3 87.7 86.1 82.3 84.0 86.96 89.0 
L-YOLO  √  88.6 85.7 87.4 79.1 83.0 104.17 87.2 
S-YOLO   √ 88.3 88.1 88.2 78.3 83.0 119.05 86.7 

EL-YOLO √ √  89.3 87.6 88.8 80.2 84.0 77.52 88.4 
ES-YOLO √  √ 88.3 88.5 88.4 79.8 84.0 75.19 88.5 
LS-YOLO  √ √ 88.7 85.7 89.3 78.8 84.0 105.26 87.2 

ELS-YOLO √ √ √ 90.7 88.5 90.1 81.3 85.0 81.30 89.6 

Model P/％ R/％ F1 Layers FPS mAP/% 
YOLOv5s 87.2 79.6 83.0 214 24.8 87.8 

YOLOv7-Tiny 85.6 78.6 82.0 263 161.3 86.5 
YOLOv8s 88.8 80.1 84.0 225 84.7 88.8 
YOLOv9s 87.3 80.8 84.0 1215 35.2 88.8 
YOLOv10s 88.9 77.0 82.0 402 128.21 86.6 
ELS-YOLO 90.1 81.3 85.0 582 81.30 89.6 
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detection, and (c) shows both re-detection and false detection. In the YOLOv7-Tiny algorithm, (a) (b) (c) 
show re-detection, and (c) (d) show false detection. In the YOLOv8s algorithm, (a) shows missed 
detection, and (c) (d) show false detection. In the YOLOv9s algorithm, (a) (b) (c) show re-detection, and 
(c) (d) show false detection. In the YOLOv10s algorithm, (b) (c) (d) show missed detection, and (a) (c) 
show false detection. The ELS-YOLO algorithm correctly detects coal and gangue in complex situations 
without false or missed detections, demonstrating the superior performance of the model in complex 
environments. 

 
                (a) normal             (b) blur            (c) low light           (d) shelter 

Fig. 13. Comparison of model recognition effect 

5. Conclusions 

(1) Based on the YOLOv10s network algorithm, the EfficientNetV1 module is introduced in the 
backbone part, the LSGE attention module is introduced in the neck network part, and finally 
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SPPELAN is used to replace the original SPPF. the map of the improved ELS-YOLO model is 89.6%, 
which is 3.0 percentage points higher than that of the original YOLOv10s model. The improved ELS-
YOLO model map is 89.6%, which is 3.0% higher than the original YOLOv10s model. The map of 
the algorithm in this paper is better than 88.7% of the Ghost-SSD model proposed by Du et al. and 
86.7% of the CAP-YOLO model proposed by Xu et al. (2022). 

(2) The effectiveness of the improved strategy is verified by ablation experiments. The final improved 
ELS-YOLO network model has a substantial improvement in recognition accuracy relative to the 
YOLOv10s model. As a final result, its average detection accuracy reaches 89.6% and the detection 
speed is 81.30FPS, which can realize real-time detection under complex working conditions. It 
provides faster detection of the model than the 45.50 FPS of the improved ResNet-YOLO of Xue et 
al. and the 80.3 FPS of the CSR-YOLOv5s proposed by Sun et al. (2023). 

(3) The experimental results show that the ELS-YOLO model can accurately and efficiently recognize 
the coal gangue under complex working conditions, which provides an effective technical means for 
the accurate recognition of underground coal gangue. At present, the model still has problems such 
as the difficulty of detecting small targets and the possible influence of the environment in practical 
application. In the future, the model will be continuously optimized and lightweight, so that it can 
better cope with the various changes in the underground environment, thus providing a more 
efficient solution for the automatic identification of coal gangue in the underground environment. 
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