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To solve the problems of low contrast and less effective information of the low-light images, we
proposed an effective information detection algorithm based on the visual perception characteris-
tics of the human eye. First, the original image is double-sided filtered to reduce noise and edge
preservation. Then, it is converted into the YUV color gamut, and the brightness mapping function
is designed to map the brightness channel Y. During the specific mapping process, the overall dark
image and the chiaroscuro image are classified according to the brightness variance of the whole
image. Different brightness function mappings are designed for each image according to the visual
perception characteristics of the human eye so as to realize adaptive brightness enhancement. Ex-
perimental results show that the proposed algorithm outperforms the existing algorithms in terms
of subjective human eye experience, compared with histogram equalization and the MSR algo-
rithm. It improves the PSNR (peak signal-to-noise ratio), SSIM (structural similarity index metric),
and UQI (universal quality index) image quality evaluation indexes by 19.40, 1.17, and 0.77, re-
spectively.

Keywords: visual perception characteristics, brightness function mappings, adaptive brightness enhance-
ment, low-light image enhancement.

1. Introduction

High-quality images carry rich information from captured scenes and can perform ad-
vanced computer vision tasks in areas such as autonomous driving, surveillance systems,
and advanced driver assistance systems [1-2]. However, when shooting images under
poor lighting conditions, such as on a cloudy day or at night, due to insufficient light
in the surrounding environment, there is a large number of dark areas in the captured
images, and the brightness and contrast ratio are low, resulting in the loss of a large
number of details and difficult in obtaining effective information [3].
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In nighttime automatic driving of vehicles, the image brightness collected by cam-
eras is often low. Color image processing technology in actual working conditions is
generally divided into two categories. One is to extend gray image enhancement tech-
nology to color images, such as histogram equalization, adaptive histogram equalization,
gamma transform, etc. [4-7]. Adaptive histogram equalization significantly enhances
the expressiveness of image details through localized contrast enhancement. However,
its tile-based processing mechanism is prone to introducing block artifacts, and its sen-
sitivity to noise may lead to over-enhancement in local regions. Additionally, its high
computational complexity restricts its applicability in real-time scenarios. Gamma cor-
rection, leveraging nonlinear mapping, flexibly modulates the global luminance dis-
tribution of images. Nonetheless, the global nature of its single parameter γ renders it
incapable of addressing localized illumination variations, often resulting in loss of
shadow/highlight details or color distortion. Furthermore, it exhibits limited adaptive
capability for complex scenes, failing to dynamically respond to heterogeneous light-
ing conditions. A key challenge in extending gray image enhancement techniques
to color images is maintaining the original colors and preventing distortion [8-9].
The other option is to process color images directly. For example, LAND et al. proposed
the SSR (single scale retinex) algorithm based on retinex theory [10-11]; however, the
single Gaussian scale factor in the SSR algorithm cannot simultaneously take into ac-
count image details and image colors. JOBSON et al. proposed MSR (multi-scale retinex)
algorithm [12]; compared with SSR, the multi-scale Gaussian function retains image
details and color information. However, in the actual image enhancement task, the
SSR algorithm and MSR algorithm will lead to color image tone offset and overexpo-
sure problems.

In view of this, low-light images are taken as the research object, and an effective
information detection algorithm is designed for low-light images based on the principle
of human visual perception. We first distinguish the overall dark and chiaroscuro im-
ages based on the variance of the overall brightness. Additionally, we enhance the two
types of images based on the contrast perception characteristics of the human eye in
various visual regions. The Hermite interpolation polynomial is used to fit the lumi-
nance mapping curve during dark image enhancement at the intersection of light and
dark, significantly enhancing the brightness of the dark area.

Meanwhile, the brightness of the bright area remains unchanged so that the bright-
ness of the transition area can enable a natural transition. The proposed algorithm is
of great significance and practical value for improving the performance of imaging
equipment.

2. Algorithm design

2.1. Algorithm principle

Aiming at the problems of color distortion and detail loss in low-light image enhance-
ment, this paper makes a series of designs to solve the corresponding problems, respec-
tively. First, we filter the original image bilaterally, preserving detailed information
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while removing noise. Color distortion is mostly due to the fact that in the process of
brightness enhancement, three channels in the RGB color domain all have brightness
information, which makes it impossible to effectively enhance the brightness informa-
tion in the RGB color gamut but easy to change the color, resulting in color distortion.
For this purpose, we convert the image from the RGB gamut to the YUV gamut, and
Y in the YUV gamut is a luminance channel. In this way, brightness enhancement can
be carried out without changing color information. The night road often faces a variety
of luminance environments; it can be summarized as the overall dark and chiaroscuro
image, and the corresponding algorithm should be designed accordingly. The classi-
fication judgement module is first built by looking at a lot of statistics about the overall
dark image and the chiaroscuro image. Then, the difference between the two is found
so that the overall dark image and the chiaroscuro image can be told apart by the size
of the image variance. Then, corresponding algorithm enhancements are designed for
these two types of dark light images, and linear mapping is performed for overall dark-
ness. For images with overlapping brightness and darkness, the Otsu algorithm is used
to segment the bright and dark areas in the image and perform partition enhancement,
as shown in Fig. 1.

Fig. 1. Algorithm flow chart. 
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2.2. Overall dark image enhancement

As demonstrated in Formula (1), we can directly perform contrast stretching on the
pixel value of the entire dark image. We can multiply the image brightness for linear
stretching, which cannot only improve the contrast of the darker image but also in-
crease the brightness.

The human vision system can be described by the human eye’s resolution of gray
images, which is one of its main characteristics. We can obtain Formula (1) by applying
Weber’s law to the perception of human brightness.

(1)

where B stands for image background brightness, and ΔBT stands for JND (just no-
ticeable difference) under this background brightness. According to Formula (1), it
can be summarized as follows: When the average brightness of the image increases,
the JND also increases. Over a fairly wide range, the k value can be regarded as a con-
stant. It increases significantly when the brightness is very high or very low.

In psychophysics, this phenomenon of JND changing with background is called the
luminance masking feature of humans. Human eyes have uneven sensory capacities for
varying brightness levels, according to the masking properties of human vision [13-18].
The Buchsbaum curve [19] reflects the relationship between the just noticeable differ-
ence ΔBT of human vision and the background luminance B. To facilitate calculation,
we piecewise linearized the Buchsbaum curve according to the ratio of the background
luminance to the minimum perceptible luminance. According to the strength of human
visual perception, the human eye perception of the region can be divided into dark,
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Fig. 2. Simplified Buchsbaum curve.
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de Vries region, Weber region, and saturation region. The simplified Buchsbaum curve
is shown in Fig. 2.

The region with a slope of about 1/2 is called the De Vries region, which corre-
sponds to the low illuminance region of the image. The region with a slope of 1 in the
middle section of the curve is the Weber region, which is a region where the difference
can be felt obviously if the stimulus intensity is not high and corresponds to the medium
illuminance region of the image. The high illumination region of the image is defined
as the saturated region, which is affected by stimulus saturation. The slope of this re-
gion is usually greater than 1. The rest is the low-contrast area where the human eye
cannot feel the light change.

According to this division, an image can be seen as a combination of dark, De Vries,
Weber, and saturated regions. Because the brightness is too dark in the De Vries region,
human eyes can recognize but cannot accurately obtain the details of the image. Image
information can be reflected normally and intuitively in the Weber region image, and
human eyes can easily perceive image details.

The image in the saturated area is too bright so human eyes cannot accurately obtain
the image details. The dark area corresponds to the part of the image where the bright-
ness is too low for the human eye to get information at all. The Weber region area is
larger in the image, and the image details are clearer and the visual effect is better. Ac-
cording to the overall dark images shown in Fig. 3, the histogram analysis was carried
out as shown in Fig. 4.

Most of the pixel values in these images are significantly below 200. We count all
pixel sizes and then find a pixel value that is just greater than 98% of the other pixels

Image A Image B Image C

Image D Image E Image F

Fig. 3. Overall dark image.
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in the image, defining it I98% as the maximum value of the darker area. Based on the
statistics in Table 1 and the histogram in Fig. 4, it can be said that the parameter I98%
can fairly and accurately show the maximum value of the darker region.

In Table 1, most of the pixels whose brightness value is lower than I98%, are located
in the De Vries region, so we can carry out a linear mapping of the image, and I98% is

Fig. 4. Histogram of the overall dark image. 
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T a b l e 1. The maximum value of the darker area I98% of different images.
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Fig. 5. Critical value test of Weber and saturation region. 
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mapped to the junction of the Weber region and the saturated region. Only 2% of the
images, scattered in the Weber and saturated regions, respectively, are small and neg-
ligible. Therefore, we simplify the algorithm and use the following formula to map the
entire image linearly:

(2)

Among them, k can be determined by: 

(3)

where n is the critical value of the interface between Weber region and saturated region,
and it is found through experiments that it is most appropriate when n = 170, as shown
in Fig. 5.

In this way, we can enhance adaptive brightness of the overall dark image. The algo-
rithm increases the contrast of all the pixels in the image based on the linear mapping
function of the overall dark image enhancement. This not only makes the image look
better, but it also brings out the important details in the image.

2.3. Chiaroscuro image enhancement 

For the chiaroscuro image, the light region and dark region in the image are segmented
by the Otsu (optimize maximum between-class variance) algorithm [23]. The linear
contrast enhancement is taken for dark areas. However, brightness enhancement for
dark areas alone will cause large cracks at the junction of light and dark areas. It is
necessary to take into account the coordination of light and dark areas in brightness
enhancement. Therefore, the segmented conversion function is designed as 

(4)

In the brightness value from δ to n, it is necessary to reduce the influence of dark
region enhancement on this region as soon as possible. Therefore, in this region, a func-
tion with a slope of –1 at the coordinate (δ, kδ ) is designed to make sure that it can
return to the curve of y = x as soon as possible, so as to minimize the effect of brightness
enhancement on bright areas. At the same time, the slope is 1 at the coordinate (n, n),
so that the brightness of pixels near the saturated region remains unchanged.

It is a Hermite interpolation problem. The construction of the Hermite interpolation
polynomial approximates the original function, resulting in a single solution for the
curve. The Hermite interpolation polynomial is given by:

(5)
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where

(6a)

(6b)

(6c)

(6d)

By substituting Formula (5) into Formula (4), we can obtain a complete chiaro-
sculatory image processing function 

(7)

According to the analysis of Formula (7), where n is a constant and n is 170 in the
previous experiment, δ can be calculated in advance each time, so only k affects the
brightness enhancement of the image.

3. Experiment and result analysis 

To verify the detection effect of this algorithm on the effective information of low-light
images, the experimental environment is PyCharm Community Edition 2022.2.1, and
the programming language is Python 3.9, the computer CPU is Intel Core i7-12700H,
and the memory is 16GB. The operating system is the Windows 11 Home Chinese V
version. The experimental results are shown in Figs. 6 and 7.

Meanwhile, in order to more intuitively feel the superiority of the proposed algorithm
over the existing algorithms, the experiment is conducted by comparing it with other
common algorithms, such as the histogram equalization algorithm and the MSR algo-
rithm, to get Figs. 8 and 9.

3.1. Subjective evaluations

Figure 6 is the result of the enhancement experiment in the overall dark environment.
Figure 7(a) shows a street scene. After the brightness enhancement, the overall bright-
ness improves, allowing you to see more clearly behind the house, pedestrians, and
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other details of the image. Figure 6(b) shows the dark road at night, the pedestrians
are not easy to see in the original image but become clearer and more obvious after
enhancement. Figure 6(c) shows a man running on the playground at night, the original
light in the environment is dim. After the image is processed with the proposed algo-
rithm in the whole dark environment, the processed image appears brighter and its de-
tails are more pronounced to the human eye. Figure 7 shows the dark and light-dark
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Fig. 6. Adaptive brightness enhancement for the overall dark image.
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Fig. 7. Adaptive enhancement effect of chiaroscuro images.
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types of images. Figure 7(a) shows the path under the street lamp. The road under the
street lamp is clearly visible, while the road away from the street lamp becomes dim.
Figures 7(b) and (c) are nighttime street corners with limited street lighting. This pa-
per’s algorithm enhancement allows for a clearer view of some vehicles and road edges
in the original dark zone. 

3.2. Objective evaluation

This type of image with a dark and light-dark mixture is enhanced by this algorithm
compared to the existing histogram equalization and MSR in Figs. 8 and 9. The human
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Fig. 8. Image enhancement contrast of the overall dark image. 
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eye can intuitively sense that histogram equalization and MSR easily overexpose the
image and produce color distortion. The algorithm not only preserves the details but
also enhances the brightness, so it offers some advantages.

The subjective evaluation is easily affected by external factors. 
1) Peak signal-to-noise ratio (PSNR). It is commonly used to measure the degree

of image change. The larger the PSNR is, the smaller the image difference is, the lower
the distortion degree is, and the higher the image quality is: 

(8)

where δ represents the rank number of the image, and δ is usually 255; f ( p, q) is the
initial image; ψ ( p, q) is the processed image; p and q are the number of rows and col-
umns in the image, and their sizes remain unchanged after comparison.

2) Universal quality index (UQI). It can be easily calculated and applied to various
image processing applications, mainly combined with three factors to calculate, cor-
relation loss, brightness distortion, and contrast distortion. Although the UQI index is
defined mathematically and not using the human visual system, a wide variety of image
distortions suggest that the UQI is strikingly consistent with subjective quality meas-
ures. The UQI index is calculated as follows:

(9)

We also objectively evaluated the images in Figs. 8 and 9, obtaining Tables 2–5.
PSNR, SSIM, and UQI are image evaluation indexes. The larger the index value is,
the smaller the image distortion is. As shown in the tables, compared with the his-
togram algorithm, the proposed algorithm improves PSNR by 15.29, SSIM by 0.76,
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T a b l e 2. Objective evaluation for test image 1.

Algorithm 
in this paper

Histogram 
equalization

MSR

PSNR 25.12 5.72 6.48

SSIM 1.19 0.03 0.02

UQI 0.86 0.09 0.14

T a b l e 3. Objective evaluation for test image 2.

Algorithm 
in this paper

Histogram 
equalization

MSR

PSNR 19.65 4.91 8.57

SSIM 0.91 0.01 0.03

UQI 0.43 0.02 0.06
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and UQI by 0.47 on average. Compared with the MSR algorithm, PSNR improved
15.52 on average, SSIM improved 0.88 on average, and UQI improved 0.50 on average.
The image index corresponding to the proposed algorithm is much higher than that of
the histogram and MSR algorithm, which indicates that the image processed by the
proposed algorithm has higher contrast, higher brightness, less distortion, more clear
image details, and less color distortion, which proves the effectiveness of the proposed
algorithm.

4. Conclusions

A new algorithm for effective information detection of low-light images is proposed
based on the characteristics of human visual perception.

Firstly, different types of dark light images are judged and classified, and the cor-
responding algorithms are selected for enhancement, which effectively enhances the
adaptability of the algorithm to different types of dark light images. For the overall
dark image, the contrast is increased by multiplicative linear stretching, which effec-
tively enhances the brightness of the original image. For images with overlapping light
and dark, keep the brightness of the original bright and transition areas roughly un-
changed, and enhance the brightness by designing a segmentation function.

Experiments results indicate that the proposed algorithm can preserve the details
of the dark areas of the image well, while avoiding overexposure and color distortion.
The processing effect is better than the traditional histogram equalization method and
the MSR method. It is suitable for effective information detection of low-light images
during the driving of ordinary vehicles and is also suitable for other applications that
need to enhance low-light images.
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T a b l e 4. Objective evaluation for test image 3.

Algorithm 
in this paper

Histogram 
equalization

MSR

PSNR 21.38 9.19 6.29

SSIM 0.87 0.36 0.13

UQI 0.91 0.55 0.45

T a b l e 5. Objective evaluation for test image 4.

Algorithm 
in this paper

Histogram 
equalization

MSR

PSNR 24.90 10.08 6.65

SSIM 0.91 0.45 0.17

UQI 0.97 0.65 0.54
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