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Nr 83 Politechniki Wroctawsk iej Nr 83
Monografie Nr23 1990

Cyfrowe zabezpieczenia elek tro-
energetyczne, szybkie pomiary
cyfrowe, identyfikacja i estymacja,
filtracja cyfrowa

Janusz SZAFRAN*

ROZPOZNAWANIE SYGNALOW
W CYFROWEJ AUTOMATYCE ZABEZPIECZENIOWEJ

Przedstawiono cyfrowg identyfikacje wielkosci kryterialnych zabez-
pieczer elektroenergetycznych,takich - jak: amplitudy napigé i praddw,
moce i sktadowe impedancji, mierzonych na podstawie sygnaiéw czesto-
tliwoéci podstawowej. Rozwazono trzy modele sygnatowe: determinis-
tyczny, czesciowo oraz catkowicie probabilistyczny. Dokonano syntezy
algorytméw pomiarowych i wydzielono dwie podstawowe ich rodziny. Zba-
dano metody optymalizacji algorytméw oraz minimalizacji bteddéw powo-
dowanych zakidceniami, Zastosowano do tego metody fourierowskie o
statym i zmiennym oknie pomiarowym oraz filtracje Kalmana.

1. WSTEP

Stosowane obecnie analogowe zabezpieczenia elektroenergetyczne sg
oparte na teoretycznych podstawach opracowanych dodé dawno i nastepnie
udoskonalonych. Ich istota jest komparacja liniowych kombinacji napigé i
pradéw oraz okres$lanie na tej podstawie obszaru, w ktérym znajduje sig
wyznaczana wielko$é kryterialna, Uktady cyfrowe pozwalajg na rozdziele-
nie tego procesu na dwa etapy: pomiar poszukiwanych wielkos$ci kryterial-
nych oraz stwierdzenie, w ktérych obszarach ta zmierzona wielko$é sie
znajduje. Jest bardzo wiele zalet wynikajacych z tego podziatu funkcji,
z ktérych bodaj najwazniejsze to ogromna dowolnosé w ksztattowaniu obsza-
réw dziatania oraz mozliwosci Scislejszej i efektywniejszej optymaliza-
cji kazdego z tych dwu proceséw.

Kryteria decydujgce o dziataniu zabezpieczeri elektroenergetycznych
najczesciej opierajg sie¢ na informacji zawartej w napieciach i pradach o
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czegstotliwosci podstawowej. W pracy zajeto sie tylko tymi metodami, to
jest pomiarem wielkosci kryterialnych zwigzanych ze sktadowymi podstawo-
wymi napieé i praddéw. Ten proces pomiaru jest zazwyczaj realizowany w
dwu etapach. Pierwszy z nich to wydobycie z sygnatu sktadowych podstawo-
wych napiecia i(lub) pradu w postaci fazoréw, a drugi to wtasciwy po-
miar wartosci danej wielkos$ci kryterialnej. Szczegélnie wazna Jest reali-
zacja zadard w ramach pierwszego etapu, poniewaz nalezy tutaj efektywnie
stiumié szumy towarzyszgce sygnatowi uzytecznemu oraz wytworzyé Jjego
sktadowe ortogonalne, stanowigce podstawowe wielkosci w stosowanych algo-
rytmach pomiarowych. Procesy filtracji i ortogonalizacji mogg by¢ reali-
zowane rozdzielnie lub tgcznie, a rezultatem tego mogg by¢ podobne lub
rézne wtasciwosci oraz szczegétowe parametry pomiaru.

Najczescie] stosowanymi wielkoSciami kryterialnymi zabezpieczen sg:
amplituda lub warto$é skuteczna sktadowej podstawowej napiecia i pradu,
moce czynna i bierna oraz rezystameja i reaktancja. Pomiary tych wtasdnie
wielkosci kryterialnych sg przedmiotem pracy. Mozna tu zauwazyé, ze wie-
le sposrdéd metod pomiaru amplitud lub mocy powstato Jjakby na marginesie
metod pomiaru rezystancji i reaktancji. Tymczasem optymalizacja pomiaru
tych pierwszych moze czasem wymagaé, aby traktowaé je odrebnie.

Technika cyfrowa zaoferowata takie mozliwo$ci w przetwarzaniu sygna-
16w, ze w rezultacie opracowano ogromng liczbe algorytméw szczegdiowych.
Opublikowano bardzo duzo prac na ten temat, a liczba fundamentalnych po-
zycji bibliograficznych sigga kilkudziesieciu, Wiele sposréd tych algo-
rytméw rézni sie czesto tylko pozornie, gdyz wszystkie one wynikajg z
niewielu podstawowych metod., W pracy skoncentrowano sie na syntezie tych
metod i przedstawieniu ogélnych zaleznosci, z ktérych mozna wyznaczad
mnogos$é szczegdtowych postaci algorytméw pomiarowych réznych wielkosci
kryterialnych,

Mierzone wielkosci kryterialne odznaczaja sie takimi cechami, jak
wiasnosci dynamiczne oraz biedy w stanie ustalonym. Na wtasnos$ci dyna-
miczne sktadajg sie czas trwania i charakter stanu przejsciowego po sko-
kowej zmianie sygnaldw oraz wynikajgce z niego btedy dynamiczne. Btedy
ustalone sg okreslone jako maksymalne wartosci wzglednych bteddéw chwilo-
wych zmierzonych wielkosci kryterialnych w stanie ustalonym. Te cechy
pomiaru sg w pracy ujmowane tgcznie dla obu etapéw przetwarzania, to zna-
czy ortogonalizacji wraz z filtracja sygnatéw oraz zastosowania wtasciwe-
go algorytmu pomiarowego. Miary bteddw mogag sie réznié w poszczegdlnych
przypadkach, co jest uzaleznione od przyjetego modelu sygnatowego.

Omawiane rozwazania bytry prowadzone z uwzglednieniem rzeczywistego
uktadu pomiarowego i w zwigzku z tym przyjeto dwa zatozenia., Jednym z
nich Jjest zatozenie liniowosSci przektadnikéw napieciowych i prgdowych, a
drugim statos$é czestotliwos$ci sktadowych podstawowych sygnaéw.



2. STRUKTURA POMIAROW CYFROWYCH ZABEZPIECZEN ELEKTROENERGETYCZNYCH

Zabezpieczenia elektroenergetyczne sg skomplikowanymi uktadami pomia-
rowo-decyzyjnymi, dokonujacymi ztozonego przetwarzania napieé i pradéw
systemu, W ich dtugiej juz historii rozwdj technologii byt wyznaczni-
kiem konstrukcji, poczynajac od tych wykorzystujgcych elementy stykowe
- przekazniki - co dato zabezpieczeniom nazwe do dzisiaj uzywang w lite-
raturze anglosaskiej, poprzez zastosowanie elementéw analogowych, elek-
tronicznych w uktadach konstruowanych i uzywanych do dzisiaj, az po ukta-
dy, ktére w coraz wiekszym stopniu stosujg i bedg korzystaé z techniki
cyfrowej.

Pierwsze prace dotyczgce algorytméw cyfrowych zabezpieczeri poJjawity
sie na przetomie lat szesédziesigtych i siedemdziesigtych, a ich tempo i
zakres wyraznie zwiekszal sie w miare rozwoju technologii. Dotyczy to po-
jawienia sie scalonego procesora najpierw 8- a potem 16-bitowego, scalo-
nych pamieci odpowiedniej pojemnosci oraz odpowiednio szybkich przetwor-
nikéw analogowo-cyfrowych. Tak wiec wspdiczesne zabezpieczenia cyfrowe
mogg by¢ realizowane za pomocg aktualnej technologii, chociaZ pewng ba-
rierg Jjest jeszcze ekonomia; nie ulega jednak watpliwosci, ze bezsprzecz-
ne zalety techniki cyfrowej spowodujg, iz przysztosé bedzie nalezeé do
tych uktaddw.

Stosownie do rozwoju technologii zmieniata sie réwniez struktura
uktaddéw zabezpieczeri. Cze$é elementéw, chociaz udoskonalona, pozostaia
trwatym elementem catego uktadu, cze$é ulegata catkowitej zmianie. Wraz
Zz tym coraz wyrazniej mozna wyodrebniaé pewne cztony funkcjonalne, ktdre
uprzednio stanowity jedng catosé. Czton filtrujgco-pomiarowo-decyzyjny,
stanowigcy poczgtkowo jedng catro$é, zaczyna sie stopniowo rozdzielaé na
osobne cztony, ktdére mogg byé optymalizowane ze wzgledu na peinione funk-
cje. W zabezpieczeniach cyfrowych funkcje te sg juz wyraZnie rozdzielone,
a wydzielony czion pomiarowy jest jednym z najwazniejszych blokdéw,gdysz
od jakosci pomiaru zalezg funkcje catego ukZadu.W cyfrowym pomiarze rdi-
nych wielkosci,wykorzystujgcym analogowe sygnaly systemu,pojawia sie
wiele nowych niezbednych elementdw, ktdére muszg speiniadé okreslone wy-
magania, jesli caly uk%*ad ma dzia*aé poprawnie.

2.1. Schemat blokowy zabezpieczen cyfrowych

Funkc jonalny schemat blokowy zabezpieczenia przedstawiono na rys.
2.1a. Napiecia i prady z obiektu zabezpieczanego sg przetwarzane z zasto-
sowaniem zabezpieczeniowych przektradnikéw napieciowych i pradowych na
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Fig., 2.1. Functional block scheme of power system protection (a),

interface between its analog and digital part (b) and block scheme of the
digital part (c)

standardowe wielkosci wtdérne., Wielkosci te sg nastepnie transformowane do
odpowiedniego poziomu napiecia lub prgdu za pomocg przektadnikéw posred-
niczgcych, ktérych dodatkows funkcjg jest separacja galwaniczna. Te pier-
wsze trzy elementy, przedstawione na schemacie blokowym, majg za zadanie
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sprowadzenie sygnatéw pierwotnych do odpowiedniego poziomu oraz standa-
ryzacje uzywane] wielko$ci fizycznej - najczesdciej jest nig napiecie.
Dalsze elementy tego schematu stanowig wtasciwy ukiad zabezpieczenia. Mo~
2e ono byé w sensie ogélnym realizowane dwoma sposobami, Pierwszy z nich,
w ktérym nie dokonuje sie bezposredniego pomiaru wielkesci kryterialnych,
polega na zastosowaniu liniowej kombinacji napieé i praddéw i jej kompara=-
cji z pewnym skalarem czy wektorem edniesienia. Pozwala to na uksztaito-
wanie wymaganej charakterystyki, czy tez obszaru dzialania i podejmowania
decyzji stosownie do rzeczywistych wielkosSci napieé¢ i praddéw. Drugi spo-
séb polega na tym, ze dokonuje sie bezposredniego pomiaru wielkosci kry-
terialnych, ktére nastepnie sg pordwnywane z wielkodciami odniesienia,

co pozwala na uksztattowanie charakterystyki czy tez obszaru dziakania.
Decyzja Jest podejmowana stosownie do spelniania dodatkowych warunkéw,co
jest realizowane za pomocg uktaddédw logicznych,

Pierwszy ze sposobéw jest charakterystyczny dla uktadéw zabezpieczen
analogowych, natomiast drugi z nich - dla uktadéw zabezpieczen cyfrowych,
Wynika to przede wszystkim z tego, Ze analogowe operacje mnozenia i dzie-
lenia z odpowiednig doktadnoscig sg trudne w realizacji dla duzych zakre-
séw zmian wartosci napieé i praddéw. Tymczasem komparatory potrafig duze
YatwieJ sprostaé zadaniu uksztattowania odpowiednie] charakterystyki w
tych warunkach. W uk¥adach cyfrowych ta sytuascja zmienia sie; mnozenie i
dzielenie, chociaz sg operacjami czasochionnymi w pordwnaniu z innymi,to
Jednak sg doéé tatwe w realizacji. W sumie wiqé drugi ze sposobéw w zabez-
pleczeniach cyfrowych jest deminujgcy, choé wlaéciwie oba sposcoby mogg
byé tu stosowane, wzajemnie sie uzupeiniajac.

W cyfrowych zabezpieczeniach, Jjak zresztg w kazdym cyfrowym systemie
pomiarowym, pojawia sie wiele nowych elementéw i ukizaddéw, ktdrych nie by-
Yo w elektronicznych uktadach analogowych, Przedstawione to na rys. 2.1b.
Oprécz samego systemu mikroprocesorowego, sg toe ukiady niezbedne w dys-
kretyzacji sygnaiu. Proces ten przebiega w dwu etapach. Pierwszy 2z nich
to zastgpienie sygnalu analogowego ciggiem prébek, ktérych wartosé, jesz-
cze analogowa, Jjest przeksztalcona z okres$long rozdzielczoscig do postaci
cyfrowej z zastosowaniem przetwornika analogowo-cyfrowego., Tak wiec,
oprécz systemu mikroprocesorowego, ktéry miedzy innymi steruje pracz po-
zostatych blokéw, w ukradzie ~ zgodnie ze schematem blokowym na rys.2.1b
- pojawiaja sie nastgpujgce elementy:

-~ filtry analogowe

- pamieci analogowe (ukiady prébkujgco-pamigtajace)

- multiplekser

- przetwornik analogowo-cyfrowy.

Najkosztowniejszym elementem tego zestawu jest przetwornik analogowo-
-cyfrowy. Wzgledy ekonomiczne powodujs wiec, ze wspdipracuje on z multi-
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plekserem, umozliwiajgc stosowanie jednego przetwornika A/C do przetwa-
rzania wielu napieé i prgdéw. Obecnosé¢ multipleksera z kolei powoduje,
ze waznym elementem uktadu stajsa sie pamieci analogowe, chociaz nie sg
one niezbedne. Mozliwe sg tutaj dwa rozwigzania. Jedno, bez uzycia pamie-
ci analogowych, polega na pobieraniu przez multiplekser prébek sygnatéw
w wyznaczonych, okreslonych odstepach czasu, a powstate przesunigcie fa-
zowe Jjest korygowane w systemie mikroprocesorowym podczas wyznaczania
wielkoéci kryterialnych. W drugim rozwigzaniu pamieci analogowe, odrebne
dla kazdego sygnatu, zapamietujg wartosé wszystkich sygnaidéw w tej samej
chwili, a nastepnie multiplekser dostarcza je kolejno do przetwornika
A/C, gdzie sg przetwarzane do postaci cyfrowej i przesytane do systemu
mikroprocesorowego. Po pelnym cyklu multipleksera w pamigci analogowej
zapamietuje sie kolejne prdébki wszystkich sygnaiéw i przetwarzanie po-
wtarza sie. Waznym elementem catego uktadu sg filtry analogowe, ktdérych
niezbednosé wynika z procesu przeksztalcania sygnaiu ciggiego do analo-
gowej postaci impulsowej. Proces ten, jak wiadomo, wigze sig z przeksz-
talcaniem sygnatu o widmie ograniczonym w sygnat o widmie nieograniczo-
nym. Chcgc zachowad swobode wyboru czestotliwosci prébkowania,trzeba
ograniczyé pasmo sygnatéw tak, aby po prébkowaniu widma nie naktadaly
sie. W przeciwnym przypadku mogg powstawaé duze btedy oraz mogg byé trud-
noéci z odtwarzaniem sygnatu pierwotnego. Tak wiec zadaniem filtréw ana-
logowych jest ograniczenie widma sygnatéw, a ich parametry sg uzaleznio-
ne od przyjetej czestotliwo$ci prébkowania,

System mikroprocesorowy, oprécz sterowania praca omawianych uktaddw,
Jjako giéwne zadanie realizuje funkcje przedstawione schematycznie na ry-
sunku 2.,1c. Funkcje te to: filtracja cyfrowa, realizacja algorytméw po-
miarowych wielkosci kryterialnych oraz uksztattowanie obszaru decyzyjne-
go i podjecie decyzji opartych na nastawionych wektorach progowych. Spo-
$réd wymienionych funkcji najbardziej ztozone i czasochlonne operacje na
sygnatach cyfrowych zwigzane sg z filtracjg cyfrowg, majacq najczesciej
na celu wyfiltrowanie sposréd zakiécern napieé¢ i praddw o czestotliwosdci
podstawowej. Zastosowanie wtasciwych filtréw cyfrowych, zblizonych do
optymalnych, warunkuje doktadnosé i szybkosé pomiaru wielkosci kryterial-
nych i te same wtasnosci procesu decyzyjnego. Naturalnie system mikropro-
cesorowy moze realizowaé wiele innych funkcji, waznych,lecz mniej istot-
nych pod wzgledem rozwazar prowadzonych tutaj, jak na przyktad: samotes-
towanie, wspéipraca z innymi systemami itp.

Parametry poszczegélnych blokéw zabezpieczen cyfrowych zostang omé-
wione, zas na zakoriczenie warto podkreslié, ze oprécz ostatniego bloku
realizujgcego podjecie decyzji, caty uktad jest ztozonym, cyfrowym zys-
temem pomiarowym.



2.2, Podstawowe wymagania metrologiczne i funkcjonalne

Cyfrowe zabezpieczenia elektroenergetyczne majs, jek wynika to z rys.
2.1, dwa wyraznie wydzielone uktady: analogowy oraz cyfrowy. Czes$é ana-
logowa, ztozona z przektadnikéw pradowych i napieciowych oraz przeklad-
nikéw posredniczgcych, jest podobna jak w zabezpieczeniach analogowych.
Wymagania stawiane tym elementom, ich wlasnosci i parametry, sgq dobrze
znane, byly i sq przedmiotem intensywnych badar, ktérych wyniki publiku-
Je sie od wielu lat. Sg one tez ujete w normach krajowych i zagranicz-
nych, Nieco wigcej uwagi trzeba natomiast poswigcié czgsci cyfrowej za-
bezpieczer, a zwlaszcza ukladom, ktére sg odpowiedzialne za przeksztalce-
nie sygnaléw analogowych w cigg prébek o wartosciach danych w postaci cy-
frowej. Sgq to uktady umieszczone miedzy punktami 1 i 2 na rys. 2.1b, a
wige: filtry analogowe, pamigci analogowe, multiplekser oraz przetwornik
A/c.

Parametry i wymagania stawiane tym ukiadom trzeba rozpatrywaé w kon-
tekscie stosowanej czestotliwosci prébkowania Wiy ktérej ograniczenie
wynika z wykorzystywania do pomiaru wielkosSci kryterialnych napieé i prag-
déw o czestotliwosci podstawowe] Wy i jednoczesnie jest.ona kompromi-
sem zwigzanym z konieczng rozdzielczoscig przetwornika A/C, wymagang
szybkoscig przetwarzania, kosztami, doktadnoscig oraz wydajnoicig syste-
mu mikroprocesorowego. Ocenia sig, e uzasadnione, wystarczajace wartos-
ci wynoszg od 600 do 1600 Hz, to jest miedzy 12 a 32 prébkami w okresie
sktadowej podstawowej, przy czym wartosci 600 lub 800 Hz uwaza sie¢ za
najlepiej wywazony kompromis migedzy wymienionymi, sprzecznymi wymagania-
mi. Znajagc te czestotliwosé lub przedziat, w ktérej si¢ ona znajduje,
mozna Jjuz scharakteryzowaé wymagania w stosunku do innych elementéw ukia-
du cyfrowego.

Filtry analogowe
Niezbednosé stosowania filtréw analogowych wynika z twierdzenia Shane-

nona o prébkowaniu, ograniczonej czestotliwosci prébkowania oraz szero-
kiego pasma czestotliwosci sygnaiéw - napieé i pradéw systemu w stanie
zaburzenia,

Niech sygnat f(t) ma widmo F(Jw), bedace transformats Fouriera tej
funkcji, o pasmie ograniczonym do maksymalnej czestotliwosci Wgs tak
Jak to przedstawiono na rys, 2.2a., Jesli sygnat ten jest prébkowany z
czestotliwoscig Wy to widmo tego sygnatu Jest widmem sygnatu cigglego,
powtarzanym w przedziale w od =< doe- w odstepie réwnym Wiy tak Jak
przedstawiono to na rys. 2.2b (w; > 2 mg). Mozna to tez zepisaé réwna-
niami:
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Rys. 2.2. Widma sygnaiu ciggtego (a) oraz dyskretnego (b)
prébkowanego z czestotliwoscig wy
Fig. 2.2. Spectra of continuous (a) and discrete (b)
signals sampled with frequency wy

F{£(t)} = F(ju)
£1(£) = > £(1)8(t - kry) (2.1)

k==

TF {27 0)] = D P30 - k)]
Kz=oco
gdzie
'I‘i - okres prdbkowania,
w; = 21T/Ti,
F { }- transformata Fouriera.

Wida¢ na rysunku 2.2b, ze wraz ze wzrostem w; poszczegbélne odbicia
widma sygnatu ciggtego oddalajg sie od siebie, a wraz ze zmniejszaniem
w4 zblizajg sie. Dalsze zmniejszanie Wiy poczynajgc od granicznej war-
tosci wy =2 Wgo powoduje naktadanie sie¢ widm i oryginalnego sygnatu
f(t) nie mozna juz odtworzyé, nawet po zastosowaniu idealnego filtru
dolnoprzepustowego.

Przedstawiona sytuacja jest wyidealizowana, poniewaz widmo sygnatu
moze byé ograniczone do pewnego pasma tylko wtedy, gdy sygnai ten istnie-
je w nieskoriczonym przedziale czasu. Jednakze w rzeczywistodci sygnat
zawsze obserwuje sie w przedziale skoriczonym i wobec tego jego widmo ist-
nieje w nieskoriczonym pasmie., Sygnat ten po prébkowaniu bgdzie zawsze
miat naktadajgce sie widma, je$li nie ograniczy sie ich stosownymi fil-
trami analogowymi przed poddaniem procesowi dyskretyzacji.

Z przedstawionych rozwazari wynikaja wymagania dotyczace parametréw
dolnoprzepustowych filtréw analogowych napieé i praddw:
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a) pasmo zaporowe filtru powinno rozpoczynaé sie przy czestotliwosci
mniejszej niz potowa czestotliwosci prdbkowania .

b) wzmocnienie w pasmie zaporowym zalezy od przewidywanej amplitudy
sktadowych o czestotliwodci wyzszej niz potowa czestotliwosci prdbkowa-
nia obecnych w sygnale; wzmocnienie to najkorzystniej jest dobracé tak,
aby amplitudy tych skiadowych po przejsciu przez filtr byty mniejsze: od
rozdzielczodci przetwornika A/Cj

c) szczegélng uwage nalezy zwrécié na tiumienie sktadowych o czesto-
tliwoéci réwnej sumie czestotliwosci identyfikowanej sktadowej podstawo-
weJ i wielokrotnosci czestotliwosci prdébkowania .

Przetwornik A/C

Przetwornik A/C jest jednym z bardziej kosztownych i odpowiedzial-
nych uktadéw catego systemu cyfrowego. Powinien wigc by¢ wybrany bardzo
starannie ze wzgledu na stawiane mu wymagania, szczegélnie, ze wraz z po-
prawg jego parametréw koszty szybko wzrastajg. Przetworniki analogowo-cy-
frowe realizowane sg przewaznie w wersji scalonej, a sposréd wielu wiel-
kos$ci charakteryzujgcych ten ukad, najwazniejszymi dla uzytkownika para-
metrami sg: rozdzielczos¢ i czas przetwarzania. Ten drugi parametr nie
Jjest krytyczhy, gdyz w technologii scalonej powszechne sg przetworniki o
czasach przetwarzania réwnych pojedynczym mikrosekundom, Przy stosowa-
nych czestotliwosciach prdébkowania przetworzenie kilkunastu sygnatdéw 2z
wykorzystaniem jednego przetwornika nie stanowi wiec duzego problemu.
Nieco inaczej jest z rozdzielczoscig. W wyniku przetwarzania sygnatu ana-
logowego W sygnat cyfrowy, reprezentowany za pomocg skornczonej liczby bi-
téw, nastepuje zaokraglenie wartosci sygnatu do najblizszej wartosci cy-
frowej. Jesli zakres analogowy przetwornika wynosi X, , a sygnal cyfrowy
Jest reprezentowany za pomocg N bitéw, to najmniejszy kwant sygnaiu
rozrézniany przez przetwornik

q = —g2— (2.2)

Przy zarozeniu zaokragglania wartosci przetwarzanej do najblizszej
wartoséci cyfrowej (a wiekszos$é scalonych przetwornikéw to realizuje),
btgd bezwzgledny powodowany kwantyzacjg wynosi poiowe kwantu sygnatu,
Jednakze, podczas przetwarzania o mniejszej wartosci niz zakres prze-
twornika, btgd bezwzgledny jest réwny takze polowie kwantu, lecz rosnie
btad wzgledny. Napiecia i prgdy doprowadzane do zabezpieczen cyfrowych
podczas przetwarzania mogg zmieniaé sie w tak szerokim zakresie, ze ko-
nieczne jest wyznaczenie dopuszczalnej wartosci biedu przy minimalnej
wartos$ci przetwarzanej oraz dobdr zakresu do wartosci maksymalnej.
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Kierunek zmian wartosci jest w wigkszosci przypadkéw taki, ze napie-
cie maleje od wartosci nominalnej do kilku- lub kilkunastokrotnie mniej-
szej wartosci minimalnej (w szczegélnym przypadku jest ona bliska zeru),
a prad rosnie od wartosci nominalnej do kilkanascie lub nawet kilkadzie-
sigt razy wiekszych wartosci. Ustalajac wartosé biedu wzglednego na po-
ziomie € oraz zaktadajac, ze bigd powodowany kwantyzacjg ma byé mniej-
szy od € dla minimalnego przetwarzanego sygnatu (xmin)’ otrzymuje sie:

qQ 1 Xz 1

R e <€ (203)
Xyn 2 X N = :
min
Przeksztatcenie zaleznoéci (2.3) pozwala na obliczenie wymagane]
liczby bitéw N i wynikajacej z niej rozdzielczosci (2.2) przetwornika
A/C:

=

1 xz
log (? =%t 1)
N> Ein (2.4)
log 2

Xn(t) a) X
(t)
X(t) } Ay(?) q” ¢)
NN NG IN
X
1/ p(Xp) b) !
% N N N N\

An

f ~9/ 9/7

Rys. 2.3. Model procesu kwantyzacji (a), funkcja gestosci prawdopodobier-
stwa szumu kwantyzacji (b) oraz przebiég szumu w funkcji dyskretyzowane]j
wielkoéci x (c)

Fig. 2.3, A model of quantization process (a), probability density
function of quantization noise (b) and the noise versus quantized
value x (c)

Inna koncepcja obliczenia wymagane]j rozdzielczosci przetwornika A/C
opiera sie na modelu, w ktérym btad kwantyzacji traktuje sie jako zmien-
na losowg [4]. W koncepcji tej wielko$é cyfrowa jest traktowana jako su-
ma odpowiadajgcej Jjej wielkosSci analogowej i szumu kwantyzacJji (rys.
2.3a). Poniewaz wszystkie wielkosci biedu z przedziatu 3 % (2.2) sg
Jednakowo prawdopodobne, wiec funkcja gestosci rozktadu prawdopodobiern-
stwa Jjest taka jak na rys., 2,3b. Z kolei przebieg szumu kwantyzacji
x(t) w funkcji kwantowanej wielkosci x przedstawiono na rys. (2.3c).
Z obu rysunkéw widaé, ze wartosé Srednia szumu kwantyzacji Jest zerowa,
a jego wariancja jest wariancja rozktadu jednostajnego (2.3b):
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2
02 = % (2.5)

Podstawiajac do réwnania (2.5) zalezno$é (2.2) otrzymuje sie naste-
pujgce odchylenie standardowe szumu kwantyzacji:
X

= (2.6)
TR -

Jest to warto$é odchylenia standerdowego dla zakresu przetwornika o
N bitach, Jesli takie odchylenie standardowe ma byé osiagniete dla mini-
malnej przetwarzanej wielkosci i poniewaz rosnie ono proporcjonalnie do
ilorazu zakresu i tej wielkosci, to mozna napisaé réwnanie:

X X

- Z £ (2.7)
0" M - Xpin

gdzie 9% - odchylenie standardowe szumu kwantyzacji dla minimalnej prze-
twarzanej wielkoéci.

Po przeksztatceniach otrzymuje sie wymagang liczbe bitéw przetworni-
ka A/C; Jjezeli odchylenie standardowe szumu kwantyzacji ma byé mniejsze
niz gy to:

X 5
103[ X2 Z. % 1]
V12 o
N > —~— 0 *min (2.8)
log 2

Zaleznosci (2.4) 1 (2.8) sg ekwiwalentnym sposobem obliczania roz-
dzielczoéci przetwornika A/C przy nieco innym traktowaniu biedéw procesu
dyskretyzacji sygnatu.

Pamieci analogowe i multiplekser
Na rysunku 2.4 przedstawiono schematycznie jedna pamieé analogowg
oraz multiplekser. Dziatanie uktadu jest nastepujgce: W pewnej chwili

t = nT; nastepuje zamknigcie na krétka chwile T, kluczy Kiq - K, 1

X(t)
o——————41:1> ¢ a;TE 7°
7 21 5 przetw. Al
07 —2

Rys. 2.4. Schemat ukladu pamieci analogowej z multiplekserem
Fig. 2.4, A scheme of analog memory with multiplexer
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natadowanie kondensatordéw C1 - Cn do wartosci szczytowych napieé
x1(ﬂri) - xn(nTi). W ten sposéb zapamietuje sie prébki napigé w tej sa-
mej chwili. Nastepnie, korzystajac z multipleksera, dokonuje sie kolejno
wyboru okreslonego wejscia 1 - n z jednoczesnym zamknigciem odpowied-
niego z kluczy K,,_ ..
migeci analogowe]j jest przetwarzane przez przetwornik A/C i zapamiety-
wane w postaci cyfrowej. Po przetworzeniu ostatniego z napieé cykl pracy
powtarza sie. Narysowane tu schematycznie styki multipleksera oraz pamie-
ci analogowej sg naturalnie realizowane elektronicznie z wykorzystaniem
tranzystoréw i scalonych multiplekseréw w technologii CMOS. Zapewnia to
mata impedancje w stanie zamkniecia 1 bardzo duzg w stanie otwarcia.
Dzieki temu mozliwe jest uzyskiwanie matych statych czasowych podczas ta-
dowania kondensatora pamigci do wartosci szczytowej oraz minimalne bledy
powodowane Jego roziadowaniem przed przetworzeniem do postaci cyfrowej.
Caty problem zapewnienia odpowiednich wtasnosci pamieci analogowej i ste-
rowanie nig jest przede wszystkim konstrukcyjny, a przy obecnej technolo-
gii i stosowanych czestotliwosciach prébkowania uzyskiwanie duzych do-
ktadnos$ci nie stwarza wigkszych trudnosci.

Napiecie istniejgce na wybranym kondensatorze pa-

3. MODELE SYGNALOW I UKLADOW

Sygnatami wejsciowymi uktadéw zabezpieczen sg napiecia i prady z
obiektu zabezpieczanego, transformowane w uktadzie pomiarowym, tak jak
to opisano w poprzednim rozdziale. Wtasciwe zaprojektowanie czy tez ba-
danie uktadu oraz algorytméw filtracyjnych i pomiarowych wymaga znajomos-
ci spedziewanych przebiegéw tych napieé i prgdéw. Moga one byé uzyskane
analitycznie jedynie w najprostszych przypadkach, to jest wtedy, gdy mo-
del obwodu zwarciowego byt bardzo prosty. Rezultaty tych obliczen prowa-
dzg czesto do otrzymania przebiegdéw napieé i pradéw, ktérych postaé od-
biega od rzeczywistych mierzonych sygnatéw zwarciowych. Tak wiec czesto
taki prosty model powinien by¢ rozbudowany. Wéwczas jednakze rozwigzania
analityczne wigzg sie z tak duzym nakladem obliczeniowym, ze bardzie]
racjonalne jest opracowanie odpowiedniego modelu cyfrowego i uzyskanie
napieé oraz pradéw zwarciowych symulacyjnie. bLatwosé symulacji réznych
zmiennych parametréw pozwala na wyodrebnienie istotnych i mniej istot-
nych czynnikéw wptywajacych na ksztait napieé i prgdéw w warunkach po-
wstatego zaburzenias systemu. Poniewaz $cista analityczna postadé tak uzy-
skanych napieé i pradéw nie jest znana (i chyba byraby malo uzyteczna i
przejrzysta), uzyskane symulacyjnie przebiegi odwzorowuje sie pewnymi
ich aproksymacjami, tworzac model sygnatowy. Liczne prace, ktérych przy-
ktadem mogg byé [46],[62]1,[165] opisujg rézne modele sygnatowe, ktére po-
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wstaly w ten sposéb. W tych modelach sygnatowych wyodrebnia sie na ogéxt
dwie sktadowe: skiadowg uzyteczng oraz zaktécenia. Sktadowe uzyteczne
stanowig najczesciej napiecia i prady o czestotliwosci podstawowej, nato-
miast pozostate sktadowe stanowis zakiécenia, ktére powinny byé w maksy-
malnym stopniu tiumione przed zastosowaniem wkasciwego algorytmu pomiaru
wielkosSci kryterialnej. Filtrowanie zaktécen Jjest miedzy innymi swego ro-
dzaju redukcjg rzedu modelu, w ktérym zostaly one uzyskane. Ostatecznie
wiec przy skutecznym odfiltrowaniu zaktécen mozna otrzymaé prosty model,
ktérego parametry mogg stanowié wykorzystywane wielkosci kryterialne. Ten
zredukowany model systemu, dla takich wielkosci kryterialnych, jak warto-
$ci skuteczne sygnaidéw, moce czynna i bierna, odgrywa nieco mniejszg ro-
le. Jego postaé ma jednak bardzo duze znaczenie wéwczas, gdy obliczanie
rezystancji i reaktancji jest oparte na rozwigzywaniu réwnania obwodu
zwarciowego, "zasilanego" napieciami i prgdami systemu.

Poniewaz napiecia i prady przechodzg dtugg droge,zanim jako wartosci
cyfrowe wejda do realizowanego algorytmu cyfrowego, istotne jest rozwaze-
nie, jak zmieniajg sie owe modele sygnatowe na tej drodze. Jest tu zwtasz-
cza istotne, jak zmienia sie widmo sygnatu, a konkretnie relacja miedzy
sygnatem uzytecznym a zakiéceniami.

3.1. Model sygnatowy deterministyczny i sygnalowy model probabilistyczny

Stosowane modele sygnatowe mozna podzielié na trzy rodzaje:

- model sygnatowy catkowicie deterministyczny (np. [37],[145],[157])

- model cze$ciowo deterministyczny [164]

- model probabilistyczny [47].

Najwczesniej stosowanym modelem byt i nadal jest model catkowicie de-
terministyczny. W modelu tym zardéwno sygnatr uzyteczny, jak tez zaktéce-
nia, uwazane sg za $ciste, zdeterminowane funkcje czasu, ktérych parame-
try nie sg znane. Zakres zmian niektérych z tych parametréw mozna prze-
widzieé, ocenié lub obliczyé (ewentualnie na drodze modelowej), inne z
nich mogg byé przewidziane w sensie znajomos$ci wartosci maksymalnych, a
pewne na przykiad fazy mogg byé zupeinie dowolne. Tak okreslony model
sygnatowy pozwala na zapisanie napieé¢ i pradéw obwodu zwarciowego naste-
pujacymi ogélnymi réwnaniami [86], [116], [145], [182]:

n
U1cos(m1t + wu) + :Ej U, cos(wkt + Quk) 4

uf{t) =
1 k=1
+ :Ej exp(-t/T, ) U, coslw t + ¢ ) (3.1)
m=1

n
i(t) = I1cos(w1t + wi) + I, exp(-t/Ta) + ZE: Ik cos@nkt + @ik) +
k=1
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1
+ Z exp(-t/T,4 ) cos(wmt + o4p)
m=1

gdzie:

Wys Uygs Iis Oy 04 - czestotliwo$§é, amplitudy i fazy sktadowych podsta-

wowych napiecia i pradu,

Ia' Ta - amplituda i stala czasowa zanikania skladowej nieokresowej

pradu,

Uzm' Izm' Toim® Taun* Pum?® ®im = czestotliwosci, amplitudy, state
czasu zanikania oraz fazy zakiécajgcych sktadowych
oscylacyjnych napieé i pradéw.

W powyzszym modelu napieé i1 prgdéw oddzielono wyraZnie uzyteczne
sktadowe podstawowe oraz zakiécenia. W istocie liczba skiadowych zakiéca-
Jacych meze byé na ogél ograniczona do Jednego dominujgcego w napieciu i
dwu w pradzie (np.[145]), co pozwala na zapisanie zaleznosci (3.1) w po-

staci uproszczonej:

ldm,

u(t) = Ujcos(ut + o ) + exp(-t/Tau) U, cos(w,t + ¢uz)
1(t) = Ijcostw,t + 0;) + I, exp(-t/T,) + (3.2)

+ exp(-t/T, ;) I, coslw,t + q,,)

W tak uproszczonych réwnaniach napieé¢ i prgdéw mozna juz pokusié sie
o sformulowanie najbardziej niekorzystnych warunkéw identyfikacji skila-
dowych podstawowych napieé i pradéw., Mozna wiec przewidywaé, ze wystepu-
Je to wtedy, gdy sktadowa nieokresowa pradu ma najwyzsza amplitude, skia-
dowe oscylecyJjne zanikajg wolno, majg znaczne amplitudy, a ich czestotli-
woédé Jest niezbyt odlegla od czestotliwosci podstawowej. Szczegétowe pa=-
rametry mozna uzyskaé z badari modelowych chronionego elementu systemu
elektroenergetycznego, co stanowi podstawe do oceny bledéw identyfikacji
wielkoéci kryterialne] przy zadanym algorytmie cyfrowej filtracji i po-
miaru,

Drugi z omawianych modeli sygnatowych [164] zakada, 2e identyfikowa-
ne sktadowe napieé i pradéw majg charakter deterministyczny, a zaklécenie
probabilistyczny. Napiecia i prady zwarciowe sg tu opisane réwnaniamis

u(t) = u, cos(m1t + ¢u) + ev(t)
i(t) = I, coslu,t + mi) + I, exp(-t/Ta) + ei(t) (3.3)

gdzie e (t), e,;(t) - zakiécenia napiecia i pradu o charakterze procesu
losowego.
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Znajomos$é charakterystyk zakidceri pozwala na okreslenie optymalnej
zasady pomiaru parametréw napieé 1 pradéw, a zatem i wielkosci kryterial-
nych. Mierzone wielkosci stajg sie teraz ich estymatami, gdyz staja sie
one, gdy zakidécenia sg losowe, rdéwniez zmiennymi losowymi. Szczegdlnie
prosta zasade estymacji optymalnej otrzymuje sie, gdy zakiécenia sg szu-
mem biatym normalnym o znanej funkcJi gestosci mocy. Wéwczas wartosé
oczekiwana biedu estymacji jest zerowa, a wielko$é wariancji biedu zale-
2y od widma gestosci mocy zakléceri oraz czasu pomiaru. Funkcje gestosci
mocy mozna okre$lié na podstawie modelu cyfrowego chronionego fragmentu
systemu, odpowiednio rozbudowanego, dla réznych zmiennych parametrdéw,ta-
kich jak na przyktad: konfiguracja systemu, miejsce zwarcia, rezystancja
przejscia w miejscu zwarcia, faza, przy ktérej nastgpito zaburzenie itp.
Widmo gestosci mocy szumu biatego Jjest widmem stalym w catym przedziale
czegstotliwodéci i jesli uzyskane modelowo widmo nie odbiega znacznie od
ptaskiego, estymacja jest niemal doktadnie optymalna, a wartos$é warian-
cji btedéw okresli sie dla maksymalnej wartosci widma. Gdy widmo empi-
ryczne odbiega bardzo znacznie od widma szumu biatego, mozna albo rozbu-
dowaé model sygnatowy (3.3) i otrzyma sie stosownie rozbudowang zasade
estymacji optymalnej, lub tez mozna pozostaé przy tym samym modelu, go-
dzgc sie na rozwigzania prostsze i zasade suboptymalng, lecz wéwczas ko-
nieczne jest okreslenie, Jjakie btedy wynikaja z takiego postepowania.

Trzeci z omawianych modeli sygnatowych moze byé opisany réwnaniami:

u(t) = Ugcos w,t + quin 0t + e, (t) (3.4)

i(t) = I cos w,t + I,sin w st + I exp(=t/T ) + e;(t)

1

W modelu tym zaktada sie, ze U,, Uq, I Iq, Ia s niezaleznymi
zmiennymi losowymi normalnymi (o rozkiadzie normalnym), a zakiécenia sg
niezaleznymi szumami biarymi normalnymi.

Réwnania (3.4) prowadzg do modelu zmiennych stanu i estymacji opty-
malnej, ktéra Jjest realizowana za pomocg filtru Kalmana [2]. Filtr ten,
jak i sam model sygnatowy, oméwiono w rozdz., 6.

3,2, Wspétzaleznoéé modeli sygnaxdw i uk}¥adéw pierwotnych

Wspomniano juz uprzednio, ze filtrowanie zaktdécen napieé i praddw,
stosowanych nastepnie do obliczania wielkosci kryterialnych, ma miedzy
innymi znaczenie dla redukcji rozmiaru modelu uktadu, w ktérym te sygna-
1y powstaty. Powigzanie modeli sygnaléw i ukradu ma mniejsze znaczenie,
gdy wielkosSciami mierzonymi sg amplitudy, wartosci skuteczne czy tez mo-
ce, Nie ma to réwniez istotnego wptywu wtedy, gdy zakitécenia sg odpowied-
nio trumione i korzysta sie z obliczonych mocy oraz amplitud do okresle-
nia rezystancji lub reaktancji. Jesli jednak okreslenie tych wielkosci
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jest oparte na rozwigzywaniu réwnania obwodu zwarciowego, to problem
nabiera zasadniczego znaczenia, Aby to zilustrowaé zaiézmy, ze przyjeto
najprostszy model tego obwodu dany réwnaniem:

ult) =L g+ R 30 (3.5)

Nie wnikajgc tutaj w szczegdély uzyskiwania dwu réwnan potrzebnych do
obliczenia poszukiwanych wartosci R i L, mozna Jjedynie stwierdzié,
ze ich rozwigzywanie jest oparte na rzeczywistym napieciu u(t) 1 pra-
dzie 1(t) systemu. Pochodna prgdu jest co prawda niedostepna pomiarowo,
lecz mozna Jg obliczyé, Istotne sg natomiast tutaj dwa czynniki: wier-
nosci modelu obwodu zwarciowego oraz wiernosci sygnaiéw transformowanych
w uktadzie pomiarowym. Po rozwazeniu pierwszego czynnika mozna stwier-
dzié, ze jeéliby model opisany réwnaniem (3.5) byt doktadny, to obliczo-
ne z tego réwnania wielkosci R 1 L na podstawie rzeczywistych u(t)

i i(t) tez byiyby doktadne. Jesli jednak wyniki sg obarczone biedem,

to oznacza to nieadekwatno$é modelu uktadu, modelu sygnatowego i sygna-
16w rzeczywistych., Jest mozliwe w tej sytuacji albo rozbudowanie réwna-
nia (3.5) o czynnik biedu modelowania e(t) i poszukiwanie optymalnej
metody jego rozwigzania, albo zwiekszenie rzedu modelu i réwnania
(uwzgledniajac réwnolegte pojemnoéci), albo tez filtracja sygnaidéw napie-
cia i pradu., Pierwsze dwa sposoby sg skuteczne i prowadzg do dobrych wy-
nikéw, lecz niestety bardzo rozbudowujg algorytmy pomiarowe. Sposéb trze-
cli jest chyba najprostszy, lecz wymaga zwrécenia uwagi na pewien dodat-
kowy problem, W celu Jjego zilustrowania mozna postuzyé sie bardzo uprosz-
czong analiza., Zatézmy dla uproszczenia zerowe warunki poczgtkowe réwna-
nia (3.5). Obliczajac jego transformate Laplace’a otrzyma sig

Ui:) = R + sL (3.6)

gdzie U(s), I(s) - sg transformatami Laplace’a napigcia i pradu z obiek-
tu zabezpieczonego.

Zatozywszy, ze operatorowe transmitancje toru pomiarowego oraz stoso-
wanych filtréw napiecia i prgdu sg réwne Gu(s) i GI(S) mozna przy-
jaé, iz napiecie i prad uzyte w rozwigzywaniu réwnania (3.6) bedg dane
réwnaniami:

U“(s) = Gy(s) U(s) (3.7)
I'(s) = Gp(s) I(s) )
Podstawiajac (3.7) do réwnania (3.6) otrzymuje sig:

u-(s)
1°(s) = R + sL

czyli
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U(s) GI(s)

I(s) GU(s)

(R + sL) (3.8)

Tak wigc réwnanie (3.8) oraz (3.6) sa identyczne tylko wtedy, gdy
tgczne charakterystyki dynamiczne toru pomiarowego i filtréw napiecia
oraz prgdu sg identyczne. Prowadzi to do wniosku, ze metody pomiaru wiel-
koéci kryterialnych z zastosowaniem réwnan obwodu zwarciowego wymagaja
duzej ostroeznosci.

3.3. Transformacja sygnatéw w torze pomiarowym

Miedzy systemem a uktadami pamieci analogewej, ktdére zapoczgtkowujg
dyskretng czes¢ ukitadu pomiarowego, napiecia i prady przechodzg przez
szereg uktadéw posredniczacych, ktére moga przeksztaicaé zaréwno sktado-
we uzyteczne, jak i zakiécenia. Uktady te to (rys. 2.1a,b): przektadniki
napieciowe i pradowe, przektadniki posredniczgce oraz filtry analogowe.
Bez watpienia, przy -stosowanych w praktyce czestotliwosciach prébkowa-
nia, najbardziej ograniczone pasmo maja dolnoprzepustowe filtry analogo-
we. Z kolei przekiadniki posredniczgce majg ptaskg, szerokopasmowg cha-
rakterystyke i mozna przyjaé, Ze nie przeksztaicajg one ani sktadowej
podstawoweJ, ani zakidécen. W tej sytuacjli ewentualne odkéztalcenia czy
przeksztatcenia sygnatéw o modelach danych réwnaniami (3.2)-(3.4), zwia-
zane sa z przekadnikami napieciowymi i pradowymi (oprécz ograniczenia
pasma).

szewaznie stosowane przekzadniki to indukcyjne i pojemnosciowe prze-
ktxadniki napieciowe oraz indukcyjne przektadniki prgdowe. Najwigksze za~
grozenie odksztaicen sygnaidw dotyczy pradéw i zwigzane jest z niebez-
pleczenistwem nasycenia rdzenia przek*adnika pradowego, spowodowanego
sktadowg nieokresowg o znacznej wartosci., Skutkiem tego jest duze cd-
ksztaXcenie skiadowej podstawowe] pradu, ktdéremu mozna zapobiegaé przez
przeciwdziatanie nasyceniu. Moze ono polegaé na stosowaniu przektadnikéw
odpowiednich konstrukcji, wykorzystaniu stosownych ukiadéw zewnetrznych,
lub tez na skrdceniu czasu pomiaru tak, aby zostal on zakoriczony zanim
przektadnik sie nasyci [185]. Inne czynniki odgrywajg mniejszg rocle i
przektadniki transformujg poprawnie sygnaty w doi3é szerokim pasmie. Za~
gadnienie zwigzane z parametrami tej transformacji stanowig odrebny ob-
szerny problem i, aby nie rozwazaé zbyt duzej liczby szczegdidédw zaciem-
niajgcych giéwny watek pracy, zakrada sie liniowosé przektadnikdéw oraz
statroéd ich charakterystyki czestotliwosciowe] w pasmie przepuszczania
filtru analogowego. Przy tych zatozeniach napiecia oraz prady opisane mo-
delem sygnaXowym (3.2) nie ulegaja istotnym zmianom w wyniku transforma-
cji przez przektadniki napieciowe i prgdowe. Natomiast szum biaty wyste-
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pujacy w modelach (3.3) i (3,4) ma ograniczone pasmo albo wskutek stoso-
wania filtru analogowego, albc tez transformacji przez przektadniki, i
staje sie szumem kolorowym. Projektowanie filtréw optymalnych z takim mo-
delem szumu jest bardzo zlozone i czesciej stosuje sie model szumu biate=-
go otrzymujac filtr suboptymalny. Zazwyczaj ten filtr nie rézni sie¢ zna-
cznie od filtru $cisle optymalnegc.

4, MIERZONE WIELKOSCI KRYTERIALNE

4,1, Wprowadzenie

Systemy zabezpieczerl eletrcenergetycznych w zaleznosci od ich stop-
nia ztozonosci wykorzystujg do podjgcia decyzji jednag, kilka lub wie-
le mierzonych wielkosci. Okreslenie warunkéw kryterialnych i stwierdze-
nie, czy wielkosci mierzone znajdujg sie odpowiednio w obszarze dziatania
czy niedzialania zabezpieczer moze byé realizowane dwoma sposobami., W
pierwszym przypadku nie dokonuje sie¢ bezposredniego pomiaru wielkosci
kryterialnych, a odpowiednia kombinacja sygnatéw i warunkéw kryteriale
nych pozwala przez komparacj¢ na stwierdzenie,czy mierzone wielkosci
znajduja sie w obszarze dziatania zabezpieczenia (por. rys. 2.1a). Spo-
séb ten jest charakterystyczny dla zabezpieczeri analogowych i z dobrym
skutkiem jest do dzisiaj stosowany. W drugim przypadku dokonuje sie bez-
poéredniego pomiaru wielkosci kryterialnych, ktére nastepnie sg pordwny-
wane z wartosciami tych wielkoéci, odpowiadajgcymi warunkom dziaXania
zabezpieczenia. Ten sposéb jest charakterystyczny dla zabezpieczehr cyf-
rowych, co ma obszerne odzwierciedlenie w literaturze [14],[17]1,{35],
[411, [46],061],092],[94], [120], [132], [142] . Taka linia podziaXu ma swoJje
uzasadnienie w mozliwo$ciach technicznych przetwarzania sygnaiéw analo-
gowych i cyfrowych. W technice analogowej mnozenie sygnaidéw przez statg
i komparacja sg tatwe do zrealizowania, ale mnozenie, dzielenie, przesu-
wanie fazy czy tez calkowanie w zadanym przedziale wigze sie z pewnymi
trudnosciami i ma swoje skutki dynamiczne. Z kolei te wasnie operacje
sg atwo realizowane w technice cyfrowej, umozliwiajgc bezposredni
pomiar wielkosci kryterialnych.

Bezposredni pomiar ma duze zalety w precyzyjnym wyborze obszaru
dziatania zabezpieczeri. Moze on w tym przypadku byé uksztaitowany zupei-
nie dowolnie, co jest tylko kwestig rozbudowy zaleznos$ci logicznych pro-
wadzgcych do podjecia decyzji.

Mierzonymi wielko$Sciami kryterialnymi, ktére beds rozwazane w tej
pracy, sa:

- warto$ci skuteczne lub amplitudy prgdéw i napied

- moce czynna i(lub) bierna
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- sktadowe impedancji: rezystancja 1 reaktancja lub skiadowe admitan-
cjis konduktancja i susceptancja.

Cyfrowy pomiar wymienionych wielkoéci jest obszernie reprezentowany
w literaturze np, [6],[41], [62],[94]. Mozna tu zauwazyé, Ze metody i al-
gorytmy pomiaru prostszych wielkosci kryteriaslnych powstajg jakby na mar-
ginesie metod pomiaru sktadowych impedancji, stanowigcych wielkosci kry-
terialne najbardziej skomplikowanych Zabezpieczen, ktérymi sg zabezpie-
czenia odlegiosciowe 1linii, Na przykiad rezystancja obwodu zwarciowego
moze byé tatwo obliczona Jjako iloraz mocy czynnej i kwadratu amplitudy
pradu. Sekwencja typu: sygnaty (prady i napiecia)-parametry sygnaidw-pro-
ste wielkosci kryterialne-ziozone wielkosSci kryterialne, jest wiec w pew-
nym sensie charakterystyczna. Naturalng tego konsekwencjg jest cata grupa
metod, w ktérych do obliczenia wszystkich wymienionych wielkesci kryte-
rialnych wykorzystuje sie ten sam zbidér skradowych sygnatéw, to Jjest
sktadowych ortogonalnych. Cechg charakterystyczng tych metod jest to, ze
stanowig prosty, naturalny i bardzo spdjny system pomiarowy.

Oprécz wymieniocnych tu metod stosuje sie tez inne, ktdére sg charakte-
rystyczne tylko dla pomiaru wybranych wielkesci, a takze czesto wywodzg
si¢ z metod analogowych, Zaliczyé do nich trzeba usrednienie wartosci
bezwzglednych lub kwadratdéw napied¢ i prgddéw w celu pomiaru amplitudy,czy
tez udrednienie iloczyndéw pradéw i napieé¢ w celu pomiaru mocy, Czestg
metodg Jjest rdéwniez bezposSrednie rozwigzywanie réwnar modelu obwodu zwar-
ciowego w celu obliczania rezystancji i reaktancji tego obwodu. Zaréwno
te pierwsze, Jak i te ostatnie, majg swojg obszerng literature [61],[62],
[631,[131], a ich zalety i wady sg dobrze znane.

Jeszcze w Jjednej grupie metod stosuje sie opéiniemia i liniowe prze-
ksztatcenia sygnaidw [41],[94]. Nie ma jednak potrzeby wydzielania tej
grupy metod; poniewaz omawiane przeksztatcenia prowadza do uzyskiwania
skxadowych ortogonalnych, czego autorzy wyraZnie nie eksponujg. Metoedy
te nalezg wiec do grupy pierwszej. Trzeba tu takze dodad, ze liniowa kom-
binacja sygnatdéw opéznionych stanowi przeciez filtr cyfrowy, ktérego cha-
rakterystyki sg zalezne od wartosci opdznienia i tej liniowej kombinacji.
Tege faktu takze w pracach [41],[94] nie omawia sie, a ma to istotny
wpiyw na charakterystyki czestotliwoéciowe stosowanego algorytmu pomiaru,
Zagadnienie to bedzie oméwione w nastepnym podrozdziale, w ktérym zawar-
to analize i synteze réznych metod wyznaczania sktadowych ortogonalnych
sygnaiéw. Przedtem konieczne jest jednak wyjasnienie dwu pojeé, ktdére be-
dg uzywane w kolejnych podrozdziatach: skzadowe ortogonalne sygnaiu oraz
sygnaty ortogonalne. To drugie pojecie ma prostg definicje, analogiczng
do iloczynu skalarnego wektoréw. Otéz dwa sygnaty sg ortogonalne w pew-
nym przedziale T, jesli catka ich iloczynu w tym przedziale Jjest zerowa
[79]. Pojecie to jest wykorzystywane na przykiad do poszukiwania ortogo-~
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nalnych funkcji wagi filtréw (rozdz. 5) Drugie z pojeé, pojecie sktado-
wych orto%onalnych jednego sygnalu, dotyczy sktadowych zespolonego wek-
tora Xe wt+o)

rzednych prostokgtnych taki, ze na jednej z osi jest odkadana czesé rze-

, nazywanego dalej fazorem. Jesli przyjeto uktad wspdi-

czywista tego fazora, a na drugiej czesé urojona, to te dwie sktadowe
fazora stanowig dwa ortogonalne wektory, bedgce funkcjami czasu. Na pod-
stawie znajomosci jednej ze sktadowych, na przykiad jak przyjeto dalej

- sktadowej fazora wedtug osi rzeczywistej (jego rzutu na te 0$) - mozna
wyznaczy¢ drugg sktadowg na podstawie liniowej kombinacji réznie opdinio-
nej sktadowej rzeczywistej lub odpowiedniego filtru. Ten proces wyznacza-
nia skt*adowej ortogonalnej do znanej sktadowej fazora nazwano dalej orto-
gonalizacJjg. A wigc, znajgc sygnatr X cosﬁu1t + ©) nalezy wyznaczyd

X sin(w1t +¢ ), co pozwala, przy znanej czestotliwosci wq, Na peing
identyfikacje fazora, to znaczy jego amplitudy X i fazy ¢. Nalezy tu
Jjeszcze dodaé, ze mozna przyjaé uktad wspéirzednych, ktéry obraca sie z
takg samg predkoscig katowa jak fazor i wdéwczas jego skladowe nie bedg
Jjak poprzednio funkcjami czasu, lecz rzutami fazora na osie w chwili t
réwnej zeru (X cos ¢, X sin w). Takie sktadowe wyznacza sie w metodach
korelacji (rozdz. 5).

4,2, Metody otrzymywania skXadowych ortogonalnych sygnaidw
i ich charakterystyki

Metody i algorytmy pomiaru wielkosci kryterialnych wykorzystujgce or-
togonalne sktadowe napieé i pradéw sg tak czesto stosowane, ze w zZwigzku
z nimi opracowano wiele sposobéw ortogonalizacji sygnatéw. Wszystkie one
mogg byé sprowadzone do metod przedstawionych schematami blokowymi na rys,
4,1a-d. Te schematy blokowe odzwierciedlajg dwie grupy metod réznych pod
wzgledem funkcjonalnym.

W pierwszym przypadku (rys.4.la,b) procesy cyfrowej filtracji i orto-
gonalizacji sg rozdzielone. Wobec tego w tych przypadkach, gdy filtracja
sygnatu nie Jjest konieczna, mozliwe jest dokonanie Jjedynie ortogonaliza-
cji zgodnie z przedstawionymi schematami blokowymi. Jedli jednsk sygna

jest na tyle zakiécony, ze jego filtracja cyfrowa jest koniec
uktad ortogonalizacji jest poprzedzony odpowiednim filtrem ({(blck =:
czony liniag przerywang na rys. 4.1a). Podobny filtr moze poprzedzad
uktad ortogonalizacji przedstawiony na rys. 4.1b. W drugim priypadku

zna,

L2ZNa~

(rys. 4.1c,d) procesy filtracji i ortogonalizacji sygnaidéw sg zespolone.
Wymagane przetwarzanie sygnaiéw jest dokonywane z wykorzystaniem pary
cyfrowych filtréw ortogonalnych (rys. 4.10) lub filtru stanowego Kalma-
na (rys. 4.1d). Szczegétowe wtasnosci tych filtréw cyfrowych zostang
oméwione w rozdz. 5 i 6, natomiast ponizej rozwazono cechy wydzielonych
metod ortogonalizacji.
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Rys. 4.1. Metody uzyskiwania sktadowych ortogonalnych sygnatéw: a - poje-
dyncze opéznienie, b- podwéjne opéinienie,c - para filtréw ortogonalnych,
d - filtr wediug modelu zmiennych stanu
Fig. 4.1. Methods of extraction of orthogonal signal components: a - single
delay, b - double delay, ¢ - a pair of orthogonal filters,

d - a filter using state space model

Niech niezaktdécony sygnar wejsciowy x Dbedzie w postaci ciggtej i
dyskretnej opisany réwnaniami:

x(t) = X, cos(ust +¢) (4.1a)

x(n) = Xy cos(n WaT; + 0 ) (4.1b)
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gdzie
T, - okres prdébkowania,, (czestotliwosé prdébkowania wy = Zn/Tl),
nri - czas dyskretny; n = 0,1,2 ...

Zatézmy dalej, ze sygnat opisany réwnaniem (4.1) stanowi jego sktado-
wa bezpodrednia, wobec tego sktadowa ortogonalna jest opisana funkcjg si-
nus tego samego argumentu:

xd(n) = x(n)
(4.2)
xq(n) = X, sin(n w,T; + ®)

gdzie xj - sktadowa bezposrednia, x_ - sktadowa kwadraturowa,

Poszukiwang sktadows ortogonalng x_(n) nalezy otrzymaé w wyniku 1li-
niowej kombinacji sygnatu x(n) oraz sygnatu opéznionego x(n - k) (rys.
4,1a - opéznienie jest tam reprezentowane operatorem opéznienia 27K,
Okreslenie tej sktadowej ortogonalnej sprowadza sie, jak tatwo zauwazyd,
do rozwigzania nastepujacego uktadu réwnan:

x(n) = xd(n)

x(n - k) = x1cos(n w,T; + ¢) cos(k w1Ti) + x1sin(n W Ty +
+0¢) sin k wyTy = xd(n) cos k w Ty + xq(n) sin k 0, Ty

(4.3)
Rozwigzanie to Jest opisane réwnaniami:

xd(n) = x(n)

x(n - K) - x(n) cos(ik w,T,) st}

xq(n) ) sin(k w,T,)
171

Réwnania (4.4) pozwalajg na stwierdzenie, ze po pierwsze: sktadowa
ortogonalna x (n) moze byé obliczana tatwiej lub trudniej w zaleznodci
od opéznienia dyskretnego k, a po drugie: ta ortogonalizacja jest fil-
trem cyfrowym sygnatu x(n). Przyktadowo, szczegdlnie prostg postaé réw-
nai otrzymuje sie, gdy sygnatr jest opéZniony o jedng czwartg okresu i
wéwczas

xd(n) = x(n)
(4.5)
xq(n) = x(n - k)

gdzie k = T1/1+Ti = N1/4.

Podobnie postepuje sie podczas wyznaczania sktadowej ortogonalnej z
zastosowaniem dwukrctnego opéznienia sygnatu (rys. 4.1b), to jest z uzy-
ciem x(n), x(n - 2k). Przyjmuje sie tutaj, ze sktadowg bezposrednig sta-
nowi sygnal pojedynczo opéZniony, a stad wynikajg nastepujgce réwnania:
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x4(n) = x(n - k) = X,cos[(n - k) w,t + 0] 4.6)
xq(n) = X1sin|1n - k) wt o+ 0]

oraz

x(n) = xd(n) cos (k w1Ti) = xq(n) sin(k 0, Ty ) )
.7
x(n - 2k) = x43(n) cos(k w,T,) + xq(n) sin(k w,T;)
Rozwigzanie tego ukladu réwnari okresla sposéb wyznaczania skladowych
ortogonalnych z zastosowaniem podwéjnego opéinienia sygnaiu
xd(n) = x(n - k)
' (4.8)

x(n - 2k) - x(n)
%q(n) = TreTRtk w, T, )

I w tym wypadku przeksztatcenie sygnatéw odpowiada pewnemu filtrowi
cyfrowemu, ktérego charakterystyki zalezg od k, jak tez dla pewnych k
otrzymuje sie szczegélnie proste zaleznosci. Na przykiad, gdy opdéZinienie
sygnatu jest réwne n/6, réwnania (4.8) majg postad:

xd(n) = x(n ~ k)

(4.9)
xq(n) = x(n - 2k) - x(n)

gdzie k = T1/12Ti = N1/12.

Poréwnujac réwnania (4.5) i (4.9) mozna dojs$é do wniosku, ze w szcze
gélnych przypadkach opéznienie pojedyncze pozwala na prostsze uzyskanie
sktadowych ortogonalnych. Ten jeden parametr jest jednak niewystarczajg-
cy, by scharakteryzowaé i poréwnaé obie metody ortogonalizacji. Decyduja
o tym przynajmniej trzy wielkosci, zalezne od wartosci opéZnien sygnatu;
sg to: sama wartos$é¢ opdinienia sygnatu warunkujgca dynamike pomiaru
okreslonych wielkosci, prostota réwnan (4.4) i (4.8) oraz charakterys-
tyka czestotliwosciowa ortogonalizacji, determinujgca tgczng charakte-
rystyke czestotliwodciowg algorytmu pomiaru. Wartosci opdinien oraz
wspétczynnikéw w réwnaniach (4.4) i (4.8) otrzymuje sie natychmiast, na-
tomiast charakterystyki czestotliwoscicwe ortogonalizujgcego filtru cyf-
rowego w obu omawianych przypadkach uzyskuje sie po prostych przeksztai-
ceniach tych rdéwnarn. Sposéb postepowania zilustrowano na przyktadzie or-
togonalizacji z pojedynczym opéinieniem sygnatu.

Obliczmy najpierw transformate Z obu stron drugiego z réwnan (4.4).
Uzyskuje sie wowczas nastepujace rdéwnanie:

Y z7% _ cos(x w,T,)

2 Ix (n)} = x (2) = 11
- a sin(k w,T,)

x(z) (4.10)

sT .
gdzie z = e L operator opéinienia.
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Pierwszy czion réwnania (4.10) okresla dyskretng transmitancje anali-
zowanego filtru cyfrowego. Po oznaczeniu jeJ przez G1(z) oraz podsta-
wiajgc s = Jw w operatorze opéinienia, otrzymuje sie widmo filtru

-3JkwT, -
i
- cos(k wT,)

G; (jw) = (4.,11)

sin(k w,T,)
Postepujac identycznie z drugim z réwnan (4.8), otrzymuje sie widmo
filtru ortogonalizujacego z zastosowaniem dwukrotnego opéZnienia sygnaiu

sin(k w Ti) e-:jkuﬂ‘i

Gp(30) = 3 (4.12)

sin(k w,T;)

Moduty oraz argumenty widm tych filtréw, wynikajgce bezposrednio z
réwnad (4.11) i (4.12), s3 okreslone nastepujaco:

2 W
VG + cos<(k w1Ti) - 2cos(k w1Ti)congT k(u1T1)

Gr(Jw)|= (4,13a)
03 3e2) sin(k w,T;)
O
X sin (w1 k w1Ti>
G, (Ju)|= (4.13b)
' sin(k w1Ti)
w
) sin(—uq- kw,"l‘i)
arg G1(jw) = arctg = (4.13c)
cos(k w1Ti) - cos(a— k w1T%>
1
* T
arg Gz(jm) = —— - kuwTy (4.13d)
2

Dwa ostatnie wzory wskazujg, ze gdy stosuje sie podwdjne opéznienie
sygnatu,wzajemny argument jest niezalezny od czestotliwoici (jedna skta-
dowa ma argument -kuwT,;, a druga m/2 - k(uTi), czyli sktadowe przy od-
chyleniu czestotliwosci pozostajg ortogonalne, gdy tymczasem przy opdi-
nieniu pojedynczym tak nie jest. Tak wiec przy niewielkich odchytkach
czestotliwosci powstajg btedy ortogonalizacji zwigzane ze zmiang moduiu
i argumentu, gdy opdinienie jest pojedyncze oraz tylko zmiang moduiu
podczas ortogonalizacji z podwéjnym opéZnieniem.

Moduty widm ((4.13a), (4.13b)), Swiadczace o zdolnosciach filtracyj-
nych sygnatu w procesie ortogonalizacji, przedstawiono na rys. 4.2 i 4.3
przy przyjetej przyktadowo czestotliwosci prébkowania 600 Hz, odpowiada-
Jace) dwunastu prébkom w okresie sktadowej podstawowe] T1/'1‘1 = 12, dla
réznych opéinieri sygnatu kri (k = 1,2,3). Jak widaé z tych rysunkéw,
zwigkszenie wartosci opéinienia poprawia charakterystyki widmowe i zwigk-
sza skutecznoéé filtracji sygnatu, Mozna tez zauwazyé, ze charakterysty-
ka widmowa, gdy stosuje sie podwédjne opéinienie sygnatru Jjest korzystniej-
sza niz przy opdznieniu pojedynczym., Oba te spostrzezenia sg jeszcze jed-



27

Rys. 4.2. Widma filtru ortogonalizujacego z zastosowaniem pojedynczego
opéinienia sygnatu przy réznych wartosciach opéznienia (k = 1, 2, 3)
Fig. 4.2. Spectra of orthogonalizing filter using single delay

for different delay values (k = 1, 2, 3)

L
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Rys. 4.3. Widma filtru ortogonalizujacego =z =zastosowaniem podwdjnego
opéznienia sy%nalu przy réznych wartosciach opézZnienia
k - liczba prébek opéznienia)
Fig. 4.3. Spectra of orthogonalizing filter using double delay for
different delay values (k - number of samples)

ng ilustracja znanego dylematu szybkosé-doktadnosé. Najgorszy przypadek
odpowiada pojedynczemu opéZnieniu sygnatu o jeden okres impulsowania
(rys. 4.2, k = 1), Wéwczas w wyniku ortogonalizacji ewentualne wysoko-
czestotliwoéciowe sktadowe zaklécajgce sg wzmacniane i stajg sie istot-
nym Zrédiem biedéw pomiaru wielkosci kryterialnych. Optymalny natomiast
wydaje sie przypadek opéznienia sygnatu o kgt m/2 (to znaczy k =

=1 /2 wTy = N1/4), dajac proste réwnanie ortogonalizacji (4.5) i ptas-
kg charakterystyke widmowg (k = 3 na rys. 4.2), chociaz opéZnienie zwig-
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Rys. 4.4, Przypadek szczegélny widm filtréw ortogonalizujgcych z wyko-
rzystaniem: a - pojedynczego, b - podwéjnege opdinienia sygnaiu przy
tej samej efektywnej wartosci opéznienia
Fig. 4.4, Particular case od orthogonalizing filters spectra using: a -

single, b - double signal delay for the same effective delay value
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Rys. 4.5. Widma wybranych metod ortogonalizacji: rézniczkowanie ciggte
N4y —s= ); 1 - rézniczkowanie dyskretne; 2 - opéznienie sygnatu (k = 1)
Fig. 4.5, Spectra of chosen methods of orthogonalization: continuous
differentiation (Ny— == ); 1 - discrete differentiation;
2 - signdl delay (k = 1)

zane z ortogonalizacjg - i w konsekwencji opéznienie pomiaru - jest zna-
czne.
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Na rysunku 4.4 przedstawiono dodatkowo przyktadowe charakterystyki
widmowe G;(jw) i Gz(jw) dla tego samego efektywnego opéznienia - to
znaczy gdy N1 = 16, k = 4 w ortogonalizacji z opéZnieniem pojedynczym
oraz k = 2 2z opdZnieniem podwéjnym. Jak widaé, charakterystyki widmowe
sg w zasadzie korzystniejsze, a i réwnania ortogonalizacji prostsze
(4.5) w metodzie z pojedynczym opéznieniem sygnatru (dla tej szczegélme]
wartoéci opéznienia).

Nie wspomniano dotychczas o jeszcze jednej metodzie ortogonalizacji,
polegajace]j na wykorzystaniu pochodnej sygnatu [94]. Metoda ta jest jed-
nak analogiczna do ortogonalizacji przez opéinienie sygnatu, a charakte-
rystyka widmowa niemal doktadnie zgodna z krzywymi przedstawionymi na
rys. 4.2 i 4.3 gdy k = 1 (w tym drugim wypadku widma sg identyczne).

Poréwnanie odpowiednich charakterystyk przedstawiono na rys. 4.5.
Prosta na tym rysunku odzwierciedla widmo rézniczkowania ciggiego, gdy z
kolei krzywe 1 odpowiadajg widmu rézniczkowania dyskretnego, a krzywe 2
widmu ortogonalizacji przez opdinienie sygnatu dla dwu réznych czestotli-
woici .prébkowania, Jak widaé, krzywe 1 i 2 rzeczywiicie réznig sie nie-
znacznie, a takze widmo pogarsza sig (rosnie) wraz ze zwiekszeniem czes-
totliwosci prdbkowania , zdazajgc do widma odpowiadajgcego rézniczkowa-
niu sygnatu ciggtego. Widmo tego sposobu ortogonalizacji Jjest wiec
uksztattowane tak niekorzystnie, Ze metoda moze byé stosowana tylko wte-
dy, gdy sygnat nie zawiera zakiécen wysokoczestotliwosciowych, ktére sg
znacznie wzmacniane.

W zakoriczeniu omawiania wiasnosci tych metod ortogonalizacji warto
jeszcze zauwazyé, ze mozliwo$é realizacji pewnych szczegdlnie prostych
przypadkéw jest uwarunkowana czestotliwoscia prdbkowania, 0téz sygnat
moze byé opézniony tylko o catkowity wielokrotnoéé okresu prdbkowania. i
wobec tego na przyktad opdéznienie o m/2 moze byé zrealizowane tylko
wtedy, gdy liczba prdébek w okresie sygnatu jest podzielna przez cztery
(na przyktad N, = T,/T, = 12; 16 itp.).

W dotychczasowych rozwazaniach oméwiono wiasnosci metod majacych te
wspbélng ceche, ze procesy filtracji i ortogonalizacji sg rozdzielone,
Znacznie wieksze znaczenie i zastosowanie majg jednakze te metody, w kté-
rych filtracja i ortogonalizacja sg zespolone w jeden algorytm przetwa-
rzania prébek sygnatu, Ilustracjg tych metod sg schematy blokowe przed-
stawione na rys. 4.1c i 4.,1d. W pierwszym przypadku wykorzystuje sie pa-
re¢ filtréw ortogonalnych, ktére na swym wyjsciu maja odfiltrowane,orto-
gonalne sygnaty Yar yq. Warunkiem koniecznym takiej ortogonalizacji
jest ortogonalnosé funkcji wagi filtréw wd(t), wq(t) wewnatrz zadanego
oknanomiarowego T, zapisywana réwnaniem:

fwd(t) Yo (t) dt = 0 (4.14)
(o]
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Prostym przyktadem moze byé taka para funkcji, z ktérych jedna jest
parzysta, a druga nieparzysta w odniesieniu do $rodka okna pomiarowego
T/2. Tak dobrane filtry, po doprowadzeniu do ich wej$cia sktadowej pod-
stawowej sygnatu x(n) (4.1), majg na wyjSciu wzajemnie ortogonalne syg-
naty yy 1 Yq opisane réwnaniami:

Vg = F1dx(n -1),
A
Vg = F1qx(n -1+ N1/4), lub A F1qx(n -1+ 5) (4.15)

gdzie

x(n) = X,cos(n w,T; +09),

F1 - modul transmitancji filtru dla czgstotliwosci Wys

1 - opéznienie sygnatu wprowadzane przez filtr (o kat 1 wyTy)e
Wspétczynniki F,u4 1 F1q w réwnaniu (4.15) moga byé rézne, lecz w

wiekszosci typowych przypadkéw sg jednakowe, co upraszcza réwnania po-

miaru réznych wielkosci. Wskaznik opéZnienia sygnatéw 1 niekoniecznie

musi byé liczbg catkowits. Zalezy to od czestosci prdébkowania (parzys-

te lub nieparzyste N1) i samych fuchji wagi filtréw. Zazwyczaj ta war-

tosé opéinienia jest réwna potowie drugosci okna pomiarowego. Innymi sto-

wy, faza sygnatu wyjsciowego filtru jest odniesiona do Srodka jego okna.

Pozwala to na zapis réwnan (4.15) w uproszczonej postaci:

Vg = FqX; cosln w, Ty - +¢) (4.16)

A -F,X, sin(n w,T; = +0¢)

gdzie F1q = F1d = F1, o =1 m1Ti.

Réwnania te, okreslajace przeksztatcenie sktadowej podstawowe] przez
filtr, pozwalajg dalej na sformutowanie odpowiednich algorytméw pomiaro-
wych, Nie dostarczajg one zadnej informacji o ttumieniu sktadowych o in-
nych czestotliwosciach, a wiec o charakterystyce widmowej filtru. Zagad-
nienia te sg rozpatrywane oddzielnie w p. 5,2,

Sktadowe ortogonalne mogg byé takze uzyskane w wyniku stosowania ko-
relacji lub - inaczej méwigc - odwzorowania przebiegu x(n) z zastoso-
waniem wspdiczynnikéw szeregu Fouriera, Takie przeksztalcenie sygnaiu
nie jest juz w Scisiym sensie réwnaniem filtru, a sygnar wyJjsSciowy nie
Jest przemienny, lecz staly. Uzyskiwane sktadowe moga by¢ zapisane przy
podobnych jak w (4.16) zatozeniach upraszczajacych w postaci:

vq = FX; cos(B - ¢)

(4.17)

v = FX sin(B - o)

1
gdzie B - polozenie funkcji korelujacych w chwili t = O.
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To przeksztalcenie sygnatu ma jednak okreslone wtasnosci filtracyjne.
Mozna tu dodad, e w przypadku, gdy funkcje wagi filtréw, funkcje korelu-
Jjace oraz okna pomiarowe sg takie same, wéwczas réwniez charakterystyki
filtracyjne sg identyczne, Zagadnienia te sg szczegéiowo rozwazane w
Pe o3

Najprostsza postaé sktadowych ortogonalnych uzyskuje sie dzieki zas-
tosowaniu filtru Kalmana, lub ogélniej - modelu stanowego sygnatu (rys.
4,1d), Filtr ten wyestymowuje wartosci skadowych ortogonalnych sygnatu
wejsciowego. Mogag to byé, w zaleznosci od przyjetego modelu, albo skta-
dowe ortogonalne fazora, albo tez sktadowe ortogonalne w chwili rozpocze-
cia filtracji. Wartosci oczekiwane tych estymat sg réwne sktadowym orto-
gonalnym sygnatu wejsciowego, co pozwala na zapisanie nastepujacych réw-
nari odpowiednio dla obu rozwazanych modeli:

- model estymacji sktadowych fazora

E{f,m) ] = ygm) = B {&m)} = xy(n)

~ N (4.18a)
E {yq(n)} = yq(n) = E {xq(n) } = xq(n)
- model estymacji poczgtkowych sktadowych ortogonalnych
E{y,(n)} = y.(n) = X, cos o
{Fa(m) } = vq 1 (4.18b)

E {§q(n) } = yq(n) =X, sino

gdzie
¥, ¥ - estymaty wielkosci vy, x,
E {X} - wartosé oczekiwana x,

x(n) = xd(n) = X, cos(n wyT; + ¢®).

Réwnania (4.18a) i (4.18b) sg wystarczajgce do okreslania algorytméw
pomiaru poszczegélnych wielkosci z zastosowaniem filtru Kalmana, a szcze-
gétowe rozwazania jego wtasnosci i charakterystyk podano w rozdz,., 6.

4,3, Podstawy algorytméw pomiarowych z zastosowaniem
sktadowych ortogonalnych

Dysponowanie sktadowymi ortogonalnymi umozliwia obliczenia w szcze-
gélnie spéjny i prosty sposéb omawianych wielkosci kryterialnych. Postad
koricowa réwnan Jjest rézna w zaleznosci od tego, jaki sposéb ortogonali-
zacji zastosowano, ale réwnania wigzgce sktadowe ortogonalne napieé i
pradéw z mierzonymi wielkosciami majg charakter ogélny.

Niech sktadowe ortogonalne pradu lub napiecia bedg okreslone réwna-
niami:

x3(n) = X, cos(n W,T; +0)

xq(n) = X, sin(n w,T; + 0) (4.19)
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Algorytm pomiaru amplitudy x1 wynika bezposrednio z réwnan (4.19):

X, (n) =/ K5() + x2(n) (4.20)

To ogélne réwnanie daje po podstawieniu sktadowych x, okreslonych w
p. 4.2, szczegélowy algorytm pomiaru amplitudy X1(n).

Moce czynna i bierna odpowiednio sg okreslone z definicji zaleznos-
ciamis

1 ;
P=xUI, cos(tpu - mi) (4,21a)
Q= % u,I, sinlo, - ;) (4,21b)

gdzie U1, I1 - amplitudy napiecia i pradu, Pur 9 - fazy tych sygnaxdéw,
Niech z kolei sktadowe ortogonalne napieé i pradéw bedgq, analogicz-
nie do (4.19), dane réwnaniami:

ud(n) = U, cos(n W,T; + ?,)
uq(n) = U, sin(n 0T, + q,) o
id(n) =1, cos(n w,T; + o)
iq(n) = I, sin(n o,T; + ;)

Elementarne zaleznos$ci trygonometryczne pozwalajg na okreslenie mocy
czynnej i biernej na podstawie tych skiadowych:

P(n) = % [ug(n) i3(n) + uq(n) iq(n)] (4,23a)
a(n) = 3 [u () i4(m) - uy(n) 1 (n)] (4.23b)

Réwnania (4.23a) i (4.23b) sg o0gélng postacig algorytméw wyznaczania
mocy czynnej i biernej na podstawie sktadowych ortogonalnych napigé 1
pradéw. Szczegdtowe algorytmy dla réznych metod ortogonalizacji otrzyma
sie podstawiajac jedng z zaleznosci (4.4), (4.8) itp. do tych wzoréw.

Rezystancja i reaktancja zas mogg byé z definicji okreslone zalezno$-

ciami;

U1 2P

R = ;— cos(tpu - @i) = EZ—
1 1

{4.24)

U1 2Q

X = ;— sin(‘Du - <Pi) %ET
1 1

Wykorzystanie réwnan (4.23) oraz (4,20) (dla pradu) pozwala na okres-
lenie ogélnej postaci algorytméw pomiaru tych wielkodci z zastosowaniem
sktadowych ortogonalnych:
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ud(n) id(n) + uq(n) iq(n)

(4.25a)
12(n) + 15()

R(n) =

uq(n) id(n) - ud(n) iq(n)

3 (4.25b)
ig(n) + 1q(n)

X(n) =

Zupeinie analogicznie mozna otrzymaé réwnania pomiaru konduktancji i

susceptancji. Liczniki obu wyrazeri pozostajg przy tym nie zmienione, na-
tomiast w mianowniku nalezy wstawié sume kwadratéw sktadowych ortogonal-

nych napiecia.
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Rys. 4.6. Schemat blokowy pomiaru wielkosci kryterialnych wedtug
pierwszej rodziny algorytméw ((4.20){4.25))
Fig. 4.6. Block scheme of measurement of criterion values according to
the first family of algorithms  ((4.20)-(4.25))
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wzory (4.20), (4.23) i (4.25) stanowig rodzine algorytméw pomiaru
wielkoéci kryterialnych, wykorzystujgceg skiadowe ortogonalne sygnatu,
Jest to chyba najpowszechniejszy sposéb pomiaru, a metody ortogonaliza-
cji mogg byé rézne.; W celu podkreslenia spéjnosci tego systemu przedsta-
wiono na rys. 4.6. schemat blokowy pemiaru réznych wielkosci.

Inng duzg rodzing algorytméw pomiaru uzyskuje sie przez zastosowanie
sktadowych ortogonalnych prgdéw w réznych chwilach n oraz napieé w
tych momentach., Podstawy metody opisano w pracy [41], a tutaj przedsta-
wiono jg w ogélniejszej formie, ktéra pozwoll wykazaé, ze Jjest ona réwno-
wazna - przy pewnych sposobach ortogonalizacji - metodzie rozwigzywania
réwnan obwodu .zwarciowego.

Zatézmy, 2e napiecie oraz sktadowe ortogonalne prgdu sg dane réwna-
niemi (4.22) (bez sktadowej u (n)), a ponadto dysponuje sie tymi wiel-
koSciami w chwilach n - k (w szczegélnym przypadku k = 1). Algorytmy
pomiarowe wynikajg z dwu podstawowych réwnari, ktérych speinienie mozna
sprawdzié przez proste przeksztaicenia trygonometryczne:

ud(n - k1)iq(n) - ud(n)iq(n - k1) = sin(k1 m1Ti)U1I1cos(<pu - ;)
ug(n - k)1(n) - uy(m)iy(n - ky) = sin(ky ©,T,)U, I, sine, - 9;)

(4.26)
Po podstawieniu w pierwszym z tych réwnai x (4.19) zamiast u

oraz 1, otrzymuje sie po prostych przeksztalceniach réwnanie pomiaru am-
plitudy prqdu lub napigcia (o, - @; = 0):

1
X1(n) ) xd(n = k1)xq(n) = xd(n)xq(n - k1) (4.27)
sin(k1 w1Ti)

Réwnania pomiaru mocy czynnej i biernej wynikajg natomiast z (4.26)
bezposdrednio:

P(n) =

2sin(k, w,T,) [u4tn - kig(@) - vy - k,)] (4.28a)

1
e(n) = ————————oouJu.(n - k)i (n) = u,(n)i,(n - k,) (4,28b)
2sin(k, w,T,) [ d 17d a d 1 ]
1 11
Réwnania (4.27) i (4.28) oraz (4.24) pozwalajs na okreslenie rezys-
tacji i reaktancji.Staty wspdtezynnik upraszcza si¢ tutaj i1 uzyskuje sig
ostatecznie:

ugln - ky) 1 (n) - uy(n) i (n - k)

(4.,29a)
1d(n - k1) iq(n) - 1d(n) iq(n - k1)

R(n) =
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uyln - k) 145(n) - ug(n) 14(n - k) (4.29b)

X(n) =
1, - k) iq(n) - 14() 1q(n - k)

Podobnie jak poprzednio, te ogélne algorytmy (4.27), (4.28) 1 (4.29)
przyjmjg postaé szczegbiowa w zaleznosci od sposobu ortogonalizacji pra-
du oraz wartos$ci opéinienia kri, ktére moze by¢ rézne w algorytmach
(h.29) oraz podczas ortogonalizacji. Zwitaszcza moze by¢ ky = 1 w obu
przypadkach. Schemat blokowy pomiaru tymi metodami przedstawiono na rys.
4,7,

Rézne czynniki, tekie Jak na przyktad inne opéinienia sygnatéw w ana-
logowe]j czeéci przetwarzania napieé i prgdéw, niesynchroniczne prébkowa-
nie itp., mogg spowodowaé, ze réinica przesunieé fazy napigcia i pradu
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Rys. 4.7. Schemat blokowy pomiaru wielkosci kryterialnych wediug
drugiej rodziny algorytméw ((4.27)-(4.29))
Fig. 4.7. Block scheme of criterion values measurement according to
the second family of alrgorithms ((4.27)-(4.29))
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Jest inna niz ¢, - @4« Jeéli wigc zatozy sie, 2e ta rdéznica Jest inma,
oraz ze prad wyprzedza napigcie ¢ pewien kgt ¢, to korekcja tego przesu~-
niecia moze byé dokonana przez opéinienie sygnalu cyfrowego o te faze., W
istocie Jjednak korekcja ta moze by¢ dokiadna tylko wtedy, gdy kat ten
odpowiada catkowitej wielckrotumoici okresu prébkowania (¢ = 1 N1T1)'
Jesli jednak tak nie jest, to oprécz vpéinisnia sygnatu, trzeba dokonad
jeszcze dodatkowe] korekcji. Korekcja ta dotyczy teraz przesuniecia syg-
natu o pewien kat o mniedszy od w,T; (o= ¢ = 1 wT;). Niech wiec na-
piecia bedg okreslone réwnaniemi (4.22), a prady beda takie jak tam,

lecz przesuniete o kat o

11(n) = I, cos{n w,Ty + ¢4 + ) e300
12(n) -1, sin(n w,T; + 9y + a)
Proste przeksztaicenie réwnari (4.30), po wyrazeniu ich przez sktado-
we ortogonalne i,(n) i iq(n) (4.22), pozwala na obliczenie tych skta-
dowych na podstawie liniowej kombinacji i,(n) i i,(n):

14(n) = i,(n) cosa + 1,(n) sinw
(4.31)
iq(n) = -i,(n) sin « + i,(n) cosa
Dla duzych czestotliwosci prébkowania korekcja ta moze nie byé ko-
nieczna, gdyz wéwczas sina Jest bliski zeru, ale dla typowych czestotli-
woéci prébkowania sygnat powinien byé przeksztatcony wedtug zaleznosci
(4.31). Jeéli natomiast napiecie wyprzedza prad, to takg samg procedure
stosuje sie do napiecia.

4,4, Pomiar amplitudy napiecia lub pradu

4,4,1, Zastosowanie sktadowych ortogonalnych

Algorytmy pomiaru amplitudy napiecia lub pradu otrzymuje sie przez
podstawienie do ogélnych réwnari (4.20) i (4.27) sktadowych ortogonalnych,
uzyskiwanych réznymi metodami, tj. (4.4), (4.8), (4.15), (4.16) i (4.17).
Ewentualne przeksztaicenia takich réwnan mogg prowadzié do uproszczenia
algorytmu lub tez najprostsza moze okazal sie jego postaé poczatkowa.
Najpierw rozpatrzono algorytmy wykorzystujgce sktadowe ortogonalne w tej
samej dyskretnej chwili n (4.20) dla réznych metod ortogonalizacji.

1. Ortogonalizacja przez pojedyncze opéinienie sygnazu

Po wstawieniu zaleznoéci (4.4) do (4.20) otrzymuje sie

1

x(n - k) - cos(k w1Ti) x(n)]2

(4.32)

x1(n) =/ x%(n) +
sin(k m1Ti)

gdzie x(n) = X, cos(n w,T; +0), a po przeksztaiceniach
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X, (n) = _____1__—-——J¥2(n) + x2(n - k) - 2cos(k w,T;) x(n) x(n - k)
sink w,T,) 3

Mozna tu zauwazyé, ze w postaci ogélnej algorytm (4.32) jest prostszy
do zrealizowania niz (4.33). Wymaga on bowiem dwu mnozer prébek sygneiu
przez stalg, dwu mnozen prébek przez siebie oraz dwu operacji sumowania,
gdy tymczasem drugi z nich wymaga jednego mnozenie wiegceJ.

Uproszczone wersje tych algorytméw otrzymuje sie przy pewnych szcze-
gélnych wartesciach opéZnienia k:

-gdy k= El , <N ;- Pk wTy -‘J%-> , Wéwczas

X, (n) = ]/ 2(n) + x° n - ;12) - 5 x(n) x<n - %) (4.34a)
- gdy k = (k w,T, = %) » Wowczas

X, (n) = 7;-1/,(%) v 2[n - =) - 5 xn - §_> (4.340)

N
- gdy k = Zl (kw1'1‘i = ——), wéwczas
2

N 1
X1(n) = 1/x2(n) + x° <n - Zl> (4.34¢c)

Ostatni algorytm Jest najprostszy i najoszczedniejszy w obliczeniach,
gdyz wymaga realizacji tylko jedneJj operacji mnozenia (x%(n)). Drugi z
kwadratéw w wyrazeniu (4.34c) zostal Juz ebliczony N,/4 prébek wezed-
niej. Jest to postaé najczesciej uzywana w praktyce podczas stosowania
tego sposobu ortogonalizacji.

2. Ortogonalizacja przez podwéjne opéZnienie sygnatu

Po wstawieniu zaleznosci (4.8) do wzoru (4.20) otrzymuje sie

x(n - 2k) - x(n):l2l

(4.35)

2sin(k w,T

Xy (n) = 1/x%(n - k) +[
)
171

a po przeksztaXceniach

Xy (n) = )-‘/xz(n) + x%(n - k) - 2x°(n - k) cos(2k u,T,)

(4.36)
Podobnie jak poprzednio postaé wyjsciowa algorytmu pomiaru amplitudy
(4.35) wymaga wykonania mniejszej liczby operacji arytmetycznych niz je-
go wersja przeksztatcona (4,36),
Analogicznie tez dla pewnych szczegélnych warto$ci opéinienia k
otrzymuje sie uproszczone wersje tych algorytméw:

2sin(k W Ty
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N, .
- gdy k = 33 (k waTy --5) » Wéwczas

N N
X4 (n) -Vz [xz(n) + x2<n - -é-1-> - x2<n - T%)] (4.37a)

N1 T
- gdy k= B 0 (k m1Ti =% ), wéwczas

1

X,(0) = 1/x2(n) - x2< - ?}) (4.37p)

Ostatnie réwnanie Jest, jak mozna bylo oczekiwaé, identyczne z réw-
naniem (4,34c¢c) (podwéjne opéinienie o m/4 Jest réwnowazne opéZnieniu o
®/2), Oba réwnania (4.37) zapewniajq znaczng oszczednoié w obliczeniach
i wymagajq Jednego tylko podnoszenia do kwadratu, gdyz kwadraty opéZnio-
nych prébek sygnatu byty juz obliczane wczesnie].

3. Zastosowanie filtréw ortogonalnych

Najprostszg postaé¢ algorytméw pomiaru amplitudy otrzymuje sie przez
stosowanie filtréw ortogonalnych lub korelacji ortogonalnej. Sktadowe
napiecia lub pradu sg opisane réwnaniami (4.15)-(4.17). Po wstawieniu
wartesci x 2z tych réwnarh do ogélnej zaleznosci (4.20) otrzymuje sie
koleJjno:
- gdy wspétczynniki filtréw sg réine, wéwczas

y.@¥ [y @¥
X4 '1/( gﬁ > +< f-l'm > (4.38a)

- gdy wspétczynniki filtréw sg identyczne (F1d = F,

Q" F1), wéwezas

1 /.2 2
Xy = T ¥a(m) + yg(n) (4.38b)

- gdy F1 = 1, tak jak w filtrze Kalmana, wéwczas

Xy = 7/¥3@) + yi(n) (4.38¢)

gdzie y4(n), yq(n) - sygnaly wyjsciowe filtréw ortogonalnych.

Inny zestaw algorytméw pomiaru amplitudy otrzyma sig przez zastoso-
wanie réwnar ogélnych (4.27) i réznych metod ortogonalizacji sygnatu.
Na wstepie trzeba jednak podaé pewne ograniczenie. Otéz suma kwadratéw
we wzorze ogélnym (4.20) gwarantuje dodatnig wartoié wyrazenia'podpier-
wiastkowego. W zalezno$ci (4.27) tak juz nie Jest i niewielkie nawet za-
ktécenie sygnatu moze spowodowad ujemng wartosé wyrazenia podpierwiast-
kowego. Stosowanie tego algorytmu wytgcznie do pomiaru amplitudy wymaga
pewnej ostroznosci i ewentualnie specjalnych zabiegéw w rodzaju pier-
wiastkowania wartosci bezwzglednej itp.
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Duze znaczenie natomiast mogg mieé te algorytmy do obliczer kwadratéw
amplitud napieé lub prgdéw, ktdére sg stosowane w algorytmach pomiaru
sktadowych impedancji lub admitancji. Aby nie wdawaé sig w szczegélowg
analize ograniczer zwigzanych z zastosowaniem réwnania (4.27) do pomiaru
amplitudy, dalej oméwiono te metode zastosowang do pomiaru kwadratu am-
plitud,

1. Ortogonalizacja przez pojedyncze opéinienie sygnaztu

Po wstawieniu réwnania (4.4) do (4.27) otrzymuje sie

5 x(n = k) - x(n) cos(k w,,Ti)
X1(n)-—-—— x(n-k1) -
sin(k1 w1Ti) sin(k w1Ti)

x(n - k - k) - x(n - k) cos(k w,T,)
- x(n) - (4.39)
sin(k w1Ti)
a po uproszczeniach algebraicznych
xf(n) = 1 [x(n - k,) x(n - k) - x(n) x(n-k- k)]
sin(k, w,T,) sin(k w,T,)
T T (4.40)

Ten algorytm obliczania kwadratu amplitudy wymaga dwu mnozen sygna-
16w oraz mnozenia przez staly wspéiczynnik, To ostatnie mnozenie nie ma
znaczenia, gdyz po zastosowaniu podobnej metody podczas pomiaru mecy
czynnej i biernej, éw staty wspéiczynnik upraszcza sig. Gdyby Jjednak po-
miar kwadratu amplitudy mia: byé takie realizowany, mozna dobraé korzys-
tng wartosé tego wspéiczynnika. Przyjgwszy Kk = k, otrzymuje sie dwa
szczegélnie proste przypadki:

N1 T
-gdy k= vl (k w1Ti = 5), wéwczas

X%(n) = 4 [xz(n = 2%) - x(n) x(n - gl>] (4.41a)
- gdy ksg-l; (k %Ti'%)' wéwczas
x%(n) =2 [xz( - ;1> - x(n) x( - 21>] (4.411)

2. Ortogonalizacja przez podwéjne opéZnienie sygnatu
Po wstawieniu za$é réwnania (4.8) do (4.27) otrzymuje sie
x(n - 2k) - x(n)

_— l:x(n -k, -k -
sin(k1 m1Ti) 2sin(k w,T,)
x(n - 2k - k1) - x(n - k1) ]
2sin(k w1Ti)

B(n) =

(4.42)

- x(n - k)
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Po przyjeciu k1 = k oraz wykorzystaniu tozsamosci trygonometrycz-
neJj

%2(n - k) - x(n) x(n - 2k) = xz(n - 2k) - x(n - k) x(n - 3k) (4.43)

otrzymuje sie

xf(n) = —71———-— [xz(n - k) - x(n) x(n - 2k)] (4.44)
sin®(k w,T;)
a wiec wzér identyczny jak (4.40) (gdy k = k,) oraz uproszczone przypad-
ki (4.41) tez mozna tu zastosowad.

Nalezy w tym miejscu podkreslié z catym naciskiem, ze algorytmy opi-
sane réwnaniami (4.42) (gdy k = k1) oraz przeksztalcony algorytm (4.44)
to w istocie rézne algorytmy w sensie ich rézinych charakterystyk. Zau-
wazmy bowiem, ze tozsamosé (4.43) jest prawdziwa tylko wtedy, gdy sygnaz
x nie zawiera zadnych zakiéceri, W przeciwnym przypadku tozsamo$é ta nie
obowigzuje, a wiec amplituda obliczana wediug Jjednego i drugiego wzoru
bedzie obarczona innym btedem., Wynikaja stad wiasnie rdézne charakterysty-
ki obu algorytméw. Jest natomiast oczywiste, ze oba algorytmy umozliwig
dokladny pomiar kwadratu amplitudy sygnatu niezakiéconego. Dla pordéwna-
nia, algorytmy (4.39) i {4.40) sg identyczne, to znaczy maja identyczne
charakterystyki, gdyz drugi z nich powstat przez uproszczenie pierwsze-
g0 z zastosowaniem operacJi jedynie algebraicznych.

Na podstawie tych spostrzezen mozna sformutowacé zasade ogdlng. Jej
tresé sprowadzataby sie do nastepujgcego stwierdzenia: Uproszczenia al-
gorytméw, ktére wykorzystujsa tozsamosci trygonometryczne miedzy funkcja-
mi prébek mierzonych sygnatdéw, zmieniaja réwniez charakterystyke algo-
rytmu, Zmiana ta nie nastgpuje tylko wtedy, jesli owe uproszczenia sg do-
konywane przez operacje Jjedynie algebraiczne.

3. Zastosowanie filtréw ortogonalnych

Algorytmy pomiaru kwadratu amplitudy otrzymuje sie bezposrednio
przez podstawienie przeksztaiconych zaleznodci (4.15) 1lub (4.16) do réw-
nania (4,27). Trzeba tu zauwazyé, ze w metodach opisanych zalezno$ciami
(4,27)=(4.29) (amplitudy, moce, sktadowe impedancji) nie majg zastosowa-
nia korelacje oraz odpowiadajgcy jej model filtru Kalmana. W tych bowiem
przypadkach uzyskuje sie wartosci state na wyjsciach i wszystkie wymie-~
nione wielkosci,oprdcz stanu przejsciowego, sg zerowe. Omawiane réwna-
nia sg stuszne jedynie dla przemiennych sktadowych ortogonalnych., Algo-
rytm pomiaru jest wiec opisany zaleznoscig:

1

Xf(n) = [yd(n - k) yq(n) - y4(n) yq(n - k1)]

F1dF1q sin(k.]m,]’l‘i‘)_ (4.45)

gdzie
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Yar¥q - sygnaty wyjSciowe filtréw ortogonalnych, na wejsciu ktérych znaj-
duje sie x(n),
x(n) = X, cos(n w,Ty + o).

4.,4,2, Metody usredniania

Pomiar amplitud napiecia czy prgdu lub ich wartosci skutecznych przez
usrednianie wartosci bezwzglednej lub kwadratu sygnatéw to najbardzie]
naturalna metoda, stosowana od dawna w miernictwie analogowym. Metoda po-
miarowa wynika bezposrednio ze znanych relacji:

t

2 T 2 T :
f x3(t)dT = - X5, Jesli T =m— (4.46a)
L 2 2
oraz
% 2T T,
f |[x(T)|dT = — Xqs Je$li T = m — (4.46Db)
£-T T 2

gdzie: x(t) = Xy cos( w4t o+ ®)y m=1,2,3 cu0.o &

Z réwnai (4.46) mozna tatwo otrzymaé postaé cyfrows algorytméw pomia-
ru amplitudy, ktére dla catkowania metods prostokatéw sg opisane zalez-
nosciami:

N-1 !

X1(n) = ﬁ :2: xf(n - k) (4,47a)
k=0
N-1

X1(n) = %% :Ej |x1(n = k)| (4.47D)
k=0

gdzie N = iN,/2, 1i=1,2 ... m

Szczegdlnie atrakcyjna wydaje sie metoda obliczania amplitudy wedtug
zaleznosci (4.47b), Mozna zauwazyé duzg oszczednos$é w obliczeniach, gdyz
konieczne jest jedynie sumowanie wartosci bezwzglednych prébek sygnatu.
W wyniku sumowania algorytm wykazuje tez pewne wktasnosci filtracyjne
(rozdz. 5 - okno prostokatne), zalezne od przyjetej dtugosci okna N.
Wiasnosci te poprawiajg sie wraz ze wzrostem N, ale tylko w zakresie wy-
sokich czestotliwosci.Zaktdécajaca sk*adowa staZza jest natomiast Zrédtem
duzych bredéw, niezaleznie od wartosci N, i jesli ta sktadowa Jjest za-
warta w sygnale, musi on byé wstepnie filtrowany lub trzeba zastosowacd
inny algorytm pomiaru amplitudy. Inne btedy tej metody sg zwigzane z fa-
z3 sygnaiu w chwilach probkowania. Ich wartosci zalezg od czestotliwos-
ci prébkowania, parzystej lub nieparzystej liczby prébek oraz poiozenia
miedzy chwilami prébkowania momentu przejscia przez zero sygnaiu [131].
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4,5, Zrozone wielkosci kryterialne

4,5,1. Pomiar mocy

Szczegdtowe algorytmy pomiaru mocy czynnej lub biernej otrzyma sie
przez podstawienie uzyskiwanych w rézny sposéb skiadowych ortogonalnych
do ogélnych zaleznosci (4.23) lub (4.28).

Rozpatrzmy kolejno te algorytmy, najpierw mocy czynnej, a potem mocy
biernej dla réznych metod ortogenalizacji pamietajac, ze dyskretne orto-
gonalne napiecia i prady opisano zaleznosciami (4.22):

Moc czynna wedlug algorytmu (4.23a)

1. Ortogonalizacja przez pojedyncze opéZnienie

Wykorzystujemy metode ortogonalizacji (4.4) do pradu i napiecia oraz
podstawiamy otrzymane sktadowe do réwnania (4.23a)

u(n - k) - cos(k w,T;)uln)
X

P(n) =%[u(n)i(n) - o
sin w1 i

i(n - k) - cos(k m1Ti) i(n) }
x (4.48)
sin(k m1Ti)

Spo$réd mozliwych przypadkéw szczegélnych (analogicznie do (4.34),
najprostsza postaé ma wzér (4.48), gdy cos(k w1Ti) ma wartodé zero.
Wéwczas funkcja sinus ma wartos$é jeden, k = N1/4 i wzér (4.48) uprasz-
cza sie do

1 Ny N
P(n) = 5 | uln) 1(n) + uén - ——> i<n - ——> (4.49)
4 4
Réwnanie to mozna by zapisaé w bardziej zwartej formie:
1 N
P(n) = = ui(n) + ui(n - Z— (4.49a)

Ostatnia forma zapisu ilustruje prostote algorytmu i fakt, ze do ob-
liczern potrzebna jest realizacja tylko jednego iloczynu.

2. Ortogonalizacja przez podwéjne opdznienie

Po podstawieniu wzoru (4.8) zastosowanego odpowiednio dla napiecia i
pradu do (4.23a) otrzymuje sie

P(n) = 5 {ulm - k) it - k) + ——y - 2k) - u()]~
- Z{un " +l+sin (kw1Ti) Luka utn)}

x [iln - 2k) - 1()]} (4.50)

Prosty przypadek szczegélny wystepuje, gdy sin(k w1Ti) jest réwny
0,5. Argument funkcji sinus jest wéwczas réwny mn/6, a stad wynika war-
to$é k = N1/12 i uproszczony algorytm (4.50) dany réwnaniem
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1 Ny N, N Ny
P(n) = » {u< - TZ> i( - T?) + [u( - 6—)- u(n)}[i(n - 6—)- i(nﬂ}
(4.50a)

Swiadomie nie dokonano tutaj uproszczen réwnania (4.50) na podstawie
tozsamosci trygonometrycznych, gdyz - Jak podkreslono to w rozdze. 4.4 -
operacja taka zmienia charakterystyki algorytmu. Z drugiej tez strony po-
stad wyjéciowa jest wtasciwie prostsza w realizacji (réwnania (4.32) i
(4.33)).

3. Zastosowanie filtréw ortogonalnych

Wyrazenie okreslajgce moc czynng w tym przypadku otrzyma sie przez
obliczenie sktadowych ortogonalnych pradu i napiecia z sygnaiéw wyjsScio-
wych ortogonalnych filtréw tych wielkosci i podstawieniu tych skadowych
do (4.23a). Przyjawszy, ze state wspéiczynniki we wszystkich filtrach sa
w ogélnosci rézne, oraz ze:

(n)
219—2— =u(n - 1) = u,cos Bn - 1) w1Ti + wu] ='ud(n)

Fud (4.51)
N
Egﬂfﬁl = u<? -1+ Zl>= -U, sin[(n - 1) 0 Ty + 0,] = -uq(n)
uq
gdzie
uyd(n), uyq(n) - sygnaty wyJjsciowe filtréw ortogonalnych napiecia,
Fud’ Fuq - state wspéiczynniki tych filtréw,

i przyjawszy analogiczne relacje dla sygnaiéw pradowych, otrzymuje sie
wyrazenie okreslajgce moc czymna:

11 : 1 .
P(n) = 5 [F;EF;E uyd(n) 1yd(n) + F;;-F;E uyq(n) lyq(n)] (4.52)

Czesty Jjest w praktyce przypadek, gdy wspétczynniki te sg identyczne,
a woéwczas

1 ’
P(n) = g [uyd(n) 1yd(n) + uyq(n) iyq(n)] (4.52a)

Réwnanie to, Jjak mozna byto oczekiwaé, jest przemnozonym przez staty
wspéiczynnik ogélnym réwnaniem (4.23a).

Moc czynna wedtug algorytmu (4.28a)
1. Ortogonalizacja przez pojedyncze opéZnienie
Postepujemy podobnie Jjak poprzednio, to jest wstawiamy odpowiednie

zaleznosci (4.4) dla pradéw i napieé do (4.28a) i otrzymujemy

1
2sin(k w,T;) sin(k1 w1’T.‘1)

P(n) = {utn - k) [itn - k) -

(4.53)
- cos(k 0,7,) i(n)] - u(n)[i(n -k -k,) -cos(k w,T;) i(n-k1)]}
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Podobnie jak w (4.49) uproszczong postaé wzoru (4.53) otrzymuje sie,
gdy cos(k w1Ti) jest réwny zeru:

1 N N
P(n) = u(n - k,) 1<n = -—1> - u(n) i<n - kg - —1>
2s1n(k1 w1Ti) ! 4 4
(4.54a)

oraz gdy kq = k =N,/4:

N N N
P(n) = % l:u< - Zl> i< - f—) - u(n) 1<n - f)] (4.54b)

2, Ortogonalizacja przez podwdjne opéZnienie
Po wstawieniu (4.8) dla napieé i pradéw do (4.28a) otrzymuje sie

1
Rin) = (n-x - k) [i(n - 2k)- 1(n)] -
n 2sin(k w T;) sin(k; 0,T;) {“ n 1 [i(n ) ]

-uln - x)[i(n - 2k - ky) - i(n - K, )]} (4.55)

Gdy k = Kq, wéwczas
1
SN2 &
2sin®(k w,T,)
- uln - W[iln - 3%) - it - 0]} (4.55a)

P(n) = {utn = 20) [i(n - 2k) - 1(n)] -

Nie skorzystano tutaj z mozliwosci uproszczer algorytmu zwigzanych z
tozsamosciami trygonometrycznymi aby - jak wyjasniono to juz poprzednio -
nie zmieniaé¢ jego charakterystyk. W tym zresztg przypadku szczegdlne war-
tosci k nie majg wptywu na ztozonosé obliczeniowsg, a tylko na szybkosé
oraz charakterystyki filtracyjne. Te ostatnie poprawiajg sie wraz ze
wzrostem k, gdy tymczasem wynik uzyskuje sie najszybciej dla k = 1.

3. Zastosowanie filtréw ortogonalnych

Uwzgledniwszy zaleznos$é (4.51) oraz ogélne réwnanie (4.28a) otrzymu-
Jje sie po prostych przeksztalceniach:

1 1
2sinliy 0 T;) FoF; [aya () 1yqn=ky) —ugy(n-ky) iyq:z)ge)
Szczegblne wartosci k1 nie majg tutaj wptywu na ewentualne uprosz-

P(n) =

czenia réwnan, gdyz wartosé podana w nawiasie zalezy od k1 tylko w sen-
sie lepszej lub gorszej dynamiki pomiaru i lepszych lub gorszych charak-
terystyk filtracyjnych. Wspéiczynnik staty moze mie¢ takg czy inng war-
tosé zalezng od wspéiczynnikéw poszczegélnych filtréw, a w wiekszosci
praktycznych przypadkéw ulegnie on(w algorytmach pomiaru sktadowych impe-
dancji) uproszczeniu., W sumie mozna stwierdzié, ze wzdr (4.56) jest w
peini analogiczny do ogélnego algorytmu (4.28a).
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Moc bierna wediug algorytmu (4.23b)

1. Ortogonalizacja przez pojedyncze opéZnienie

Po podstawieniu, podobnie Jjak poprzednio, pradu i napiecia przeksztak
conych wedtug tej metody ortogonalizacji do ogélnej zaleznosci (4.23b),
otrzymuje sie po prostych algebraicznych przeksztatceniach:

Q(n) = 1 [utn - x) i(n)-- u(n) i(n - k)] (4.57)
2sin(k w1Ti)

Algorytm (4.57) jest bardzo prosty, analogiczny do zaleznosci ogél-
nej (4.23b), lecz tu dotyczy prébek sygnaléw,a nie skradowych ortogonal-
nych. Najlepszg dynamike pomiaru otrzymuje sie¢ gdy k = 1, a z kolei
charakterystyki filtracyjne poprawiajg sie wraz ze wzrostem k. Przykta-
dowo dla sin(k w1Ti) réwnego jednosci otrzymuje sie ptaska charakterys-
tyke filtracyjng (rys. 4.2, k = 3) i algorytm

N N
a(n) = % [P( - Zl> i(n) - u(n) i<n - Zl>} (4.57a)

2. Ortogonalizacja przez podwéjne opéZnienie
Po wstawieniu z kolei (4.8) do {4.23b) otrzymuje sie

Q(n) = —1——7{[u(n - 2k) = u(n)]i(n-k) - uln-k) [i(n - 2k) -i(n)]}
L&Sin(k (1)1Ti (4.58)
Mozna jednak wykazaé, 2e zachodzi nastepujaca tozsamosé trygonome-
tryczna:
u(n-k)i(n) - u(n)i(n- k) = u(n=-2k)i(n-k) - u(n -k)i(n- 2k)

(4.58a)
Po pomnozeniu sktadnikéw w (4.58) i wykorzystaniu tej tozsamosci
otrzymuje sie

an) = —F—— [uln - x) i(n) - uln) i(a - )] (4.59)
2sin(k w,T,)

Jest to wzér identyczny ze wzorem (4.57) dla pojedynczego opézZnienia
sygnatu i mozna uzyskad tez identyczng wersje szczegélng (4.57a). Trzeba
tu jednak jeszcze raz podkreslié, ze wzory (4.58) i (4.59) nie opisuja
algorytméw o tych samych charakterystykach, Po pierwsze wiec w réwnaniu
(4,59) czas pomiaru jest krétszy dwukrotnie, a po drugie - charakterys-
tyki filtracyjne bedg inne, gdyz wykorzystana tozsamosé obowigzuje tylko
dla sygnaiéw u(n), i(n) pozbawionych zakiécen.

3. Zastosowanie filtréw ortogonalnych

Po obliczeniu sktadowych ortogonalnych na podstawie sygnaidéw wyjscio-
wych filtréw zgodnie z (4.51) (rys. 4.1) i podstawieniu ich do (4,23b),
uzyskuje sie: ‘
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,1[__1___ o s ]

aln) = 5 — uyd(n) iyq(n) — uyq(n) igq(n) (4.60a)
ud iq ug id

Bardzo czestym w praktyce przypadkiem jest réwnosé wszystkich statych

wspétczynnikéw filtréw i wéwczas
1
Q(n) = p [uyd(n) iyq(n) - uyq(n) iyd(n)] (4.60Db)

Zaleznoéé ta jest analogiczna do réwnania (4.23b).

Moc bierna wedtug algorytmu (4,28b)

Zalezno$é ta nie wymaga wykorzystania sktadowych ortogonalnych w ogé-
le, tak samo réwnanie (4.28b) po pominieciu indekséw stanowi algorytm po-
miaru identyczny jak algorytmy (4.57) i (4.59). Niepotrzebna jest tutaj
takze para filtréw ortogonalnych dla napiecia i pradu. Istotne jest jedy-

nie, aby stosowane filtry napiecia i prgdu wprowadzaty takie samo opéz-
nienie. Je$li zatozyé, ze korzysta sie z przeksztatconych sygnardéw po-
trzebnych do pomiaru innych wielkosci, to mozna wykorzystaé prady i na-
piecia albo z filtréw dostarczajgcych sktadowych bezposrednich albo kwad-
raturowych. Przyjawszy, ze bytyby to sygnaty z wyjsé filtréw bezposred-
nich, otrzymuje sie

1
2s.in(k1 u)1Ti)F

Q(n) =

e [uyd(n - k) iyd(n)~ uyd(n) iyd(n-k1)]
ud id (4.61)
Trzeba tu takze zauwazyé, ze réwnie dobrze mozna by zastosowaé sygna-
ty z wyjsé filtréw kwadraturowych, jesli miatyby korzystniejsze charakte-
rystyki filtracyjne. Istotne jest takze to, co podkreslano juz uprzednio,
ze algorytmu (4.28b) nie mozna stosowaé dla napieé i pradéw uzyskiwanych
z korelacji lub réwnowaznego modelu sygnatowego filtru Kalmana, gdyz wéw-
czas (4,61) jest tozsamo$ciowo réwne zeru.

Moc bierna i czynna obliczana przez usrednianie
Ten sposéb obliczania mocy wywodzi sie od uktaddéw analogowych i jest
tam od dawna z powodzeniem stosowany. Niech napiecie i pragd bedg dane

réwnaniamis
u(t) = U, cos( w,t o+ ®y)
i(t) = I, cos( w,t o+ ®;) (4.62)
iq(t) =1, sin( w,t + ;)
Iloczyny pierwszego i drugiego z rdéwnan oraz pierwszego i trzeciego
dajg po przeksztatceniach:
u(t)i(t) = U1I1[:cos(tpu - ¢i) + cos(2 Wt 40+ mi)]

(4.63)
u(t)iq(t) = U I, [-sin(o, - @) + sin(2 w;t + 0 +0,)]
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Sktadowe state réwnari (4.63) s réwne odpowiednio wartosci mocy czyn-
nej i minus mocy biernej. Sktadowe przemienne to druga harmoniczna sygna-
16w, ktdéra moze by¢ odfiltrowana w wyniku stosowania dowolnego filtru
dolnoprzepustowego, a zwiaszcza usredniania w przedziale bedacym wielo-
krotnoscig potowy okresu skiadowe] podstawowej:

t

f ult)ilz)dr = % Uz, cos(e, - ¢i)

t-T

" ) (4.64)
j' u(‘\T)iq(T)d"c = -5 U,I, sin(tpu - wi)

t-T

gdzie T = mT1/2, M= 1,2 eee o

Dyskretna realizacja catek (4.64) z zastosowaniem metody prostokgtéw
pozwala na nastepujace okreslenie algorytméw pomiaru mocy czynnej i bier-
nej: N-1

P(n) =2 > uln - Kin - k)
Sk (4.65)
N-1 i
Q(n) = - % ZZ:u(n = k)i<n -k = 7})
k=0

gdzie N = mN1/2:; M= 1,2 eeo o

Podczas obliczania mocy biernej przyjeto najprostszy spoeséb ortogona-
lizacji przez opdZnienie sygnaiu o N1/4. Zwiekszanie czasu usredniania
poprawia charakterystyke filtracyjng, lecz wydiuza czas pomiaru. Zazwy-
czaj stosuje sie pétokresowy lub peinookresowy czas- uiredniania (m = 1,

m = 2). Istotng wadg tych algorytméw jest duza wrazliwo$é na odchylenie
czestotliwoéci sygnatu i znaczne biedy tym spowodowane (T1 £ 2n/w1).

4.5,2, Pomiar skiadowych impedancji
4,5.2.1. Zastosowanie skladowych ortogonalnych

Sktadowe impedancji - rezystancje R oraz reaktancje X - moZzna ob-
liczyé z réwnai (4.25) i (4.,29) 1lub tez z obliczonych juz wartosci ampli-
tud, mocy czynnych i biernych, Ostatni sposéb Jest prostszy i wymaga je-
dynie zastcsowania ogélnych réwnan (4.24). Naturalnie mozna by wygenero-
waé ogromng liczbe algorytméw pomiaru rezystancji i reaktancji, lecz jest
uzasadnione, aby moce oraz amplitudy byty obliczane podobng metodg. Nie-
celowe bowiem wydaje sie obliczanie amplitudy algorytmem bardzo szybkim,
ale o niezbyt korzystnych charakterystykach filtracyjnych, oraz z kolei
obliczanie np. mocy czynnej algorytmem o lepszej filtracji lecz wolnym.



Tabela 4.1
Zestawienie algorytméw pomiaru rezystancji i reaktancji, wynikajacych z réwnari (4.25)
Fizorven e T | e
N N
1 1
i alo - z*_) ;r< - 2:‘> (4.34c) Opdznientie
1%(n) + 12< - z;—) (%.59) pojedyncze
(4.66) “ ) Zatozenia:
.57a
/ N1 N.1 k w1T1 =T/2
. uin - TF') i(n) - u(n) i(n - L_> (4.24)
= N
i%(n) + 12<n - 1}—1>
/ N N N
-xt )ifn- o [ -1-<>][1 -1 ) ~i(n)
n iln + |uln u(n n n
R(n) = u\ TZ) < TZ>N < E->N ( 26_> ] (4.35) Opéznienie
12<n - T%) + [i <n - 6'1> - i(n)] (4.50) podwé jne
(4,67) .
N, _ N1> [N >|: < N, ) :I ' (4.58) Zatozenia:
el o E.x( --6->-u(n)]1Nn -75 )~ uKn-N?z iln- 5 /- i(n) e k w,T, = /6
/
iZKn - 1—3-)4- i< - 5-1-> - i(n)
] = u d(n) iyd(n) + uyq(n) iy (n) (4.38) Fliey
iid(n) + if,q(n) (4.68) (4.52) ortogonalne
(4.60)
u .(n)i_(n) - u_ (n) i_,(n)
X(n) = X4 yq ¥aq yd (4.24)
1% (n) + 12 (n)

yd

8%



Tabela 4,2

Zestawienie algorytméw pomiaru rezystancji i reaktancji,wynikajacych z réwnari (4.29)

Moy T | R | e
N N
u(n-k) 1(!1-1;1) - u(n) 1(n-k-nl> (4,40) Opéznienie po-
R(n) = ¥ sin(kw,T,) Jedyncze
1“(n - k) - i(n) i(n - 2k) (4.54a) Zazozenia:
sl (457) Kyiy"y = T/2)
u{n-k) i(n) - u(n) i(n-k) Przypadki szcze-
X(n) = = sin(kw1’1‘i) (4.24) g41lne:
i“in-k) - i(n) 1(n -2k) a) k = N, /4
b) k = 1
u(n-2k) [1(n-2k) -1(n)]- u(n-k) [1(n-3k) = 1(n-k)] (4.62) Opéinienie po-
R(n) = dwé jne
1(n-2k) [t (n-2k) - 1(n)]- 1(n-k) [1(n-3k) -1(n-k)] (4.55a) ZaYosenias
(4.70) (4.57 k = k4
u(n-k) i(n) - u(n) i(n-k) 57 Pz‘zyp?dki REcke=
X(n) = stn(ke,T,) (4.24) e
1(n-2k) [1(n-2k) -i(n)]-1(n-k) [1(n-3k)-1(n-k)] aj k% =
i u 4(n) 1m(n - k) - “yd(" - k) i_.(n) (4.45) ﬁﬁtry ortogo-
isn=-k) 1 () -1_.(n)i (n-k) e
ya'? ya " ya' tygt? 71 (4.56) ngpadki szcze-
. gélne:
X(n) = Yyd(n = k) 1 4(n) - u_4(n) i4(n - k) ::':; a) k=1

1ga(n = k) 1y (n) - tyg(n) i (n - k)

6%
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Ostatecznie otrzyma sie algorytm pomiaru rezystancji powolny i o nieko-
rzystnych charakterystykach, co mija sie z celem.

W tabelach przedstawiono zbidér algorytméw pomiaru rezystancji i re-
aktancji, w ktérych moce oraz amplitudy obliczono tymi samymi omawianymi
meteodami. Zaletg takiego postepowania jest takze redukcja statrych wspéi-
czynnikéw, a wiec uproszczenie algorytméw.

Algorytmy te zestawiono w tab. 4.1 i 4.2, z ktérych pierwsza grupuje
te, ktére wynikajg z réwnan (4.25) 1 nalezz do pierwszej rodziny algo-
rytméw pomiaru wielkosci kryterialnych, a druga te, ktére wynikajs z rdw-
nai (4.29) i nalezg do drugiej rodziny, W tabelach tych réwnania odpowia-
dajace kolejnym algerytmom zostaty ponumerowane oraz podano, ktére z
uprzednio uzyskanych wzoréw zastosowano w danym przypadku, W uwagach za-
warto z kolei informacje o tym, ktéra metoda ortogonalizacJji byta sto-
sowana, Jjakie zatozenia upraszczajace przyjeto oraz Jjakie przypadki
szczegdlne moga mieé istotne znaczenie dla dalszych przeksztaXcen algo-
rytméw (tab. 4.2). Te przypadki szczegélne dotyczg parametru k, ktéry
- gdy przyjmuje wartosé réwng jednosci - zapewnia najkrétszy dla danego
algorytmu czas pomiaru przy niezbyt korzystnych charakterystykach filtra-
cyjnych, a gdy k Jjest réwne N1/4, otrzymuje sie lepsze niz poprzednio
wtasnosci filtracyjne, lecz diuzszy czas pomiaru, Trzeba tu dedaé, ze
dyskretne napiecia i prady wystepujace w poszczegélnych algorytmach sa
dane rdéwnaniami:

u(n) = u, cos(n w, Ty + wu)

i(n) = I, cos(n w, T, + @i)

a z kolei indeksy y w tych wielkosciach oznaczajg sygnaty wyjSciowe
filtréw ortogonalnych (réwnanie (4.51)); gdy sktadowa bezposrednia ma do-
datkowy indeks d, a sktadowa kwadraturowa - dodatkowy indeks gq.

Obliczenie R, X metodg usredniania

W metodzie tej nie stosuje sie sktadowych ortogonalnych, lecz doig-
czono ja jako najbardziej naturalng i bezposrednig metode pomiaru R 1
X, Moce czynng i bierng uzyskuje sie przez usrednianie iloczyndéw napie-
cia i pradu lub odpowiednio przesunietego pradu, a amplitudy przez usred-
nianie kwadratu lub wartosci bezwzglednych pradu. Odpowiednie z tych
wielkoéci wstawia sie do ogélnych réwnan (4.24) i otrzymuje dwie pary
prostych algorytméw pomiaru R i X. Pierwsza z nich dana jest réwnania-
mi: N-1

ZE: u(n - k) i(n - k)

R(n) ===y

ZS 1%(n - x)

k=0 (4.72)
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N-1 N
}Z u(n - k) i(n-k--al>
=0
X(n) = N=T
>, %@ - k)
k=0

a drugi uzyskuje sie przez wstawienie w mianowniku wzoréw (4.72) sumy
wartosci bezwzglednych (4.47b) zamiast sumy kwadratéw i pomnoZenie pra-
wych stron obu réwnai (4.72) przez 8N/n°, Wszystkie z tych algorytméw wy-
magaja przedzialéw sumowania, bedgcych catkowitg wielokrotnoscig pétokre-
su, Wzrost tego przedziaXu poprawia charakterystyki filtracyjne, ale
przediuza oczywiscie czas pomiaru.

Nie pordwnywano w tym rozdziale wiasnosci algorytméw wykorzystujacych
rézne metody ortogonalizacji. Jednakze, oprécz podania tych cech algoryt-
méw, ktére widoczne sg na pierwszy rzut oka, bardziej szczegétowa analiza
Jest pozbawiona podstaw bez uwzgledniania stosowanych filtréw. Zostang
one oméwione w rozdz. 5 i 6, a nastepnie w rozdz. 7 dokona sie szczegdto-
weJ analizy bteddw.

4,5.,2.2, Pomiar rezystancji i reaktancji z réwnan obwodu zwarciowego

Najczedciej stosowany i réwnoczesnie najprostszy schemat obwodu zwar-
ciowego przedstawiono na rys. 4.8. Obwéd ten jest opisany réwnaniem:

u(t) = Ri(t) + L SLL8) (4.73)
dt

((t) R L
o S ANY o
uct) Rys. 4.8. Uproszczony schemat obwodu

zwarciowego
Fig. 4.8. Simplified scheme of fault

o o circuit

Zazwyczaj rozwigzanie tego réwnania rézniczkowego sprowadza sie do
obliczenia pradu i(t) przy zadanym napieciu wu(t) oraz parametrach ob-
wodu R,L. W rozwazanym przypadku jest jednak inaczej. Tutaj chodzi o
zmierzenie parametréw R i L na podstawie znanego napiecia u(t) 1
pradu i(t). Pochodna prgdu nie wystepuje w sygnatach obwodu zwarciowego
i musi byé obliczona z i(t). Niestety, operacja ta ma bardzo niekorzyst-
nie uksztatrtowane widmo (rys. 4.5) i konieczne jest stosowanie réznych
metod poprawy charakterystyki widmowej, gidéwnie w celu zmniejszenia wpiy-
wu zaktécen wysokoczestotliwos$ciowych na doktadno$éé pomiaru R i L. Me-
tody te moga polegaé na wstepnej filtracji napiecia i pradu (przede wszys-
tkim), catkowaniu réwnania (4.73) w réznych interwatach, odpowiednim prze-
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ksztalceniu transformaty Fouriera obu stron réwnania (4.73) oraz minima-
1izacji catki kwadratu biedu [6],[63],[120]. W przypadku najprostszym
oblicza sie wartoSci R i L bezposrednio z réwnania (4,73), bez wstep-
nej filtracji. Obliczenie tych wartosci wymaga jednak dwu réwnan i otrzy-
muje sie Je z (4.73) w dwu réznych chwilach t, 1 t,, oddalonych o do-
wolny interwat, najczesciej okres prdbkowania. Ty

Rozwigzywanie réwnania (4.73) w réznych chwilach
Réwnanie (4.73) zapisane w postaci dyskretnej, dla réznych chwil
(n - 1)1, (n-2)y, daje nastepujacy uktad réwnan:

LAi(n-1) + Ri(n-1) =U(n - 1)
LAi(n-2) +R i(n - 2) = U(n =~ 2)
gdzie Ai(n - 1) = (1(n) - i(n - 2))/2t,.

(4.74)

Rozwigzanie tego ukfadu réwnar pozwala wyznaczy¢é nieznane wartosci
R i L na podstawie prébek napiecia i pradu, stosownie do nastepujg-
cych réwnan:
u(n - 2) Ai(n - 1) - ula - 1) 2i(n - 2)

R(n) =
i(n-2)Ai(n-1) - i(n - 1) Ai(n - 2)

(4.75)

uln = 1) i(n = 2) =ul(n - 2) i(n - 1)

i(n - 2) Ai(n = 1) - 1(n - 1) bi(n - 2)

L(n)

Warto tu podkreslié, ze réwnania te sa identyczne z réwnaniem (4,70)
2z Jedng tylko réznicg. Mianowicie tutaj przyjeto liniowg aproksymacje
u(t) oraz i(t) miedzy chwilami prébkowania, a tam doktadniejsza apro-
ksymacje funkcjg sinus (4.8). Spostrzezenie to jest potwierdzeniem uni-
wersalnosci wyrazen (4.29), bedgcych ogélng formg obliczania R oraz X.
Wadg algorvtméw (4.75) jest duza wrazliwosé na zaktécenia wysokoczestotli-
wosciowe w zwigzku z widmows charakterystyka Ai (rys. 4.5), Mozna te
wrazliwo$é znacznie ograniczyé przez stosowanie catkowania réwnan (4.73),
a wiec numerycznego catkowania ukradu réwnari (4.74).

Catkowanie réwnania petli zwarciowej
Catkowanie numeryczne réwnan (4.74) daje:

LZ i(n)-i(n-2)+R Zi(n-ﬂs%u(n-‘l)

N g N (4.76)
LZi(n'1)'1(n'3)-+RZi(n-2)=Zu(n-2)
N 21‘1 N N

Jednakze operacja sumowania oznacza zastosowanie usredniajgcego fil-
tru cyfrowego
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N-1
1,9 = 1) = > i) = > il - k)
N k=0
oraz, (uwzgledniwszy (4.8)):
Z i(n) - i(n - 2) ) iy(n) - iy(n -2) i iyq(n 1 sin o,T,
N 2Ty 2Ty 0Ty

Zaleznosci te wynikajg tez z tego, 2e usSredniona réznica pradéw Jest
réwna réznicy warto$ci sSrednich i jest ortogonalna do wartosci Srednie]
pradéw (w odpowiednich chwilach n), co wyraza réwnanie (4.8). Uwzgled-
nienie tego pozwala na przepisanie réwnarn (4.76) w postaci (po przesunie-
ciu indeksu czasowego o jeden):

sin(w,T.)
171
—7;;;———— w, L iyq(n) + R iyd(n) = uyd(n)
'(i . (4.77)
sin(w
171
— w, L iyq(n -1) +R iyd(n -1) = uyd(n -1)
173

Rozwigzanie tego uktadu réwnan Jjest juz trywialne i pozwala na wyzna-
czenie R oraz X (réwne m1L):

R(n) = qu(n - i, - uyd(n) 1,60 - 1)

iyd(n -1) iyq(n) - iyd(n) iyq(n -1)

(4.78)

w, Ty gyd(n) ;Yd(n -1) - uyd(n -1) iyd(n)

sin(w1Ti) iyd(n -1) iyq(n) - iyd(n) iyq(n - 1)

x(n) =

Algorytmy (4.78) sa opisane podobnymi réwnaniami jak algorytmy (4.71)
dla k=1 (z doktadnoscig do znaku i statego wspéiczynnika w reaktan-
cji). Staty wspéiczynnik wynika z réznej aproksymacji funkcji miedzy
chwilami prébkowania w ortogonalizacji (4.8) oraz podczas obliczania po-
chodnej (4.76). Piersza metoda jest doktadniejsza, a zreszta i tak przy
praktycznie stosowanych czestotliwosciach prdébkowania wspéiczynnik ten
Jjest bardzo bliski jednosci. Réznice w znaku wynikajg z przyjetego w fil-
trach ortogonalnych jego odwrdécenia podczas obliczania sktadowej kwadra-
turowej. Zgodnosé wyrazeri (4.78) z ogélna postacig algorytméw (4.29)

Jjest juz catkowita. A wiec znowu, rozwigzywanie réwnar obwodu zwarciowe-
go prowadzi do algorytméw (4,29), potwierdzajac kolejny raz ich uniwer-
salnosé.

Obliczanie obustronnej transformaty Fouriera réwnania (4.73) prowadzi
do identycznych analogii,z tym jednak, ze zamiast usredniania (funke je
wagi filtru sa jednostkowe) stosuje sie w tym przypadku filtry z funkcja-
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mi wagi odpowiednio sinus i cosinus, Uktad dwu réwnan wynika tutaj ze
stosowania dwu réznych funkcji wagi, zamiast jednej, do réwnan przesunie-
tych w czasie.

Minimalizacja btedu $redniokwadratowego [6]

Prosty model obwodu zwarciowego opisany réwnaniem (4.73) - rys.4.8 -
moze byé rozbudowany w wyniku uwzglednienia pojemnosci réwnolegiej (rys.
4,8), co prowadzi do podwyzszenia rzedu réwnania rézniczkowego, opisujg-
cego ten obwéd., Mozna tez zatozyé, ze biedy modelowania powodujg, iz wy=
generowany jest pewien sygnal zakiécajacy e(t) 1 nalezy go uwzglednié
w tym réwnaniu (w istocie gdyby nawet nie bylo bigdéw modelowania, to na
przyktad prébkowanie generuje pewien szum kwantowania}. Réwnaniu (4,73)
odpowiada wiec teraz nastepujgce rdéwnanie:

u(t) = Ri(t) + L + e(t) : (4.79)

dt
Optymalne wyznaczenie poszukiwanych wartosci R oraz L polega na
takim okredleniu algorytmu pomiaru, aby Sredniokwadratowa wartosé biedu
byta minimalna. Przy tym doktadne wartosici 'speiniajg réwnania (4.73).

Tak wiec
t : t i (1)
T = j e“(T)dT = f [%(r) - Ri(®) = L } dT = min (4.,80)
£-T £-T 4%

Catka kwadratu btedu powinna byé minimalna ze wzgledu na R oraz 1L,
to znaczy
.a—I-_-,o’ a—I=
3R oL
WynikaJjg stad nastepujace algorytmy obliczania R oraz L:
t t t

j u(t) i(wde j G§L££2>2dr - f u(z) 4z 4 f i() diw) 4o

0.

f o E=T tp' 97 £-T v ter o
M
£ t " . (4.81)
[ u® aile) 4 f 12(v)dv - f ult) i(r)drj i(r) 400 4
L= T dv +£-T s £ dt
M
t t . 5 t "
gazie M = [ 1%(z)av f [9—1-@—)] dv - [ [ 1) di(z) dT,] :
t-T t-T A% g ity dt

Mozna takze zauwazyé, ze algorytmy (4.81) mozna otrzymaé jako roz-
wigzanie uktadu réwnari, z ktérych jedno powstaje przez przemnozenie obu
stron przez i(t) i scatkowanie w przedziale T, a drugie przez prze-
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mnozenie tego réwnania przez pochodng pradu i catkowanie. Biad w wyzna-
czaniu rezystancji i indukcyjnosci zalezy wige od dwéch catek:
t
ey = [ ew) (v
t-T

t
e, = [ e(T) Qii;l dv

t-T

Wynika stad wniosek, Ze bigd ten bedzie zerowy wéwczas, gdy 24 i e,
sa zerowe, a wigc gdy zaktdécenie e(t) Jest ortogonalne w przedziale T
z pradem i jego pochodnsg.

Omawiana metoda daje bardzo dobre wyniki, lecz jest réwniez bardzo
zrozona, przede wszystkim ze wzgledu na koniecznos$é¢ obliczania wielu ilo-
czynéw sygnatéw. Wymaga to stosowania wyraZnie wiekszych doktadnosci i
drugosci stowa maszynowego niz mnozenie sygnatdw przez statg.

W zakoriczeniu rozdziatu, w ktérym podjeto prébe analizy i unifikacji
stosowanych algorytméw pomiarcwych, warto moze podaé nasuwajacy sie wnio-
sek ogélny. Mégiby on byé sformuiowany tak: Prawie wszystkie algorytmy
pomiaru wielko$ci kryterialnych sprowadzajs sie do przetwarzania sktado-
wych ortogonalnych wedtug zelezno$ci (4.20), (4.23), (4.25) oraz (4.27)-
(4,29) tworzacych dwie duze rodziny algorytméw, przedstawione blokowo
na rys, (4,6) 1 (4.7). Badania wtasnosci tych algorytméw mozna wiec ogra-
niczyé do tych dwu przypadkéw ze wzgledu na sposéb otrzymywania wchodzg-
cych w ich skXad ortogonalnych sktadowych.

5. CYFROWA FILTRACJA I KORELACJA

5.,1. Wprowadzenie

Uzyskiwanie potrzebnej informacji zawsze wymaga takiego przeksztaXce-
nia catego dostepnego zbioru, aby wielkoici pozadane uwypuklié, a zbedne
strumié. Ukiad, ktéry realizuje to zadanie, moZna nazwaé, w sensie ogél-
nym,filtrem. Nie inaczej jest w przypadku napieé i praddéw systemu elek-
troenergetycznego, uzywanych w zabezpieczeniach elektroenergetycznych,
Tutaj pozadang informacje zawierajg napiecia i pragdy o czestotliwosci
podstawowej, ktére stanowig tylko czes$é catej zawartosci sygnatu,

Ogélnie, filtrem liniowym jest ukiad opisany réwnaniem

y(t) = | x(7) wl(t - ©)dz (5.1)

8\—_“8

gdzie
X, y - odpowiednio sygnat wejsciowy i wyjsciowy,
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w - sygnat wyjéciowy filtru, gdy =x(t) = 6(t), zwany odpowiedzig impul-
sowg lub funkcjg wagi.
Transformacja Fouriera réwnania (5.1) z uwzglednieniem, Ze transfor-
mata catki splotu Jest iloczynem transformat, daje:

Y(Jo) = X(Fow) W(io) (5.2)

Para réwnai (5.1) i (5.2) charakteryzuje catkowicie filtr w dwu waz-
nych dziedzinach, w dziedzinie czasu i dziedzinie czestotliwosci, a pod-
stawowe znaczenie majg funkcje wagi filtru w(t) oraz jej transformata
Fouriera W(Jj w) stanowigca widmo filtru, a wiec jego charakterystyke
czestotliwo$ciowg. Znane twierdzenie o relacji miedzy dziedzinami czasu
i czestotliwosci, wynikajgce z samych transformat Fouriera prostej i od-
wrotnej méwi, ze jesli funkcja wagi Jest funkcjg bramki w przedziale T
(w(t) = 1(t) - 1(t = T)), to jej widmo jest nieskoriczenie rozlegte, a
takze je$li W(jw) jest funkcjg bramki, to funkcja wagi, czyli odpo-
wiedZ filtru, Jest nieskoriczenie rozlegta. Z twierdzenia tego wynika tak-
2e dalej, 2e im wezszy przedziatr T, tym wolniej zanika W(jw), oraz im
wezsze pasmo Aw funkcji bramki w dziedzinie czestotliwosci, tym wol-
niej zanika w(t). Wniosek nasuwa sie sam i jest to znany dylemat szyb-
kosé-doktadnosé. Stan przejsciowy filtru i zblizanie sie do wartosci
ustalonej trwa tym krécej, im gorsze sg charakterystyki czestotliwoscio-
we filtru, oraz im lepszy filtr, tym dtuzszy czas ustalania. W praktyce
osigga sie kompromis wynikajacy z postawionych wymagar, z tego czy wazi-
niejsze jest osiggniecie wymaganego czasu ustalania czy wysokiej Jakosci
filtracji. W uktadach stosowanych na przyktad w telekomunikacji, ktére
pracujg w stanie ustalonym, najwazniejsze jest uzyskanie pozadanej cha-
rakterystyki filtracyjnej, a stan przejsciowy filtru odgrywa mniejszg
role, Klasyczna synteza filtru polega wiec na skonstruowaniu filtru o
zadanej charakterystyce czestotliowosciowej.

[ Inaczej jest w filtrach stosowanych w zabezpieczeniach elektroenerge-
tycznych. Zaburzenie powstale w systemie elektroenergetycznym powoduje
skokowe zmiany napieé i pradéw, a nowe wartosci przebiegéw ustalonych mu-
szg by¢ zmierzone mozliwie szybko, w wyraznie okreslonym przedziaie cza-
su, Tak wiec w tym wypadku potrzebny jest filtr, ktérego funkcja wagi
albo zanika bardzo szybko, albo jest okreslona w przedziale T, a poza
nim jest zerowa, a jego charakterystyki czestotliwo$ciowe sa mozliwie
najkorzystniejsze. Drugi przypadek zilustrowano na rys. 3.1b. Jego syg-
naty wyjSciowe po skokowej zmianie sygnalu w stanie przejsciowym i usta-
lonym sg opisane réwnaniami:

t
y(t) =f x(t) w(t - t)dt, gdy t>T (5.3a)
t-T
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(5.3b)

x(T) b)

w(T) d)

Rys. 5.1. Ilustracja metod: a - korelacji, b - filtracji, c,d- filtracji
ze zmiennymr oknem pomiarowym

Fig. 5.1. Illustration of methods: a - correlation, b -filtration, c,d -
filtration with variable data window
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lub inaczej, z jeszcze bardziej widocznym czasem trwania stanu przejscio-
wego filtru:
T
y(t) = j x(t -7) witlar, gdy t>T (5.4a)
0
t
y(t) = f x(t =7) w(t)dr, gdy O t<T (5.4b)
0
gdzie x(-t) = O.

Pozadana informacja moze byé eksponowana z sygnalu zawierajgcego za-
ktécenia nie tylko w wyniku filtracji, ale takze przez inne przetwarza-
nie sygnatu, Wazna metode stanowil tak zwana metoda korelacji, w ktére]
okresla sie stopier skorelowania sygnatu z funkcjg w(t) taka, jak poszu-
kiwana w nim sktadowa (rys. 5.1a). Ta sktadowa jest wiec najsilniej sko-
relowana z w(t), a inne sktadowe stabiej, co daje po2adany skutek f£il-
tracji. Korelacja jest opisana réwnaniami:

-t

y(t) = f x(t) w(t)dr, gdy t>T (5.5a)
£-T
t

y(t) = [ x() w(z)ar, gdy o<t <t (5.5b)
0

Mozna tu zauwazyé, ze w wersji cyfrowej korelacja moze byé ratwiej
realizowana niz splot w sensie prostszego uzyskania postaci rekursywnej,
oraz ze korelacja nie jest w sensie stosowanej klasyfikacJji filtrem 1li-
niowym, gdyz sygnat wyjsciowy y(t)  dla przemiennego sygnatu wejéciowe-
go x(t), bedzie miat inng czestotliwosé, a w szczegélnym przypadku be-
dzie staty. Wynikaja stad takze pewne konsekwencje dla pomiaru parame-
tréw sygnaiéw i innych wielkos$ci kryterialnych.

0tdz napiecia i prady sg sygnatami przemiennymi o ustalonej czesto-
tliwosci i do ich identyfikacji potrzebne jest okreslenie dwu pozosta-
tych parametréw, to jest amplitudy i fazy. Sygnai wyjéciowy pojedynczego
filtru, Jjako sygnat przemienny, moze by¢ dalej zortogonalizowany, co da-
je dwa réwnania wystarczajgce do okreslenia tych dwu parametréw (rozdz,
4), Pojedynczy sygnat wyjéciowy korelacji nie pozwala juz niestety na
podobny zabieg, a konieczne Jjest stosowanie dwu funkcji korelujacych
w1(T), w2(r), najlepiej ortogonalnych. Dwa sygnaty wyjéciowe korelacji
pozwalaja juz na obliczenie poszukiwanych parametréw. Problem ortogonal-
nosci filtréw korelacyjnych oméwiono w p. 5.3.2.1 oraz w pracy [60].

W podsumowaniu mozna powiedzieé, ze filtracja i ortogonalizacja mogsg
byé rozdzielone lub potaczone przez zastosowanie pary filtréw ortogonal-
nych, natomiast korelacja moze byé stosowana tylko w takiej wersji ze-
spolonej wraz z ortogonalizacja.
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W zilustrowanych na rys. 5.1a, 5.1b i opisanych wzorami (5.4) i (5.5)
filtracji i korelacji stan przejsSciowy po skokowe]j zmianie sygnaiu trwa
czas t i dopiero po jego uptywie uzyskuje sie ustalony sygnat wyJjscio-
wy. Jest to dla statego okna pomiarowego T czas bezpowrotnie stracony.
Jednakze przy pewnych zaozeniach i wykorzystaniu wartosci w stanie
przejsciowym mozna tego uniknaé, Przyktadowo mozna rozpatrzyé korelacje
wraz z najprostszym zestawem funkcji korelujgcych sinus i cosinus z zato-
zeniem, ze badany sygnal jest opisany nastepujacym réwnaniem:

x(t) = X cos(w1t -9) (5.6)

1
W wyniku korelacji tego sygnaiu z wymienionymi funkcjami korelujgcy-
mi, w przedziale t mniejszym od T otrzymuje sig:

1 1 1

t t
f x(T) cos w,TdT = J X1[§os¢ cos w,T + sing sin m11ﬂcos wyTdT
0 0
t t
f x(t) sin 0,7TdT = f X, [coso cos w T + sin gsin w,T]sin w,Tdv
0 0
i stad
t t t
f x(T) cos w1TdT = ¥q f cos2 wyT dt + yq f sin w1'rcoé w1rdr
0 0] 0
t (5.7)
f sin w,T cos w
0

t t
[ x(t) sin w,TdT = y4 T + ¥, f sin®w, T d7T
6] 6]

gdzie ¥Yq = X1 cos ¢, yq = X1 sin .

Wartosci catek po prawej stronie réwnar (5.7) zmieniaja sie wraz ze
zmiang czasu t, lecz sg dla danego t wustalone. Umozliwia to oblicze-
nie, dla znanych catek po lewej stronie tych réwnan, wartosci yq oraz
yq. Pozwala to na obliczenie amplitudy i fazy sygnaiu, a takze na odwzo-
rowanie sygnatu pierwotnego x(t) stosownie do réwnania

y(t) = y4 cos u,t + Vg sinwgt (5.8)

Przedstawiono tutaj najprostszy przypadek metody odzorowania krzy-
wych w celu jej zilustrowania, a ma ona liczne warianty. Zwigzane one s3
ze stosowaniem wiekszej liczby aproksymujgcych funkcji trygonometrycz-
nych, aproksymac jq wielomianami, warunkami optymalizacji wedtug réznych
kryteriéw (najczesciej minimum catki kwadratu biedu) itd. Istotne uwarun-
kowania i szczegdly metody przedstawiono w p. 5.3.

Podobng metode mozna tez zastosowal wykorzystujac nie korelacje,lecz
splot. Wygodnie jest wdwczas uzywaé funkcji wagi, ktére sg odpowiednio
parzyste i nieparzyste w odniesieniu do srodka okna pomiarowego (rys.
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5.1c,d). Szczegbty takiej filtracji dla zmiennego okna pomiarowege omé-
wiono w p. 5.5.

¥ podsumowaniu mozna stwierdzié, 2e stosowane' metody przetwarzania
napieé 1 prqdéw,‘ktére majg na celu wyeksponowanie pozgdanej informacji
spo$réd zakidéceri, mozna podzielié na trzy nastepujace grupy:

a) cyfrowa filtracja nieortogonalna lub ortogonalna,

b) korelacja,

¢) metody odzorowania krzywych.

Przy tym korelacja Jjest szczegélnym przypadkiem metody odwzorowania
krzywych., Metody z punktu a oraz b sg metodami statego okna pomiarowego,
a metody z punktu ¢ majg zmienne narastajgce okno pomiarowe, ktére moze
byé ograniczone do pewnej ustalone] wartosci (najczeéciej okres lub PO~
towa okresu sktadowej podstawowej sygnatu).

Metody te sg w stanie sprostad wymaganiom zwigzanym z przetwarzaniem
sygnatéw szybkich zabezpieczen, ktdrymi sa:

- szybkie ustalenie sygnaiéw wyjSciowych pe skokowej zmianie sygnaiu
wejsciowego w celu zapewnienia odpowiednio krétkiego czasu pomiaru,

- mozliwie dobra skutecznosé filtracji skiadowych zakiécajacych,

- niezbyt duze obecigzenie obliczeniowe, zapewniajgce realizowalnosé
w czasie rzeczywistym, to Jest miedzy chwilami prdbkowania,

5.2. Filtracja cyfrowa

"Filtracja cyfrowa jest operacjg na ciagu dyskretnych danych wejscio-
wych, w ktérej cigg wyjsciowy zalezy od ciggu wejSciowego oraz charakte-
rystyki filtru., Filtr cyfrowy, podobnie jak filtr analbgowy, moze byd
opisany za pomocg charakterystyk czasowych lub charakterystyk czestotli~
wodciowych. Ze wzgledu na uzyskiwane charakterystyki czestotliwoéciowe
filtry cyfrowe mogg by¢é podzielone na dolnoprzepustowe, gérnoprzepustowe,
srodkowoprzepustowe i érodkowozaporowe%iﬁajwiqksze znaczenie w omawig-
nych zastosowaniach majg filtry cyfrowe dolnoprzepustowe oraz Srodkowo-~
przepustowe. Niekiedy takze, w zwigzku z realizacjg pewnych przeksztak-
cen sygnatéw majacych na celu uzyskanie skradowych ortogonalnych, otrzy-
mije sie¢ niepozgdane charakterystyki filtrdéw gdrnoprzepustowych. Ze
wzgledu na uzyskiwane charakterystyki czasowe filtry cyfrowe mozna po-
dzielié na dwie grupy: filtry czasowe ze skoriczona, ograniczong odpowie-
dzig impulsowg, a wiec skoriczong pamiecig, zwane tez filtrami nierekur-
sywnymi, oraz filtry z nieograniczonag odpowiedzig impulsowg, a wiec nie-
skoriczong pamiecig, zwane tez filtrami rekursywnymi.

Filtr cyfrowy nierekursywny jest opisany réwnaniem:
N-1

y(n) = :Ej a, x(n - k) (5.9)
k=0
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gdzie

X, ¥y - prébki sygnatu wejsciowego i wyJjsciowego,
a, = w(k),

w(k) - dyskretna funkcja wagi filtru..

Prawa strona réwnania (5.9) jest dyskretnym splotem funkcji wagi i
sygnatu wejsciowego, réwnym sygnatowi wyjsciowemu filtru., Réwnanie to
jest analogiczne do réwnania (5.4), Filtr ma pamieé skonczong, ograniczo-
ng do N prébek sygnatu x.

Filtr cyfrowy rekursywny Jest opisany réwnaniem:

N-1 M
y(n) = Z ay x(n - k) + Z bk vln - k) (5.10)
k=0 k=0

gdzie N - 1 > M,

Drugi wyraz prawej strony réwnania (5.10), tworzacy sume wazong M+ 1
poprzednich wartosci sygnaiu wyjSciowego powoduje, ze Jjego pamied Jjest
nieskonczona i stgd jego nazwa - filtr o nieskornczonej cdpowiedzi impul-
sowej. Filtr rekursywny jest ogélniejszym typem filtru cyfrowego, a gdy
M Jest réwne zeru, otrzymuje sie filtr nierekursywny.

Transmitancje filtréw opisanych réwnaniami (5.9) oraz (5.10) otrzyma
sie po obliczeniu transformat Z lewej i prawej strony tych réwnasd. Pa-
mietajac z wtasnosci tej transformaty, ze opéZnienie sygnatu o jeden
okres prdébkowania odpowiada pomnozeniu przez operator 2'1, otrzymuje
sie odpowiednio dla filtru nierekursywnego i rekursywnego

Y(z) ad
o =w(z) = :gj a, z~K (5.11a)
X(z k=0
N-1
> T
Blz) = L0 (5.11b)

> uy o
1 - b, 2z
k
k=0
Charakterystyki widmowe tych filtrdéw otrzyma sie przez podstawienie
w miejsce operatora z operatora jemu réwnowaznego, exp(juJTi):
N-1
#(jw) = :E: a, exp(-joT;) (5.12a)
k=0
S
a, exp(-jwT,)
=0 kK i

H(3w) (5.12p)

M
1 - Z b, exp(-,ju)'l‘i)

k=0
gdzie gwiazdki przy transmitancji widmowej oznaczajg, ze jest to widmo
uktadu dyskretnego.
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Filtry nierekursywne, opisane réwnaniami (5.9), (5.11a) i (5.12b),
moga w zasadzie byé zrealizowane tylko z zastosowaniem techniki cyfrowej,
gdy z kolei filtry rekursywne opisane réwnaniami (5.10), (5.11b) i
(5.12b), moga byé zrealizowane zaréwno analogowo, jak i cyfrowo, jako ze
maja nieskoriczong odpowiedZ impulsowa. Ta ostatnia cecha pozwala na za-
stosowanie catej bogatej teorii filtréw analogowych podczas projektowania
cyfrowego filtru rekursywnego [4],[186].

Metody projektowania cyfrowych filtréw rekursywnych i nierekursywnych
majg takze bardzo bogatg bibliografie i niecelowe bytoby ich przytaczanie
tutaj. Zastosowanie tych metod syntezy podczas projektowania filtréw cyf-
rowych do zabezpieczer elektroenergetycznych jest niestety ograniczone
ze wzgledu na brak mozliwosci jednoczesnej optymalizacji charakterystyk
widmowych i dynamiki filtru.

Cyfrowe filtry rekursywne znalazty niewielkie zastosowanie w zabez-
pieczeniach elektroenergetycznych, Skiada sie¢ na to zapewne wiele czynni-
kéw, z ktérych,oprécz wymienionych, najwazniejsze to: zazwyczaj diugi
czas zanikania procesu przejsciowego, znaczna wrazliwosSé na niewielkie
zmiany wartosci wspétczynnikéw ays b filtru oraz rdéznigce sie o kilka
rzedéw ich wielkosci, co wymaga znacznych dtugosci stowa maszynowego i
ogranicza bardzo mozliwosci realizacji w czasie rzeczywistym.

Mozliwosci optymalizacji filtréw nierekursywnych sg takze w pewnym
sensie ograniczone. Zwigzane to Jjest miedzy innymi z tym, 2e sformutowa-
nie duzych wymagani dotyczacych pasma zaporowego i szybkos$ci przejscia z
pasma przepustowego do zaporowego moze prowadzié do filtréw wysokich
rzedéw, trudnych do zrealizowania w czasie rzeczywistym [4], [1861].

Przytoczone rozwazania mozna tak podsumowacd: Scista synteza filtréw
cyfrowych oraz ich optymalizacja ze wzgledu na wymagane charakterystyki
czestotliwosciowe, pozadang dynamike oraz wspéiczynniki filtru do zreali-
zowania w arytmetyce staioprzecinkowej, Jjest trudna. Zagadnienie mozna
prébowaé sformurowaé inaczej, a mianowicie, jakby syntetyzowaé filtr wy-
chodzgc z dziedziny czasu. Polega to na wyborze dopuszczalnej drugosci
okna pomiarowego i mozliwie prostej postaci funkcji wagi w(k) (wspéz-
czynniki ak) i okresleniu najlepszych lub satysfakcjonujgcych charakte-
rystyk widmowych. Sposréd wielu takich filtréw najwieksze znaczenie majg
te z funkcjami wagi sinus, cosinus [1],[60],[62]1, [165], [181], funkcja
wagi statg oraz funkcjami Walsha [35],[53], [60], [147]. Dodatkowy wymdg
realizacji pary filtréw ortogonalnych Jjest tutaj ratwy do speinienia.

Badanie charakterystyk tych filtréw, gdy ich funkcje wagi mogsg byé
okreslone w postaci analitycznej, mozna znacznie uproscié i przyspieszyé
obliczajgc widma ciagiych funkcji wagi zamiast widm dyskretnych.
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5.2.1, Widmo catkowania ciggtego i dyskretnego

Obliczanie widma (5.12a) filtru nierekursywnego (5.9) wymaga niezbyt
wygodnego sumowania zespolonych funkcji eksponencjalnych., Widmo to mozna
otrzymaé w uproszczony sposéb znacznie ‘tatwiej. Mozna to wykazaé poréw-
nujgc widmo catkowania ciggtego i dyskretnego w skoriczonym przedziale
T = NT

i.
X(7) x(mT;)
a [ .
) y N b)
4
l N
y N
‘\
: Y
/ I
‘1 |
l | E m_
#-F t n-N n
x(mT;) 5
m
n-N n

Rys. 5.2. Funkcja ciggta (a) oraz odpowiadagqce Jej funkcje dyskretne w
catkowaniu metods prostokatéw (b) i trapezéw (c)
Fig. 5.2. Continuous function (a) and adequate discrete functions when
rectangular (b) and trapezoidal (c) rules of integration are applied

Niech bedzie dana krzywa ciagta x(T) oraz ta krzywa reprezentowana
przez wartosci prébek w chwilach mTi; x(ﬂTi) - rys. 5.2a,b,c. Catka
ciggta w przedziale t-T, t odpowiada polu pod krzywg ciggtg, a sumy w
przedziale (n - N)Ti, nTi odpowiadajg sumie pél prostokatnych na rys.
5.2b - gdy stosuje sie te metode oraz sumie pdl trapezéw na rys. 5.2c -
gdy stosuje sie drugg z tych metod. Rozpatrzmy przypadek ciggty oraz
catkowania metods prostokatéw. Mozna zapisaé nastepujace réwnania:

T oo
y(t) = f x(t =7)dt = f b(t) x(t - T)dT (5.13a)

—oo
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N-1 -
y(n) = T, Z x(n - k) = Tizb(k) x(n - k) (5.13b)
k=0 =
gdzie
b(t) = 1(%) - 1(t - T)

b(k) =1 0 <k <N

b(k) = 0 dla pozostatych k.
Z obliczenia transformat Fouriera réwnan (5.13) otrzymuje sie:
Y(jw) =B(Fw) X(Jw) (5.14a)
Y (§u) =T;8"Ge) X (Ga) (5.14b)

Widma B(jw) i B*(jw) sa wiec widmami operacji catkowania ciggle-
go i dyskretnego odpowiednio i charakteryzuje przeksztalcanie widma syg-
natu wejsciowego w widmo sygnatu wyjsSciowego w rezultacie catkowania w
skoriczonym przedziale. Widma te sg okreslone réwnaniami:

T

B(jw) = [ b(t) e 99 4t = f e 90T 4p (5.15a)
- N-1

TE (ju) =Ty > blk) eI o g e (5.15b)
jes 5

W wyniku obliczer tych wyrazer, a takze podobnych wyrazer dla metody
trapezéw, otrzymuje sie nastepujace réwnania okreslajgce widma calrkowa-
nia ciggtego oraz dyskretnego metoda prostokatéw i trapezdw:

sinT/2) -jWwT/2)
————mne Q)

B(jw) =T (5.16a)
wT/2
in(wT/2) ;
7B (Jw) =T _SinWl/2) | jer/2) g5 (wn/am) (5.16b)
P N sin(wT/2N)
in(wT/2) cos(wT/2N) _
TiB;(Ju)) =T i bl e Jlwr/2) (5.16¢)

N sin(wT/2N)

Analiza wzoréw (5,16a-c) prowadzi do licznych wnioskéw. Po pierwsze
wiec, operacja catkowania w skonczonym przedziale T = N‘I‘i wprowadza
przesuniecie fazy sktadowych o czestotliwosci w o wartos$ci minus wT/2.
Jest to przesuniecie fazy wynikajace tylko z operacji caikowania ciggre-
go i dyskretnego. Zatem dla danej funkcji wagi filtru przesuniqcié fazy
sygnatu wyjSciowego jest sumg tego przesunigcia i przesunigcia widma
funkcji wagi (w przedziale nieskoniczonym). Po drugie, widmo catkowania
metoda prostokatéw jest przesunigte o faze wTi/Z = wT/2N, co w oczywis-
ty sposéb wynika z aproksymacji linig przerywang (rys. 5.2b, wzér (5.16b)
prostokatéw odpowiadajgcych caice dyskretnej. Mozna temu tatwo przeciw-
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dziataé przez przesuniecie dyskretnej funkcji wagi o péi okresu prébkowa-
nia w przeciwnym kierunku., Podczas uzywania filtréw ortogonalnych nie od-
grywa to w ogéle roli, gdyz wszystkie sygnaly sg tak samo przesuniete,

W*cjo) 0
16 LIV (o)l
uk dyskr. catkowanie metodq
£ Rrostokatow
121
- catkowanie ciggte

08

’

0,6

04+ dyskr: catkowanie metodq
trapezdéw
02
(%)
1 1 L 1 o
a1 02 03 04 05
Wi
[W(jo,)]

catkowanie ciaggte

- \\‘-\ — —— catk.dyskr met. prostok.
a5 ] ——— catk. dyskr met. trapezdéw
/‘\
L 7e~N\
A\
_ N\ R
K / N —~ -~
- 2 N, LS. W
I al N~ o, @
7 2 3 4 5 3

Rys. 5.3. Poréwnanie widm réznych metczd)calkowania (a) oraz przyktadowe
widma (b

Fig. 5.3. Comparison of different rules of integration (a) and their
spectra (b)
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je€li wszedzie stosowana jJest metoda prostokqtéw. Catkowanie metodg tra-
pezéw nie wprowadza dodatkowego przesuniecia w ogéle, co wynika z rys,
5.2¢ 1 réwnania (5.16¢c). Po trzecie wreszcie, zbadanie ilorazéw widm dy-
skretnych i cigglego pozwala stwierdzié, ze w zakresie niskich czesto-
tliwo$ci nie réznig sie one znacznie (rys. 5.3a). W zakresie czestotli-
woéci wyzszych widmo podczas catkowania metodg prostokgtéw nieznacznie
wzrasta, a widmo catkowania metods trapezéw spada do zera (5.16c). Aby
zilustrowaé te wnioski, na rys. 5.3b przedstawiono przyktadowe widma pod-
czas catkowania ciggtego oraz metodg prostokatéw i trapezéw.

Najwazniejszy wniosek dotyczy mozliwosci zastgpienia zmudnego obli-
czania sum (5.12a) przez catki w tym przedziale podzielone przez wartosé
Ty (gdyz T, W (5.12a) nie wystepuje). Podobnie tez mozna poszugiwaé
sie catka splotu do obliczania splotu dyskretnego. Mozna wiec napisaé na-
stepujgce réwnowazne postaci wyrazern ciggrych i dyskretnych:

N-1 T
Z x(n - k) w(k) 4:»—%— j x(t - 7) w(v)dr (5.17a)
k=0 10
X (o) W (dw) == X(Fu) W(io) (5.17b)
i
N-1 T
- 3jkuT -

W(jw) a :Z: wik) e Sy <=:>-%— f wit) e T ge (5.17¢)

k=0 i%

Szczegélnie wyrazenie (5.17c) jest bardzo przydatne do obliczania
widm filtréw nierekursywnych, ktérych funkcje wagi sg dane w postaci ana-
litycznej.

5.,2.,2. Filtry nierekursywne o typowych funkcjach wagi i ich widma

5.2.2.1. Widma filtréw i unormowane charakterystyki czesto-
tliwosciowe

Na podstawie uproszczonej relacji (5.17c) mozna tatwo obliczyé widma
szeregu typowych funkcji wagi, ktére dane sg w postaci analitycznej i
ktére majg korzystne dolnoprzepustowe lub pasmowoprzepustowe charakterys-
tyki filtracyjne, szczegdlnie wazne i korzystne w omawianych zastosowa-
niach, Zaliczyé do nich trzeba przede wszystkim funkcje wagi, ktére sg
funkcjami Walsha zerowego (okno prostokatne), pierwszego i drugiego rze-
du oraz szczegdlnie funkcjami sinus i cosinus.

Wszystkie omawiane funkcje wagi sg albo parzyste albo nieparzyste w
odniesieniu do Srodka okna pomiarowege. Jest wiec wygodne dokonanie ich
przesuniecia z przedziatu (0,T) do przedziatu (-T/2+T/2).0znaczajac takg
przesunietg wycentrowang funkcje przez wp(r) mozna napisad:
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(t) = wit + %)
" vy I (5.18)
-Jw

w(jm)-wp(;]w) e

Oznacza to, 2e rzeczywisty argument filtru jest sumg argumentu widma
przesunietej funkcji wagi oraz -wT/2.

Istotne jest juz teraz podkreslenie ratwosci, z jakg uzyskuje sie w
przedstawiony sposéb filtry ortogonalne, tak waine dla wszystkich algo-
rytméw pomiaru wielkos$ci kryterialnych omawianych w rozdz. 4.

1., Funkcja Walsha zerowego rzedu (okno prostokatne)
Widmo okna prostokgtnego byto juz obliczone poprzednio (5.16a), a po
uwzglednieniu (5.17c) i (5.18), moze byé opisane réwnaniem:

wT wT
R .19
i
1570 1Mo

a) Wy (7) 7

/7 0 113

7
1

T pJT T W
§ Gr Ty

7
T LT LI T
7 27 37 47

Rys. 5.4. Funkcja Walsha zerowego rzedu (a) i aej widmo unormowane (b)
Fig, 5.4, Walsh function of zero order (a) and its normalized
spectrum (b)

Modut tego widma w funkcji czestotliwosci przedstawiono na rys. 5.4
(dolna skala). Jest to typowa charakterystyka filtru dolnoprzepustowego,
a wkasciwy wybdér diugosci okna T(NTi) zapewnia wyfiltrowywanie pozgda-
nych skradowych sygnaitéw. Latwo mozna w tym przypadku uzyskaé charakte-
rystyke unormowang w funkcji zredukowanej czestotliwosci. Przyjmijmy na
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‘przyktad, ze okno T Jjest réwne poowie okresu sktadowe] podstawowej
sygnatu T,. Mamy wéwczas:

1n 21 1
sin —p 2
w;(.’j (1)1) SN'—wTT-,‘—S—n—'NsTN“ (5.,20a)
. o
[W*(jw )] n 'sin (6; 1?) l , 0 T
G(m) = —W%—-——)—- = —2-— TR = 4sin <a—; "?'>; (5.20b)
I P J w4 l Wy -

gdzie m = u)/m1.

Ta unormowana charakterystyka jest analogiczna do modutu widma (5.19),
tyle tylko, ze nieco bardziej czytelna. Sygnal o czestotliwosci wy Jest
wzmacniany ze wzmocnieniem jeden, skXadowa stata ze wzmocnieniem 1,57,

a czestotliwosci wieksze niz wy 8§ tiumione. Parzyste harmoniczne syg-
natu sg odrzucane (tiumione do zera).

2, Funkcja Walsha pierwszego rzedu
Funkcje wagi, bedgcg funkcjg Walsha pierwszego rzedu, przedstawiono
na rys. 5.5a. Jej widmo jest dane réwnaniem

1 O . 2
W(ju) = — [ PR L T e~ T 4 (5.21)
g Ty Ty
-T/2 0

po obliczeniu tych catek otrzymuje sie

. sinz(leh)
wo(jw) = N ——— (5.22)
B (wT/4)

Indeks p, oOznacza przesunietg funkcje Walsha pierwszego rzedu,
Przebieg modutu tego widma przedstawiono na rys. 5.5b., Jak widaé, w tym
przypadku otrzymuje sie charakterystyke filtru pasmowo-przepustowego o
stabym ttumieniu w pasmie zaporowym, chociaz sktadowe o niektérych czes-
totliwosciach sg odrzucane, Charakterystyke unormowang otrzyma sie przez
podstawienie T =T, do (5.22) i wéwczas

W3 ug) = 0 2N, (5.232)
2 [fw T
w* (jw ) T sin Ty w4
G(m) = _l__m_L SN __llr—z = — sinz L (5.23b)
[We (3 wy) L @ 2
p1 J Wq ] 2 Wq =z wq

Charakterystyka jest identyczna z poprzednig, lecz ma czytelniejszy
opis (rys. 5.5b). Jesli okno pomiarowe T skrécié o potowe do wartosci
T1/2, to otrzymuje sie funkcje wagi taka jak na rys. 5.5¢c. Jej unormowa-
ne widmo wynika z podstawienia T = T1/2 do (5.22) i otrzymuje sie wéwczas
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Rys. 5.5. Funkcja Walsha pierwszego rzedu (a) i jej widmo unormowane (b)
Fig. 5.5. Walsh function of first order (a) and its normalized
spectrum (b)

WG wg) = % N=j 4 N, (5.24a)
W ( ) T

G(m) = I——El—j—f-—]_ =22 gin? (i -—) (5.24Db)
|w’;1(3 w1)| ® 0, &

Przebieg tego widma przedstawiono na rys. 5.5d. Jak widaé,w wyniku
dwukrotnego skrécenia okna T, nastgpio "rozciggniecie" osi czestotli-
woscl i w rezultacie pogorszenie charakterystyk czestotliwodciowych w
stosunku do tych przedstawionych na rys. 5.5b.

Na marginesie dotychczasowych rozwazan warto zauwazyé pewng ogélng
zaleznosé, ktéra jest zwigzana z parzystoscig lub nieparzystoscig funk-
cJi wagi w odniesieniu do Srodka okna. Transformate Fouriera funkcji wa-
gi, bedgcg jej widmem, mozna zapisaé nieco inaczej:
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. T/2 ‘1 T/2
W (dw) = f w(T)e™ T 4r - T f w(T) coswrdr -
-T/2 -T/2
T/2
-3 ’1‘1- f w(T) sinwt dt
i4/2

Jeéli teraz w(T) jest funkcjg parzystg, to druga =z catek Jjest ze-
rowa i otrzymuje sie

T/2
w;(jw) = ’I‘L f w(t) cosw T)dr (5.25)
1/2

Je$li natomiast w(T) Jjest funkcjsg nieparzystg, to pierwsza z caiek
znika i otrzymuje sie:

T/2
W;(jw) = = 'g— f w(T) sin(wT )dt (5.26)
i 172

Wynikaja stgd dwa wazne wnioski: Po plerwsze wiec widmo parzystej
funkcji wagi Jest rzeczywiste, a widmo nieparzystej funkcji wagi, w od-
niesieniu do $rodka okna, Jjest urojone. Po drugie, sygnaty wyjsciowe fil-
tréw majacych parzyste i nieparzyste funkcje wagi sg ortogonalne, JjesSli
ich okna sg jednakowej dtugosci. Ostatni warunek wynika z przesuniecia
fazy sygnatu wyj$ciowego w stosunku do wejsciowego o wartosé - wT/Z,
niezaleznie od przesuniecia fazy wynikajacego z argumentéw widm o funk-
cjach wagi przesunietych (Wb(T) = w(t + T/2)). Zaleznodci (5.25) i
(5.26) oraz wynikajace z nich wnioski mogg byé wykorzystane zaréwno w
syntezie filtrdéw ortogonalnych, jak tez do uproszczonego obliczania widm
filtréw. Nalezy tez wyrazZnie podkreslié wazng ceche takich filtréw, ktd-
rg Jjest liniowa faza w pasmie przepustowym. 0téz faza sygnatu wyjéciowe-
go (w odniesieniu do wej$ciowego) jest sumg fazy réwnej zeru (funkcja wa-
gi parzysta) lub n/2 (funkcja wagi nieparzysta) oraz wartosci - wT/2,
co jest z wielu powodéw istotne i pozgdane.

3, Funkcja Walsha drugiego rzedu
Funkcje wagi, ktéra jest funkcjg Walsha drugiego rzedu, przedstawio-
no na rys. 5.6a. Jej widmo wynika z zaleznodci

-T/4 T/ 4 T/2
W;Z(J(u) = %I{: f COS W4T d? - f cos w,T dr + J cos w,T dr}
-T/2 -T/4 T/ 4 (5.27)

obliczenie wartosci tych catek daje ostatecznie
sin( wT/4)

1 - T/4) :
T [1 - cos(wT/8)] (5.28)

wl*)z(:;w ) = =N



7

W2 (jo)|
6(m) V2
-7 b)
a) W2 ()
7L L
. F
T Wi i3 I L
2 4 4 2
=7 -
7 Y2 3 s Ve 72\
27 4% s§ 8T of w

Rys. 5.6. Funkcja Walsha drugiego rzedu (a) i jej widmo unormowane (b)

Fig. 5.6. Walsh function of second order (a) and its normalized

spectrum (b) '

Wykres modutu tego widma przedstawiono na rys. 5.6. Jak widaé, pod
wieloma wzgledami przypomina ono widmo ’w;1(j w)[ funkcji Walsha pier-
wszego rzedus Podobnie jak poprzednio, Jjest to widmo filtru pasmowoprze-
pustowego o stabym titumieniu w pasmie zaporowym. Réwniez podobnie jak
poprzednio, harmoniczne parzyste czestotliwoéci okna sg odrzucane., Jed-
nakze miedzy zdolnosciami filtracyjnymi w zakresie niskich czestotliwos-
ci wystepuje istotna, choé matro widoczna z przebiegu widm, réznica. 0téz
w tym ostatnim przypadku zdolnosé do filtracji sktadowe]J aperiodycznej
Jjest duzo wieksza., Oméwiono to szczegbétowo w rozdz. 7.

Unormowang charakterystyke widmowg G(m) otrzyma sie po podstawie-

niu T =T, (0= w1) w (5.28):

w;z(J wg) = - —%— N (5.29a)
WX (Jw)

G(m) = LfL‘j—u = 21— sin(—wf—> [1 - cos(i l)] (5.29b)
prz(j w1)| w,2 w, 2

Wykres unormowanej charakterystyki przedstawiono na rys. 5.6.

W zakoriczeniu omawiania charakterystyk funkcji Walsha trzeba dodad,
ze funkcje wyzszych rzedéw majg nieco mniejsze zastosowanie, Wynika to z
tego, ze maksimum ich charakterystyki widmowej przesuwa sie w kierunku
wyzszych czestotliwosci wraz ze wzrostem ich rzedu i stosowanie filtru
o takich charakterystykach bytoby niecelowe. Funkcje te sg natomiast wy-
korzystywane wéwczas, gdy stosuje sie rozktad w szereg Walsha innych
funkcji wagi filtréw, np. sinus czy cosinus [36].
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4, Filtry z sinusoidalnymi funkcjami wagi

Filtry z funkcjami wagi, bédqcymi fragmentem sinusoidy lub cosinusoi-
dy, majg duze znaczenie ze wzgledu na ich szczegdlng przydatnosé do od-
filtrowywania sygnatu o jedne] ustalonej czestotliwo$ci, Ich widma mogsg
byé obliczone na podstawie nastepujgcych zaleznosci:

T/2
W*c(jw ) = éL f cos(wot) cos(w T )dt (5.30a)
P ig/2
T/2
W*S(j W) = - 6— f sin(wOT) sin(w T )dt (5.30b)
P i_p/2

Proste obliczenia pozwalajg na wyznaczenie tych widm w postaci
5 N
w;c(au:) =3 [salp - py) + Salp + po)] (5.31a)
N
w;s(j(u) =-j3 [salp - po) - Sa(p + po)] (5.31p)

gdzie Sa(x) = sin(x)/x, p =wT/2, Py = wol/2.

Ksztait widma tych filtréw zalezy od dwéch parametréw - czestotliwos-
ci wy oraz drugoéci okna T. W zaleznoéci od ich wyboru (T czesto mo-
2e byé narzucone) mozna ksztattowaé w pewnym zakresie pozgdane cechy wid-
ma w wybranych przedziatach czestotliwosci. Zilustrowano to kolejno dla
funkcji wagi cosinus i sinus,

Funkcja wagi cosinus

Rozpatrzmy widmo funkcji wagi o ksztaXcie Jjak na rys. 5.7a. Jej cze-
stotliwosé wq jest tak dobrana, ze on = 21 oraz jest to funkcja
-COS wot, wobec czego jej widmo jest dane réwnaniem (5.31a) ze znakiem

przeciwnym:

w;c(:jw) - - % {Sa Er(% = 1)] + Sa[n(wﬂ-o + 1)]} (5.32)

Przyjgwszy, 2e czestotliwosé tej funkcji wagi jest réwna czestotliwo-
§ci identyfikowanego sygnatu (wo = w1), tatwo otrzymuje sig unormowang
charakterystyke widmowsg:

* . N N1
pr(J (01) =--2=-T (5.333)
* s
G(m) = lyg£££jill_ =sa[n(m-1)] +sa[nm+1)] (5.33b)
IWPC(J w1)|

gdzie
N - liczba prébek w oknie,
N1 - liczba prébek w okresie sktadowej podstawowej, m =(u/w1.
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Rys. 5.7. Rézne cosinusoidalne funkcje wagi i ich widma unormowane
podczas catkowania metodami: 1 - prostokatéw, 2 - trapezéw
Fig. 5.7. Different impulse responses of cosinusoidal type and their
normalized spectra using: 1 - rectangular, 2 - trapezoidal rules of
integration
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Widmo tej funkcji wagi, przy stosowaniu metody catkowania prostokg-
téw (gérna krzywa) i metody trapezéw, przedstawiono na rys. 5.7a. Widmo
(5.33b) niemal doktadnie pokrywa sie z gérng krzywg widmem catkowania
metodg prostokatéw. Filtr ma charakterystyke pasmowoprzepustowg o dosé
dobrym ttumieniu w pasmie zaporowym oraz wszystkie harmoniczne identyfi-
kowanego sygnalu sg odrzucane, Sg to wyraZnie lepsze charakterystyki niz
ma, odpowiadajgca tej funkcji, funkcja Walsha drugiego rzedu.

Zupelnie analogicznie otrzymuje sie¢ unormowane widma funkcji wagi
przedstawione na rys. 5.7b i 5.7c, przy czym teraz okno pomiarowe zosta-
1o skrécone o potowe. Pomijajgc kolejne przeksztaXcenia, koiicowe wyraze-
nia okreslajgce widma sg dane réwnaniami:

wy =w, T= T1/2 (rys. 5.7b)

0]

W;c(J wy) = N2 = N, /4 (5.34a)
W' (Jw)

G(m) = l—%?——:i—l— = Sa [% (m - 1)] + Sa [g (m + 1)] (5.34b)
Iv.lpc(‘j u)1)|

Wy =2uw, T= T1/2 (rys. 5.7c)

. N, (5.35a)

Wpc(Jm1)=--§t—=-F
W (Juw)

G(m) = Lgc_ﬂ = 2T {Sa [L (m - 2)] + Sa [-l (m + 2)]}(5.35b)
|wpc(;j w1)l 2 2 2

gdzie m = w/m1.

Unormowane widma, odpowiadajgce obu tym funkcjom wagi, przedstawiono
odpowiednio na rys. 5.7b,c. Jak widaé, w pierwszym z przypadkéw otrzymu-
Jje sig bardzo dobry filtr pasmowoprzepustowy o silnym tiumieniu w pasmie
zaporowym, a w drugim filtr pasmowoprzepustowy, lecz o niekorzystnie
uksztaltowane] charakterystyce i wzmacnianiu sktadowych zawartych miedzy
m=1 a m= 4, Jest to rezultat wynikajacy z préby uksztatrtowania fil-
tru, ktéry odrzucarby sktadowg statg. Cel ten osiggnieto, lecz poprawie-
nie charakterystyki w zakresie niskich czegstotliwo$ci spowodowatc jej po-
gorszenie w zakresie czestotliwosci wysokich., Warto tu zauwazyé tez réz-
nice miedzy widmem podczas calkowania metodg trapezéw (dolna krzywa) a
prostokatéw (gérna krzywa) - rys. 5.7c.

Funkcja wagi sinus

Rézne funkcje wagi, bedgce sinusoidg lub jej fragmentem w odniesie-
niu do o$rodka pomiarowego, przedstawiono na rys. 5.8a-c. Obok nich
przedstawiono ich unormowane widma, obliczone analogicznie jak dla funke-
cji cosinus, lecz z zastosowaniem wzoru (5.31b). Ponizej podano, juz bez
przytaczania obliczeri wartosci, widma dla czgstotliwosci podstawowej,
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Rys. 5.8. Rézne sinusoidalne funkcje wagi i ich widma unormowane
podczas catkowania metodami: 1 - prostokatéw, 2 - trapezdéw
Fig. 5.8. Different impulse responses of sinusoidal type and their
normalized spectra using: 1 - rectangular, 2 - trapezoidal rules
of integration
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potrzebne do okreslenia amplitudy sygnatu wyjsSciowego filtru oraz zalez-
nosSci okreslajace widma unormowane:

Wy = w0y, T =T, (rys. 5.8a)

* N N1

Ww)=j==jo (5.36a)
G(m) = Sa [n(m - 1)j - sa [n(m + 1)] (5.36b)

T
wy =wg, T= - (rys. 5.8b)

W(J u) =3 M (
TR R A J - 5.37a)
G(m) = Sa [-15- (m - 1)] - Sa [-} (m + 1)] (5.37v)

T
wo = 2 0)1, T = -21' (I‘YS. 5»80)

w‘(3w1)-33—"-n-33—2-n1 (5.382)
b3 T
Glm) = 3T {Sa [% - 2)] - sa [% 2)]} (5.38b)

gdzie m = w/ﬁ1, sa(x) = sin(x)/x.

Wszystkie przedstawione na rys. 5.8a-c widma to widma filtréw pasmo-
woprzepustowych., Szczegélnie korzystne wtasnosci filtracyjne ma pierwsze
widmo (rys. 5.8a) z oknem petnookresowym (T = T1). Tiumienie w pasmie za-
porowym jest bardzo dobre, a wszystkie harmoniczne sg odrzucone. Jesli
okno Jest i1 musi byé krétsze, to przy stosowaniu funkcji wagi z rys.
5.8b,c otrzymuje sie¢ widma o podobnej charakterystyce i podobnej ttumien-
nosci w pasmie zaporowym. Giéwna réznica dotyczy odrzucanych hermonicz-
nych, W pierwszym przypadku filtr odrzuca harmoniczne nieparzyste, a w
drugim harmoniczne parzyste z wyjgtkiem drugiej. W sumie funkcje wagi si-
nus majg widma o lepszych charakterystykach pasmowych, a w przypadku
skréconych okien nie ma tu alternatywy, czy bedg wzmacniane sktadowe wy-
soko-, czy niskoczestotliwosciowe,

5.2.2.2, Algorytmy i sygnaty wyjsSciowe filtréw

Algorytmy filtréw wynikajgq bezposrednio z funkcji wagi filtréw oraz
ogélnego réwnania nierekursywnego filtru cyfrowego (5.9), przy czym
wspéiczynniki a, sg wartosciami funkcji wagi w(k) w chwilach kTi.
Nalezy Jjednak pamietaé, ze zgodnie z przyjetym sposobem okreslania widm
filtréw, wycentrowane okno pomiarowe trzeba przesungé do poczgtku ukradu
wspétrzednych (T = 0).
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Sygnaty wyjsciowe filtréw natomiast bedq miaty amplitude przemnozong
przez warto$é modutu widma filtru dla danej czestotliwosci oraz faze,
ktéra jest sumg argumentu widma przy tej czestotliwosci wycentrowanej
funkcji wagi i - wT/2, ktére wynika z przesuniecia funkcji wagi (5.18).
Jesll wiec sygnat wejsciowy ma czestotliwosé wy 1 Jest dany réwnaniem:

x(n) = Xcos(n w T, + @) (5.39a)
to sygnal wyjsciowy Jest opisany zaleznoscig:
: w,T
y(n) = x1|w‘ (3 m1)|cos[n w,T; + argW* (3 w1)) - % + CP] (5.39p)

Korzystajac z przedstawionych na rys. (5.5)-(5.8) funkcji wagi oraz
obliczonych widm mozna teraz kolejno otrzymaé algorytmy i sygnaly wyjs-
ciowe filtréw. Zostang one pogrupowane tak, Zeby moina byZo rozpatrzydé
oddzielnie algorytmy peino- i pdStokresowe, a takize zestawié filtry pozwa-
lajace uzyskaé sktadowe ortogonalne.

1. Algorytmy i sygnaty wyjsciowe pelnookresowych filtrdw
ortogonalnych

Najprostsze algorytmy pelnookresowe otrzymuje sie z zastosowaniem
funkcji Walsha pierwszego i drugiego rzedu (rys. 5.5a, 5.6). Algorytmy
tych filtréw sa dane réwnaniami:

N
- -1 N,-1
¥4 (n) -Z x(n - k) - Zx(n - k) (5.402)
k=0 N1
z
N
—41 -1 2 Ny-1 N,-1
yz(n) -Z x(n - k) - Z x(n - k) + Z x(n - k) (5.40b)
k=0 N./4

2 N,

Sygnaty wyj$ciowe tych filtréw dla sktadowej podstawowej (5.39) sa
opisane, z uwzglednieniem (5.23a) oraz (5.29a), réwnaniami:

2N w,T
¥4 (n) = (—1> X, cos<n W, Ty - 121 + % +(p>.
- ( 1) sin(n w 4Ty + ®) (5.41a)
2N w,T
)’2(n)-<—n-1->x1 cos(nw'ri+1t- ;1 +q)>-
' 2N
= (———) X, cos(n w, T, +0¢) (5.41b)

N A

gdzie w,T, = 2w , N1T1-T1.
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Po zastosowaniu funkcji Walsha pierwszego i drugiego rzedu otrzymano
pare filtréw ortogonalnych o nieziym widmie i bardzo prostych, pozbawio-
nych konieczno$ci mnozenia algorytmach.Zapisane w nawiasach wspétczynniki
odpowiadajg oznaczonym poprzednio przez Fjy i Fq wartosciom, ktére by-
ty stosowane do okreilenia algorytméw wielkosci kryterialnych (rozdz.4).
Sg one w tym przypadku identyczne, co umozliwia korzystanie z podanych
uproszczonych wzoréw dla tych wielkosci.

Analogicznie otrzymuje sie algorytmy i sygnaty wyjsciowe filtréw o
funkc jach wagi sinus i cosinus (rys. 5.7a, 5.8a). Ich algorytmy dane sa
réwnaniami: .

N1—1

y.(n) = Z x(n - k) cos k w,Ty (5.42a)
k=0

N1-1

yg(n) = > x(n - k) sin k w7, (5.42b)
k=0
Z kolei ich sygnaty wyjsciowe opisujg réwnania ((5.36a), (5.33a)):

N

vo(n) = (§1> Xy cos(n w Ty +0) (5.43a)
N

yg(n) = (§1> X, sin(n 0,T; +0¢) (5.43b)

I znowu otrzymano pare filtréw ortogonalnych o bardzo korzystnym wid-
mie, Wspétczynniki state obu filtréw sa identyczne, co bardzo utatwia
dalsze przeksztatcenia i obliczenia ztozonych wielkosci kryterialnych.
Odpowiadajg one uzywanym w rozdz., 4 wartosciom Fy i Fq. W pordwnaniu
z poprzednim algorytmem pewng trudnoscig Jest wykonywanie duzej liczby
mnozeri, rosnacej z czestotliwoscia prébkowania. Co prawda mnozenie pré-
bek funkcji przez statg nie wymaga duzej precyzji, ale w pordéwnaniu z al-
gorytmami z funkcjg Walsha jest to znaczne skomplikowanie, szczegélpie,
2e operacje mnozenia sg bardzo czasochionne., Jednakze liczba mnozen moze
byé znacznie zredukowana przez stosowanie rekursywnej postaci wzordéw
(5.42).-Te rekursywng postaé najtatwiej otrzymaé wykorzystujac zespolong
postaé obu tych algorytméw tacznie.

Rozwazmy omawiane zagadnienie otrzymania postaci rekursywnej w spo-
séb ogélny, w dowolnym oknie pomiarowym N.

Niech wiec zespolony sygnatr wyjsciowy filtréw ma postacd

N-1

z(n) = y.(n) + Jy;(n) = :E:x(n - ke

k=0

JkwT
< (5.44)

gdzie
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N-1
yp(n) = Zx(n - k) cos k w,T
k=0
N-1
yq(n) = Zx(n - k) sin k ,T,.
k=0
Te sygnaty zespolone w chwilach n oraz n+1 mozna po rozpisaniu
sum (5.44) przedstawié nastepujgcos

ol (N-2)w T
y(n) = x(n) + x(n = 1)e i+...x(n+2-N)e.j Yo,
- 3 (=1)uTy
+x(n+1 ~-Ne
20T
'Z_‘(n+ 1) = x(n + 1) +x(z1)eJm 1 xn- 1)83 “1 + eee +
J(N=2)uT 3(N=1)uTy

+ x{n + 3 - N)e + x{n + 2 - N)e

Z powyzszych réwnand tatwo zauwazyé, ze zachodzi rdéwnosdé

JuT INGT,
y(n)e laoym+1)=xtn+1)+x(a+1-Ne *
ktéra po przeksztaiceniu ma postaé
y(n + 1) = y(nde +x(n+1) -x(n+1-Ne (5.45)

gdzie T = N‘Ti.

Jest to zespolona postaé algorytmu rekursywnego, w ktérym po podsta-
wieniu y(n) z (5.44) mozna obliczyé y.(n + 1) oraz yi(n + 1) Jako
czesci rzeczywiste i urojone y(n + 1). Otrzymuje sig wtedy:

Vpln + 1) = y.(n) cos(wTy) - y;(n) sin(w T,) +
+x(n+1)-x(n+1-N)cos(wT) (5.46)
yi{n+1) = yp(n) sin(wT,) + y;(n) cos(wT;) - x(n+1-N) sin(u T)

Te rekursywng formute mozna ewentualnie zapisaé krécej z zastosowa-
niem macierzy

[ya + 1)] = [a][y()] + [B][x] (5.47)
gdzie
[y] = Dypyy1%s
[x] = [xtan+ 1) xtn+ 1= N)]T,

1]

cos(wTi/ ~sin(w ‘I‘i)

[a] =

sin( wTi) cos (wTi)
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1 =cos(wT)
0 =sin(wT)|,

Przypadki szczegélne wystgpujq wéwczas, gdy ma sig do czynienia z
pexino- lub pélokresowymi algorytmami, W pierwszym przypadku w= Wqo T =
=T, (wT, =2n) otrzyma sig:

yp(n + 1) = y. (n) cos( w,T,) - y4(n) sin( w,T,) +
+x(n+1)=-xtn+1- N,) (5.48a)
y;(n + 1) = y.(n) sin( w,T,) + y,(n) cos( w,T,)
a w drugim, Jefli 0 = wy, T =T,/2 (w,T, ==), to:
yr(n +1) = yr(n) cos ( w1Ti) - yi(n; sin( wyTy) +
+x(n+1)+ x(n +1 - ?l)

(5.48b)
’1(" +1) = yr(n) sin( 91'1‘1) + ¥g(n)cos(w,1y)

Rekursywne algorytmy (5.46) oraz (5.48a,b) sg bardzo wazne i przydat-
ne, gdyz redukujgq liczbe mnozeri z 2N do czterech, niezaleznie od cze-
stotliwosci prébkowania. Zwieksia to znacznie atrakcyjnosé algorytméw
(5.42) z funkcjami wagi sinus i cosinus. Zapewniajg one, e charakterys-
tyka widmowa Jest bardzo korzystna, ale teraz majgq Jjeszcze oszczedny ob-
liczeniowo algorytm. Moze on zresztg byé jeszcze nieco uproszczony przez
wybér odpowiedniej czestotliwoéci prébkowania. Relacje rekursywng (5.48b)
mozna wykorzystaé w algorytmach pétokresowych.

2. Algogxzmx i sygnaty wyjsciowe péiokresowych filtréw ortogonalnych
. Najprostszy z takich algorytméw otrzyma sie przez zastosowanie funk-

cji wagi Walsha zerowego rzedu (rys. 5.4), réwnanie (5.20a) oraz Walsha
plerwszego rzedu dla okna skréconego do T1/2 (rys. 5.5c), réwnanie
(5.24a). Otrzymuje sie¢ wéwczas pare algorytméw:

Yon) = ES x(n - k) (5.49a)
k=0
(N,/8)=1 (N,/2)-1
v = > xa-1) - D x(n-k) (5.49b)
kso k’N"/u
i sygnaly wyjsciowe dla sktadowej podstawowej (5.39a):
Yon) = 7%) Xy sin(n w,T; +0) (5.50a)

N
y1(n) = (7}) Xy cos(nw,T, +9) (5.50b)
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I znowu podobnie jak poprzednio, w algorytmach pelnookresowych zasto-
sowanie funkcji Walsha daje najprostsze algorytmy, nie wymagajgce mnozen,
lecz jedynie dodawanie prébek sygnatéw w okreslonych przedziatach. Wspéx-
czynniki w sygnatach wyjsciowych obu filtréw sg identyczne, chociaz te-
raz dwa razy mniejsze, co Jjest oczywiste, a same sygnaty sg ortogonalne.
Warto tu zwrécié uwage na zaskakujacy w pierwszej chwili fakt, ze filtr
o parzystej funkcji wagi w odniesieniu do $rodka okna daje na wyjéciu
sygnat ortogonalny w stosunku do sygnatu wej$ciowego, a filtr o niepa-
rzystej funkcji - sygnat zgodny (5.50a) (5.50b). Jest to po prostu rezul-
tat wystepujacego w obu filtrach (tak jak i we wszystkich rozpatrywanych)
dodatkowego, oprécz argumentu wycentrowanej funkcji wagi, przesuniecia
-wT/2. W tym przypadku dla sktadowej podstawowej wynosi ono -7/2 i stad
owa "zmiana" sktadowych ortogonalnych. Widma obu filtréw nie sg zbyt ko-
rzystnie uksztattowane, ale w pewnych zastosowaniach moze to by¢ wystar-
czajace. Istotna wadg jest niezdolnos$é do filtracji sktadowe]j stale] 1
ta para filtréw nie moze byé zastosowana w obwodach prgdowych bez dodat-
kowej filtracji.

Inny algorytm pétokresowy otrzyma sie przez zastosowanie funkcji wa-
gl sinus i cosinus, tak Jjak to pokazano na rys. 5.7b i 5.8b. Otrzymuje
sie wéwczas:

(N,/2)-1
¥o(n) = 22 x(n - k) cos(k w,T;) (5.51a)
k=0
(N1/2)- 1

v (n) = ZS x(n - k) sin(k w,T,) (5.51b)

k=0

Ich sygnaty wyjSciowe, gdy sygnaxr wejsSciowy tak Jak wszedzie poprzed-
nio jest dany réwnaniem (5.39a), maja postad:

N
yc(n) = <§l> Xy cos(n w,Ty + ®) (5.52a)
(n) (N1) ( ) ( )
yg{n) = (> X1 sin(n m1Ti + 0 5.52b

Widmo tego algorytmu Jest korzystniejsze niz poprzedniego kosztem
nieco wiekszej zXozonosci obliczeniowej, chociaz po zastosowaniu rekur-
sywnej postaci (5.48b) staje sie ten algorytm obliczeniowo bardzo efek-
tywny. Niestety, podobnie jak poprzedni algorytm, wykazuje on duze bie-
dy gdy sygnat jest zaklScony skxadowg stata, Mozna to skorygowaé stosu-
jac funkcje wagi o zerowej wartosci éredniej w oknie pomiarowym (rys.
5.7c, 5.8¢).

Algorytm i sygnaty wyjsciowe filtréw dla skradowej podstawowej sg w
tym przypadku dane réwnaniamis:
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(Ny/2)=1
yc(n) = :EZ x(n - k) cos(2k w1T1) (5.53a)
k=0
(N,/2)-1
ys(n) = :E: x(n - k) sin(2k wyTy) (5.53b)
k=0

N
y.(n) = <gi> X, cos(n w,T; + o) (5.54a)

ygn) = (?1) X, sin(n 0 T; + @) (5.54b)
%

Uzyskano w tym przypadku odrzucanie sktadowej statej w obu filtrach,
lecz niestety, kosztem pogorszenia ich charakterystyk w zakresie wyso-
kich czestotliwodci, Poza tym wspéiczynniki state w sygnatach wyjscio-
wych sg rézne, co jest pewnym utrudnieniem w realizacji réznych algoryt-
méw pomiaru wielkosci kryterialnych. Podobne do (5.54) i (5.55) algoryt-
my mozna uzyskaé stosujgc funkcje Walsha pierwszego rzedu (rys. 5.5¢)
oraz funkcje Walsha drugiego rzedu o dwa razy wiekszej czestotliwosci.

Przytoczone zlgorytmy 1 charakterystyki filtracyjne majg, co warto
tu jeszcze raz podkres$lié, jedng wspdélng ceche - ich sygnaty wyjSciowe
sq ortogonalne niezaleznie od czestotliwoéci, a wypadkowy argument Jest
sumg argumentu widma oraz - wT/2. Cecha ta Jest istotna w badaniach ble-
déw pomiaru wywotanych zakiéceniami oraz moze byé wykorzystana do rézni-
cowania przesunieé sygnaléw przez filtracje z rézng drugoscig okna.

Filtry cyfrowe przedstawione tutaj moga catkiem efektywnie speiniaé
swoje zadania w uktadach automatyki elektroenergetycznej. Mozna by na-
zwaé Je quasi-optymalnymi, gdyz powstaty jako rezultat kompromisu miedzy
sprzecznymi wymogami dobrej filtracji zakiéceri, odpowiedniej dynamiki
oraz prostego algorytmu do implementacji w szybkich uktadach czasu rze-
czywistego. Te trzy czynniki jest trudno optymalizowaé jednoczesnie, tym
bardziej ze mozliwos$ci poprawy ich wszystkich czesciowo lub catkowicie -
sie wykluczajg.

5.3, Metoda korelacji i odwzorowania krzywych

5.3.1. Zasady i réwnania ogélne

Sygnaty wyjSciowe filtréw ortogonalnych o oknie T =z takim wiasnie
opéznieniem osiggajs stan ustalony na wyjsciu filtru po skokowej zmianie
sygnatu wej$ciowego. Jest to oczywiscie czas stracony, a jesli konieczne
Jest lepsze odfiltrowanie sygnatu, to trzeba zastosowaé dtuzsze okno po-
miarowe, ale nadal informacja dostarczana w przedziale O-T po skokowej
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zmianie sygnatu jest mato uzyteczna. Kosztem pewnego skomplikowania algo-
rytméw mozna tego unikngé stosujgc metody odwzorowania krzywych. Sg one
réwnowazne wtasciwie stosowaniu korelacji ze zmiennym oknem pomiarowym.

W miare pojawlenia sig noweJj informacji w wyniku rozszerzania sie okna
pomiarowego t, korzysta sie z obliczonych dla tej dtugosci okna wspéi-
czynnikéw i wtedy oblicza sie skiadowe ortogonalne sygnatu, Po dalszym
rozszerzeniu sie okna korzysta sie z innych wartosci wspéiczynnikéw i
procedura powtarza sie az do osiggniecia ustalonego okna pomiarowego T.
0d tego momentu wspéiczynniki sa juz staie, a procedura typowa. Interesu-
Jaca, opracowang metodg wykorzystujaca splot, a nie korelacjg,przedstawio-
no w p. 5.5 [185]. Obecnie oméwione zostang ogélne i1 szczegélne przypadki
metody odwzorowania krzywych Z zastosowaniem korelacji,

Sposéréd réznych funkcji aproksymujgcych, stosowanych w metodach od-
wzorowania krzywych, najwieksze znaczenie, ze wzgledu na ksztait krzywych
pradu i napiecia zwarciowego, ma zbiér ortogonalnych funkcji sin 1 W4T
cos 1 w,T. Zaktada sie dalej, ze nieznany przebieg x(T) moze byé aprok-
symowany skoriczonym zbiorem tych funkecji

m

x(T) = :Ej(ydl cos 1 T + ¥op sin 1 0, @ (5.55)

1=1

Gdyby wiadomo byko, e ‘funkcja x(v) Jjest réwna x,cos(w,T + @), wéw-
czas

x(t) = X1cos( wyT + ®) = X4c08¢ cos w; T - X,sin¢ sin w,T
i najlepsza aproksymacja Jest okreslona tak:

Vg1 = )(,l cos® ; yq1 = -X1 sino ;

Vag = 05 Yy =0 dla i>1.

Niestety x(T) nie jest znane i przyjmujac mniejszg 1lub wigkszg
liczbe wyrazéw w réwnaniu (5.55) popeinia sig wiekszy lub mniejszy biad
aproksymacji. R&ézne mogg byé miary i kryteria minimalizacji tego bxedu
prowadzgce do optymalnej aproksymacji. Najefektywniejszy chyba jest Sred-
ni brad kwadratowy i wymaganie jego minimalizacji. Na podstawie (5.55)
okresla sie go réwnaniem

¥ m
E(t) = f [x(t) - EZ:(ydi cos 1wyt + Vqi sin i w1T)]2dT (5.56)
0 =1

Funkcja x(t) powinna byé aproksymowana tak, aby ten brad miat war-
to$é minimalna. Jest to réwnowazne wymaganiu, by pochodne btedu po wszys-

tkich parametrach Yair Yqi byty zerowe:
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3E(t) _ 0, 3E(t) _ 0 on. :E(t) -0, :E(t) =0 (5.57)
Y41 ayq1 Ydm Yqm
Wszystkie te pochodne majg ogélng postaé nastegpujaca:
t
m
SEM) | o j[x(r) cos J wyT - :E:(ydicos iwgTcos J ugT+
¥4y A i=1
+ ¥qi8in 1 w T cos § w11:):|d1: =0
t
3E{t
= L) J[x(‘t) sin j w7 - Z(ydicos iwyT sin J w7+
yqj 0 i=1
+ Yq45in 1 0,7 sin wm)]dr = 0

Latwo juz teraz zauwazyé, 2e 2m takich warunkéw tworzy uktad réw-
nai, ktéry mozna tak zapisaé w postaci macierzowej:

—-acc(1,1)acs(1,1)acc(1,2)acs(1,2) e acc(‘l,m)acs(‘l,m)_ I Yd1j [ Ic1j

asc(1,1)ass(1,1)asc(1,2)ass(1,2) eere 8, (1,m)a_ (1,m) Va1 L

a . (2,1) . Yao Loa

ag.(2,1) . . t oo

. . N .

acc(m,‘l) . Yam Tem

gasc(m,1)ass(m,1) .....................asc(m,m)ass(m,m)- Y | Ism_
(5.58)

(A [y] = [1]

gdzie

t
acc(i,:j) = f cos (i w1'r) cos(j m1'r)d't,
0

t
asc(i,.j) = acs(J,i) = f sin(i u),"t.‘) cos(j w,]'v)d'r
0
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t
agg(1,3) = f sin(i w,7) sin(y w,T)dT
0
t
Iy = f x(T) cos(i w1r)dt
0
t
Iy = f x(T) sin(4 w1t)d1
0

x(t) =0 dla T <O

W réwnaniach (5.58) macierz [A] Jest dla danego t macierzg stalg,
wektor [I] jest okreslony na podstawie x(t), a poszukiwany jest wektor
[y]. Rozwigzaniem jest wiec réwnanie macierzowe

-1 1
[yl=1[a1""[1] = Ayl [1] (5.59)
det[A] 31
gdzie
(411 - macierz odwrotna macierzy [A],
det [A] - wyznacznik tej macierzy,
[}Ji] - transponowana macierz dopeitnier algebraicznych LAij] macierzy
(A,

Wzér (5.59) pozwala na obliczenie kazdego z elementéw wektora y we-
drug zaleznosci

2m
1
= — A
Y3 " 3ot 4] 121 RIS (5.60)

gdzie

Jesli J Jest nieparzyste, to yy = yql(3+1)/2),

jesli j Jjest parzyste, to Vy= 7 (3/2),

jeéli i Jjest nieparzyste, to I; = Ic((3+ 1)/2)

jeli i Jest parzyste, to I; = 13(3/2).

W aproksymacji (5.55) nie uwzgledniono sktadowe]j statej ani ewentual-
nej sktadowej aperiodycznej. Zrobiono tak dla wiekszeJ przejrzystosci za-
pisu réwnan, ktére obowigzujg oczywiscie takze w tych przypadkach, Mozna
tez na podstawie przedstawionych réwnari zauwazyé, 2e dodanie w tej apro-
ksymacji jednej sktadowej o danej czestotliwosci zwieksza rzgd macierzy
[A] i rozmiary wektoréw o dwa (wskaZnik 2m w réwnaniu (5.,60)).

Wazne przypadki szczegdlne wystepujg wtedy,gdy czas t Jest wielo-
krotnoscig pdrokresu identyfikowanej sktadowej sygnatu,oraz gdy reduku-
Je sie liczbe wyrazéw wielomianu aproksymujacego do Jjednego (mn = 2); a
takze gdy zachodzg oba te warunki,
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5.3.2. Przypadki szczegdlne korelacji i odwzorowania krzywych

5.3.2.1. Zastosowanie wspétczynnikéw szeregu Fouriera. Charakterysty-
ki czestotliwosciowe

Najprostszy przypadek szczegélny otrzymuje sie, gdy czas t Jest
catkowitg wielokrotno$cig pétrokresu identyfikowane] skiadowej, to znaczy
t =T = 1(1,/2), (gdzie 1 = 1,2 ...). W tym przypadku, ze wzgledu na or-
togonalnosé, wszystkie sktadniki lezgce poza giéwng przekgtng macierzy
[A] zerujg sig i otrzymuje sig macierz diagonalng. Trzeba tu podkreslié,
2e owa ortogonalnosé i wynikajgce z niej uproszczenia sg wtasnie rezul-
tatem przyjecia szczegdlnej drugosci okna pomiarowego T. Wobec tego ob-
liczenie poszukiwanych wartosci Yqq oraz y Jest bardzo proste
(5.58), stosownie do zaleznoéci:

q1

T
f x(T) cos( w11)dr
(0]
yd.T
f cos?( w1t)d1
o}
T (5.61)
f x(T) sin( Q1T)dT
0
Yq = T
J sin?( w1r)dr
0

gdzie obie catki w mianownikach sg réwne T/2 (T = 1(T,/2)), x(v) =0
dla T<O0.,

Nietrudno zauwazyé, ze tak obliczane wartosci vqg 1 Yq sa pier-
wszymi dwoma wspdtczynnikemi rozwiniecia w szereg Fouriera x(T). Réwna-
nia (5.61) wykazuja podobieristwo do tych stosowanych podczas filtracji z
funkc jami wagi sinus i cosinus, a réznica sprowadza sie¢ do tego, ze
splot jest zastgpiony iloczynem., Ma to swoje konsekwencje w tym, Ze réw-
nania (5.61) nie opisujgc filtru, nie dostarczajg na wyjsciu sktadowe]
przemiennej, lecz sktadowg statg (5.55). Niemniej jednak algorytm wedtug
nich zrealizowany bedzie niewgtpliwie wykazywal okreslone wtasnosci fil-
tracji zakiéceri. Latwo przeciez zauwazyé, ze w petnookresowe]j wersji za-
ktécenia harmoniczne bedg odrzucane, podobnié jak w pexnookresowej fil-
tracji z funkcjami wagi sinus i cosinus,

Charakterystyki filtracyjne otrzyma si¢ przez podstawienie w réwna-
niach (5.61) za x(T) sygnatu o dowolnej czestotliwosci zamiast sktado-
wej podstawowe]
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Va = % X cos(l w,T + ;) cos( w,t)dT
(5.62)

X cos(l w,t + ¢;) sin( wyTldv

o

OoO~——H O~

yql L

gdzie 1 - dowolna liczba rzeczywista (dodatnia), mnoznik czestotliwesci

sktradowej podstawowe].
Obliczenie wartodci catek (5.62) daje zaleznoscit

Va1 = xl{Sa[(1 + 1) w;'l‘] cos [(1

+

T
1) wy, =+ ¢1] +

|

2
w1T ~
+ Sa[(1 - 1) cos|(1 - 1) Wy = =@y
2 = 2
(5.63)
2

+

» w1T

sin|(1 - 1)

] ]
Yo = Xl{Sa[(1 +1) w1T] sin (4 + 1) w, = q)l]
] -]

+ Sa|:(1 - ]

gdzie Sa(x) = sin(x)/x.

Je$li teraz przedziatr T Jest wielokrotno$cig pérokresu sktadowe]
podstawowej (to znaczy m1T = 2kn), to dla sygnatu o szestotliwosci pod-
stawowej otrzymuje sig:

yd1 = X1C°S(‘q)) = x1003¢ (5-61‘)

yq1 = -X1sin¢

Jak widaé to po sygnale wyjsSciowym o czestotliwosci podstawowej, a
réwniez po zaleznosci (5.63), w wyniku korelacji nastepuje przesunigcie
czestotliwodci i sktradowa o czestotliwosci 1 w, wytwarza na wyjsciu
sygnaty o czestotliwosciach (1 + 1)w, 1 (1 - 1w, Gdy 1 =1, te
pierwsze znikajg, poniewaz funkcja Sa(kn) jest zerowsa.

Tak wiec okreslenie charakterystyki widmowej dla kazdej ze sktado-
wych byloby raczej trudne. Mozna natomiast to uczynié dla obu sktadowych
tgcznie, w algorytmie pomiaru amplitudy. Przyjgwszy identyczng Jjednostko-
wa amplitude sygnatéw o dowolneJj czgstotliwosci otrzymuje sie z (5.63)
nastepujacg wartosé kwadratu amplitudy w funkcji czestotliwoéci zreduko-

wanej 1:

1
Q) = — (v3) + o) (5.65a)

:
T T
G2(1) = Saz[h + 1) -w;—]+ sa? [(1 < 1) f;—-] +



w1'1‘ u)1'1‘ (n,lT
+ 25a[(1 +1) —] Sa[(1 = 1)—]cos2<— + @ ) (5.65b)
2 2 2 1

gizie T = 2m/w, lub T = 1t/w1 s G(1) =1,
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Rys. 5.9. Widma pomiaru amplitudy metodami korelacji
pexno- i pérokresowej
Fig. 5.9. Spectra of magnitude measurement using half and full cycle
correlation methods

W zaleznosci od fazy 9, sygnatu otrzymuje sie wiec wartosé G2(1) b
jak widaé, waha sie ona miedzy kwadratem sumy i réznicy funkcji prdébkujg-
cych Sa. Obwiednia maksymalnych wartosci dla danej czestotliwosci Jest
wiec wyznaczona przez wigkszg z wartosci sumy lub réznicy tych funkcji.
Charakterystyke te przedstawiono na rys. (5.9) i jest ona taka sama jak
czestotliwosciowa charakterystyka pomiaru amplitudy z uzyciem filtréw
cyfrowych z funkcjami wagi sinus i cosinus, Na rys., 5.9 pokazano dwie ta-
kie charakterystyki: péi- i pernookresowg. Majg one te same zalety i wa-
dy Jjak opisane w p. 5.2.2.



89

Algorytmy cyfrowe realizujgce korelacje wynikajg bezposrednio z
(5.62) i maja postaé
N-1
yg(n) = % :E: x(n - k) cos(n - k) w, Ty
K0 (5.66)
N-1
yq(n) = % :E: x(n - k) sin(n - k) 0, T,
k=0
gdzie x(n) = Xy cos(n wy Ty + ®), N = N, lub N = N1/2.

W tym przypadku jeszcze tatwiej niz podczas filtracji mozna otrzymad
postaé rekursywng algorytmu (5.66) i Jjest on Jjeszcze prostszy. Wystarczy
zauwazyé, ze po zwiekszeniu wskaznika n o jeden do n + 1 Jeden sktad-
nik x(n + 1) pojawia sig w oknie T oraz jeden sktadnik x(n + 1 - N)
opuszcza okno. Wobec tego algorytm ten przyjmie postaé rekursywnsg:

vgn + 1) = yy(n) + %Ex(n +1) = x(n+1-N)]cos(n + 1) w Ty
(5.67)

yq(n + 1) yq(n) + ﬁ[k(n +1) =x(n+ 1 -N)]sin(n + 1) w1"1‘i

gdzie N = N1 lub N = N1/2; gdy zachodzi drugi przypadek,trzeba zmie-
nié znaki minus na plus.

Jest to niezwykle prosta postaé algorytmu, wymagajaca realizacji dla
obu sktadowych tylko trzech dodawari i dwu mnozen.

Rozwazajgc tgcznie charakterystyki widmowe, algorytm i dynamike nale-
2y uwazadé pelno- 1 péitokresowg korelacje za Jjedng z metod szczegélnie ko-
rzystnych i dogodnych do realizacji w czasie rzeczywistym,

5.3.2.2. Optymalna estymacja i wariancje bteddéw

Drugi z uproszczonych przypadkéw szczegdlnych otrzymuje sie, gdy fun-
kcje aproksymujace sa ograniczone do dwéch, tj. sin( m1t) i cos( w1t).
Réwnanie (5.58) redukuje sie wéwczas do postaci:
8cc 8cs Va1 Ic1
= (5.68)

8sc 8ss yq1 IS1

gdzie dla uproszczenia pominieto wskaZniki charakteryzujace czestotli-
woéé w macierzy [A], gdyz wszedzie jest to czestotliwosé podstawowa Wye

Rozwigzanie tego uktadu réwnan jest nastepujace:
Va1 8ss T %s Teq

- (5.69)
det[A]

sc s1
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gdzie
t
Igq= )‘ x(t) cos w,7 dT,
o]
t
Iy= j x(t) sin w, T dT,
0
t
sin2p,t
a__ = sin2 w,T dT = L : R "
sS 1 E 2u0.t
0 1
t
sin2w,t
8 = f cos2 w1t dt = ; [1 + —-———1—],
0 2wyt
t sin w,t
a.g =a, = j sin w,T cos w,T dt = = " ¥
0 Yy

tet(A] 2 sin w, t\?
et[A] = a a - a a 2 =11 - | — '
cC SS cCs SC 4 w t

1
x(t) =0 dla <T<O.

Parametr t Jest teraz zmienny w przedziale od zera do 'I‘1 i dla
kazdej wartosci t otrzymuje sie inne wartosci wspdétczynnikéw a.

Ocena i sam sposéb oceny biedu aproksymacji zalezy od tego, w Jjakim
stopniu przyjete funkcje aproksymujace odwzorowujg rzeczywisty sygnail
x(7). Jesli wiec x(t) przy przyjetej tu aproksymacji funkcjami cos w,T,
sin w,v bedzie zawieral zakidcenia o innej czestotliwo$ci, to bedzie po-
petniany pewien btad. Jednak w przedziale t miedzy zerem a T1 mamy
teraz do czynienia z filtrem niestacjonarnym, ktérego wspdtczynniki sg
rézne dla kazdej kolejnej chwili t1, t2 ces T1. Rac jonalne wydaje sie
przyjecie modelu sygnatu o postaci [165]:

x(t) = X1cos(w1t +0 ) + elt) = Yqcos w,t + quin Wt o+ e(t) (5.70)

gdzie. e(t) - zakiScenie sygnatu x.

Poniewaz (5.69) jest okreslone tak, ze $redniokwadratowy bigd apro-
ksymacji jest minimalny, to mozna by sprébowad obliczyé te wartosé. Jed-
nakze przy dowolnej postaci e(t) Jjest to dosé ztrozone. Najratwiej ob-
liczyé ten brad, gdy przyjmie sie, ze e(t) Jjest procesem losowym o sta-
tym widmie gestodci mocy [2],[4],[5],[8]. Rezultaty badai symulacyjnych
wykazujg, ze ten model dos$é dobrze odwzorowuje pozwarciowe zakiécenia
skradowych podstawowych pradu i napiecia [165]. Jesli zreszta nawet ist-
niejg pewne rozbieznosci, to i tak jest to typ zakidécenia, ktdére Jest do
odfiltrowania najtrudniejsze, gdyz ma staie widmo w catym pasmie. Proces
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losowy o statym widmie gestosci mocy jest nazywany szumem biatym i moze
byé scharakteryzowany tak:

E {elt)} =0
Selw) =M, (5.71)

Re(T) = Mes(r)

gdzie
S (w) - widmo gestoséci mocy,
Re(r) - funkcja autokorelacji zaktécenia (szumu biatego).

Obliczane z réwnar (5.69) wielkosci Yqo yq nie si jui teraz wiel-
kosciami deterministycznymi, lecz zmiennymi losowymi Y4r yq estymujgcy-
mi te wielkosci. Réwnania te, ktdére stuzyty do obliczenia y 2z minimal-
nym btedem Sredniokwadratowym, minimalizujg teraz wariancje estymacji.

Podstawiajgc sygnat (5.70) do réwnania (5.69) otrzymuje sie po prze-
ksztatceniach:

t t

< o1 . . :

Vg - ¥gq = — {ass f e(t) cos w,T dv - a_g f e(T) sin w;T dv }
o o (5.72)
t €

A -1 Lo

Yq =Yg Fpvay {-ascjne(r) cos w,T dT + a, f e(t) sin w, T dT}

0 0
Jak widaé, ze wzgledu na wartosci oczekiwane obu stron tych réwnan,

wartosé oczekiwana estymat jest réwna wartosciom rzeczywistym, jesli war-
toéé oczekiwana zakidcenia e(t) jest zerowa. Poniewaz szum biaty ma te

ceche, wiec
E {§d - Yd} =0

E {yq - yq} =0
A wiec estymaty wielkosci y sg nieobcigzone i usSredniona wielkosd

(5.73)

mierzona zdagza do rzeczywistej.
Wariancje tych sktadowych sz okreslone z kolei zaleznosSciami:

2 ~ 2

o5 = E(y, - y,)

4= *Ya " Yq , (5.74)
2 _ oo L

g = E(yq yq)

gdzie E - oznacza wartoéé oczekiwang.

Do obliczenia wariancji (5.74) mozna by podstawié wartosdci z (5.72)
i po do$é zrozonych przeksztalceniach otrzymaé poszukiwane wartosci. Ale
wariancje takich funkcjona}éw jak w (5.72) mozna znacznie tatwiej obli-
czyé, wykorzystujagc w tym przypadku fakt, ze funkcja autokorelacji zakié-
cenia e(t) ma postaé (5.71). Jesli wigc nalezy okres$lié wariancje funk-
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cjonatu procesu e(t), a proces ten jest szumem biatym, to
t t t
2] [ e@ny(mx | e(agy@ar) - m, | 1,1, (5.75)
0 0] 0]

Wykorzystujac te tozsamosé w pierwszej z wariancji (5.74), po pod-
stawieniu (5.72) otrzymuje sie:

t t

2 2

2 1 2 2

0§ = —— {assE [f e(r) cos w,T dr] + ag B [j elt)sin 0,7 dr] -
(deta) ) 6

t
E [f e(t) sin Wy T COS W,T dI]} =
6]

- 285434
il 2 2 2

= (det;72 (assache - 2858, M, + 8is2csMe) =

- Meass ( _ a2 - Meass
(deta) il ¢s det A
M a

03 _ _e°cc (5.76)

det A

Podstawiajac wartosci z (5.69) mozna by otrzymaé wariancje kazdej z
estymat. Wygodniej jest jednak okre$lié wariancjg estymacji amplitudy:

=02 +0°s= EEE S — (5.77)

yood e g g - osa®(e,t)
gdzie Sa(x) =(sin)/x.

Jak wiec widaé, czego mozna bytro oczekiwaé, wariancja maleje wraz ze
wzroctem t. Jedli zarozyé, ze az do osiggmiecia czasu T1 stosuje sie
metode odwzorowania krzywych, a dalej korelacjg ze staiym oknem T1, to
mozna obliczyé wzgledng wariancje odniesiong do tej minimalnej wartosci,
ktéra daje poglad,z jakg szybkoscig wariancja maleje wraz ze wzrostem <
do T,(0<t/T, <1):

o2(t) 7 1
( e s (5.78)
o T1) t 1 - Sa (w1t)

Wykres tego ilorazu wariancji przedstawiono na rys. 5.10. Rozpatru-
jac ten wykres w kierunku malejgcych t widaé, ze wariancja w przedzia-
le t/T1 = 1-0,5 poczagtkowo wzrasta bardzo pomatu, by nastepnie wzrastadé
z ogromng szybkoscig (gdy 't/T1 = 0,1 Juz jest réwna 80). Tak wiec sen-
sowne rezultaty pomiaréw przy tak krétkich czasach otrzymuje sie tylko
wtedy, gdy widmo gestosci zakiécenia ma bardzo matrg wartosé (Me). Za-
leznoéé (5.77) pozwala réwniez na obliczenie wariancji w metodach stae-
go okna, jesli stosuje sie model sygnarowy (5.70) i zakécenie jest scha-
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Rys. 5.10. Wzgledna wariancja (a) i odchylenie standardowe (b) bZeddéw
estymacji amplitudy metods korelacji w zaleinosci od diugosci
okna pomiarowego
Fig. 5.10, Variance (a) and a standard deviation (b) of errors ratio
of magnitude measurement versus data window, using correlation method

rakteryzowane w (5.71). Aby to obliczyé wystarczy podstawié T, lub T,/2
w (5.77). Mozna tez zauwazyé, ze Jjakosciowo podobne zmiany wystepujg w
charakterystykach czestotliwosciowych podczas skracania ckne pomiarowego
{rys. 5.9).

Gdy sg tak krétkie okna pomiarowe, nie wystepuje juz taka zgodnosé
niedzy widmem catkowania ciggtego i dyskretnego i wielkosci wystepujgce
w réwnaniu (5.69) powinny byé obliczone jako sumy dyskretne, Wprawdzie
mozna zrobié elementarnie prosty program ich obliczania dla danego N1,
ale tu przytoczy sie odpowiednie wzory analogiczne do (5.69) (oczywiscie
ogdélne réwnanie macierzowe pozostaje bez zmian):

N-1
:E]x(k)cos(km1Ti)
k=0
N-1
Zx(k)sin(kw1Ti)
k=0

c1

P~
]

s1



94
N-1

cos(w,T,)
a = :E:coszk(w ) IO sinZ(Nw T.) + 1 sin(2Nw,T,) —— 2 17
cc 171 2772 i & 117 sino,T,)
k=0 171
N-1
cos(w,T,)
a__ = sin®(kw,T,) = L sin?(Nw,T,) - . sin{2Nuw, T, ) ——aL L.
ss 171 272 171 o 117 sinw,T,)
k=0 171
N-1 .
. 51n(Nw1Ti)
ag = 8, = ZE:Sin(kw1Ti) cos(kuHTi) == sin[(N - 1)w1Ti] _
&= 51n(w1Ti)

gdzie N = t/Ti.

Wzrost wariancji wraz ze skracaniem diugosci okna pomiarowego rodzi
pytanie, jakie z kolei sg skutki, gdy sygnat po skokowej zmianie tylko
czesciowo znajduje sie wewngtrz okna pomiarowego, a wiec Jjaki jest prze-
bieg stanu przejséciowego w metodach statego okna; statookiennej filtra-
cji i korelacji.

5.4, Stany przejsciowe filtracji i korelacji

Badanie standw przejsciowych algorytmdéw, ktére wykorzystujg okno sta-
te, ma znaczenie giéwnie ze wzgledu na mozliwoéé wystepowania przerostéw
mierzonych wielkosci po skokowej zmianie sygnalu, a przed pojawieniem sie
sygnatu w catosSci wewngtrz tego okna., Konieczne jest okreslenie, czy sa-
ma sktadowa podstawowa nie bedzie powodowal takich przerostéw, a rdéwniez
czy ich Zrédiem nie mogg byé sktadowe zaktdcajgce, nawet JesSli w stanie
ustalonym sg odrzucane; Jak na przyktad sktadowa stata i harmoniczne w
algorytmach petnookresowych., Na ten temat opublikowano kilka prac [60],
[147],[149] tych samych autoréw i dotyczyiy one standéw przejsciowych fil-
tréw z funkcjami wagi sinus, cosinus oraz funkcjami Walsha. Tutaj przed-
stawiono doktadniejszg analize dotyczacg filtracji i korelacji.

Niech sygna* o jednostkowej amplitudzie bedzie korelowany z funkcjami
sinus i cosinus zgodnie z réwnaniami (5.62). W stanie przejsciowym wspéi-
czynniki state w tych réwnaniach sg ustalone, natomiast przedziat caxko-
wania jest mniejszy od T i zmienia sie w zakresie od zera do T, sto-
sownie do pojawiajgcych sie nowych wartosci po skokowej zmianie sygnaxu
(rys. 5.11):

:
yd(t) = %‘fcos(w1r +¢) cos w,T dv
0 (5.80)

cos(uHT +0¢) sin w,T 4T

Ot

2
yq(t) = ™
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Wyrazenia te tatwo przeksztax- x(7)

cié do postaci wykorzystujacej !
oznaczenia w zaleznosci (5.69): N

l

vq(t) = % (a .cos0 - a_ sing) |

(5.81) I

2

yq(t) =5 (a,cos¢ - a_ sing)
gdzie wspéiczynniki a sa funkcja } ///"\\\ "

potozenia okna t.
Poniewaz faza sygnatu ¢ moze ‘1\\_’/// \\\~’///

byé dowolna, to stosownie do tego ”&ﬁ7|
Jaka Jest jeJ wartosé, beda zmie-

niaé sie wartosci Y4r yq. Latwo i \\\~
zauwazyé, ze moga one sie zmienia- |

miedzy zerem a pierwiastkiem sumy t
kwadratéw wspéiczynnikéw a, pomno- T
zonym przez 2/T:

0< yd(t)<§%1/a2 + a2 Rys. 5.11. Ilustracja zmiany diugo-
ec sc (5.81a) $ci okna pomiarowego po skokoweg

zmianie sygnatu (x(T) = 0 dla ©<O
( 2 2 2 Fig. 5.11. Illustration of data

0 <vyq tISTF/acs * g window variation after step change
of the signal (x(t) = 0 for t<O0)

Wartosci fazy ¢ , przy ktérych zerujg sig y,4 1 yq, sg oczywiscie
rézne. W tej sytuacji wiecej informacji moze dostarczyé stan przejsciowy
amplitudy, a nie sktadowych. Jest ona obliczana w stanie ustalonym Jjako
pierwiastek sumy kwadratéw sktadowych ¥4 i yq. Podstawiajgc wartosci
y z (5.81) otrzymuje sie po przeksztatceniach:

X, (£) =9/v5(8) + ya(e) =

2
2 ’ t 2
= T1/;sc(asc + t sin 29) + <§> [1 +sa (2w,t) +25a(2uw,t)cos 2¢]

. (5.82)
gdzie
sin(2w1t)
sa(w,t) = ———
2w,t
1
e ) (w_jt)
a =5 —,
sC & w t

1

Ekstremalne wartosci amplitudy (5.82) otrzyma sie przez przyrdéwnanie
do zera vnochodnej wyrazenia podpierwiastkowego. Otrzymuje sig¢ stad
warunek
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2
ax=(t)
b 4 Se(w,t) sin(w,t - .2¢) = 0

do
czyli

20 = w,t - k.

Wstawiajac wartoéé 2¢ do réwnania (5.82) otrzymuje sie po przeksz-
tatceniach

1
X, () = %'VG + Sa2(w1t) + 2sa(w,t) cos(km) (5.83)
skad wynikajg od razu maksymalne i minimalne wartosci X1(t):

X, (t) . =% [1 + salw,t)
1" “max 2 Lt Salgo] (5.84)
X1 (t )min = [1 - Sa(u)1’c)]

Wykresy tych krzywych przedstawiono na rys. 5.12 i 5.13, odpowiednio
dla petno- i péiokresowej korelacji. Obszary zakreskowane na tych rysun-
kach to obszary, w ktérych znajduje sie mierzona amplituda X1 (5.82).
Jak widaé, w zaleznoscl od fazy réznice miedzy maksymalng i minimalng am-
plitudg w stanie przejsciowym mogg byé znaczne, szczegdlnie w korelacji

X,(¢)
7+ ==

T=7, /

/

|Jl 1 | 1 1 | 1 lf/r
05 7

Rys. 5.12. Obszary, w ktérych moze znajdowaé sie mierzona amplituda
w stanie przejsciowym z zastosowaniem pelnookresowej korelacji
Fig. 5.12, Regions of measured magnitude during signal transients
using full cycle correlation
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N

Rys. 5.13. Obszar, w ktérym moze znajdowaé sie mierzona amplituda
w stanie przejsciowym z zastosowaniem pétokresowej korelacji
Fig. 5.13. Region of measured magnitude during signal transients
using half cycle correlation

pdtokresowej. Mozna tez zauwazyé, ze w Srodku przedziatu, w korelacji
pelnookresowej, krzywe te przecinajg sie, co wynika z tego, ze dla t/T1=
= 0,5 sktadowe sg ortogonalne, Z krzywych tych wynika takze, Zze pelno- i
pétokresowa korelacje nie wykazujg przerostéw sktadowej podstawowej.

Stany przejsciowe sktadowych i amplitudy, gdy stosuje sig filtry or-
togonalne, mozna okre$lié¢ albo w dziedzinie czasu,albo w dziedzinie cze=-
stotliwoséci na podstawie (5.33) i (5.36). Jest intuicyjnie wyczuwalne,
z2e stan przejsciowy amplitudy powinien byé, dla filtracji i korelacji,
identyczny z tymi samymi zakresami zmian amplitud. Mozna by przeprowa-
dzié podobne rozwazania Jjak dla korelacji, lecz wtasnie wystarczy zauwa-
zyé, ze splot (5.46) moze byé dla kazdej z wyznaczonych na wyjsciu fil-
tru sktadowych, przy funkcjach wagi sinus i cosinus, przedstawiony naste-
pujgco:

t
% f cos [w1 (t - 1) +¢]cos w TdT = %[acccos(w1t +0) -ascsin(w1t + )]
0
& (5.85)
% f cos[w1 (t -7) +0]sin 0, TdT = %[acsCos(w1t + @) - asssin(w1t + )]
)

gdzie wspdlczynniki a sa takie jak w (5.69) i (5.81).
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Z pordwnania wyrazen (5.85) i (5.81) widaé, ze sa one identyczne,
Jjesli zastapi sie argumenty ¢ przez w1t + @. Wobec tego ekstremalne
wartodci amplitudy wystepuja, gdy fazy sg przesuniete o w1t, ale wyra-
zenia okres$lajace ekstremalne amplitudy (5.83) i (5.84) beda identyczne
dla filtracji. Tak wiec obszary ograniczone liniami ciggiymi na rys.
(5.12) i (5,13) wyznaczajg granice ekstremalnych amplitud podczas pekno-

i pétokresowej filtracji z funkcjami wagi sinus 1 cosinus,

Mozna wykazaé [147], ze gdy stosuje sie funkcje wagi Walsha (rys.5.4-
-5.6) obwiednie stanéw przejsciowych sg takie jak zaznaczone liniami
przerywanymi na rys. 5.12 i 5.13 (odpowiednio funkcje Walsha pierwszego
i drugiego rzedu oraz obcieta pierwszego i zerowego rzedu). Pozornie za-
skakujgcy moze wydawaé sie fakt, ze minimalna amplituda moze byé zerowa,
az do jedneJ czwarte] okresu skladowej podstawowej. Jednakze przy stoso-
waniu funkcji Walsha w tym przedziale obie funkcje wagi sg identyczne,

a uzyskiwane skladowe zgodne. Wobec tego, zaleznie od fazy sygnatu wejs-
ciowego, amplituda waha sie miedzy zerem a pewng wartoécig maksymalng.

Stan przejsciowy wywolany sktadowg podstawowg jest modyfikowany, jes-
1i sygnat wejSciowy zawiera sktadowe zaklécajace, nawet jesli sa to skta-
dowe, ktdére w stanie ustalonym sg odrzucane. Rozpatrzmy przykradowo za-
ktécenie sygnatem staltym, a takze drugg harmoniczng o amplitudzie jed-
nostkowej.

W tym pierwszym przypadku, zardéwno w metodzie korelacji, Jjak i fil-
tracji ((5.80, 5.85)), po podstawieniu zamiast podstawowej sktadowej sta-
g otrzyma sig:

2
yd(‘t) = m Sin u)1t

2
yq(t) = G;T (1 - cos w1t) (5.86)

> > 4 wy T t
Xy =7/vg(t) + yq(‘t) = 5T sin --2—-17)

Jedli do ostatniego z tych wzoréw podstawi si¢ T =T, lubT = T1/2,
otrzyma sie wykresy stanu przejsciowego sktadowej statej odpowiednio dla
petno- i pdxokresowej filtracji i korelacji. Przedstawiono je na rys.
5.14 (linia przerywana algorytm pétokresowy). Jak widad, sktadowa stata
ma w stanie przejséciowym do$é duzg wartosé maksymalng, ktéra wynosi 0,64
(na jednostke).

Stan przejsciowy powodowany sktadowg o dowolnej czestotliwosci mozna
ocenié na podstawie zaleznodci (5.62)-(5.65). 0t6z jesli w rdéwnaniu
(5.62) zamienié przedziat carkowania z ustalonej wartosci T na zmienng
t (0<t<T), to w sktadowych (5.63) nalezy zastgpié¢ T przez t oraz
trzeba te sktadowe pomnozyé przez +t/T (wynika to z (5.62)). Podobnie
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Xo(t) X ()

081+ r T,
Z27---(7=j§'
o6t ==
//
041 //
’
7
02 //
/
pAER 1 ] 1

Rys. 5.14. Stan przejséciowy sktadowej statej z zastosowaniem
petno- i pérokresowej filtracji lub korelacji
Fig. 5.14. DC component transients using full and half cycle
filtration or correlation

bedzie tez w (5.65), ktdére jest réwnaniem kwadratu amplitudy i w naszym
przypadku bedzie mnozone przez (t/T)°. Ale z (5.65) wynika, ze amplituda
waha sie miedzy sumg a réznica odpowiednich funkcji Sa(x) = (sin(x))/x.

Mozna wiec napisaé, ze stan przejsciowy powodowany sktadowg o wzgled-
nej czestotliwosci 1 Jest zawarty w przedziale:

7‘_)(2 ()

051

Rys. 2.15. Stan przejsciowy drugiej harmonicznej z zastosowaniem:

a - pernookresowej, b - pétokresowej filtracji lub korelacji

Fig. 5.15. 2-nd harmonic transients using full (a) and half %b)
cycle filtration or correlation
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{lsa + 1 22 £ s )“’ﬂt}
min4|(Sa(1 + 1) =— = Sa(1 = 1) — | =r <
> > | (5.87)
wt wt gt
<X (t) < max ISa(1 +1) - sa(1 - 1) — -}
2 It

gdzie 1 = w/w1.

Po podstawieniu przyktadowo 1 = 2 otrzyma sie obszar stanu przej-
$ciowego drugiej harmonicznej. Przedstawiono to na rys. 5.15 dla algo-
rytmu petno- i pétokresowego (na jednostke amplitudy). Jak widaé, wartos-
ci amplitudy mogg by¢é znaczne w stanie przejsciowym, i siggajg prawie
pieédziesieciu procent w algorytmie pexnookresowym,w ktdérym przeciez
druga harmoniczna w stanie ustalonym jest odrzucona,

Podobne badanie stanéw przejsciowych mozna przeprowadzié korzystajac
z widm funkcji wagi [147], [149]. Oblicza sie je dla tej czedci funkcji
wagi, ktéra w stanie przejsciowym znajduje sie wewngtrz okna pomiarowego,
a w pozostatej czesci okna jest zerowa (rys. 5.16). Sposéb ten daje wyni-
ki identyczne, lecz moze byé prostszy, gdy korzysta sie w badaniach z sy-
mulacji komputerowej.

¥ podsumowaniu trzeba stwierdzié, ze wykorzystywanie algorytméw po-
miarowych w warunkach skokowych zmian sygnatéw powoduje koniecznos$é bada-
nia ich stanéw przejsciowych w celu okreslenia trajektorii dochodzenia
do stanu ustalonego, gdy sygnaly w catosSci znajdujg sie wewnatrz okna po-
miarowego. Cechy tego stanu przejsciowego to jeden z elementéw charakte-
rystyki algorytmu.

5.5. Filtracja przy oknie pomiarowym zmiennej diugosci

5.5.1. Zasady i réwnania ogdlne

Wyniki przedstawione w p. 5.4 wskazujg, ze stan przejsciowy identyfi-
kowanej sktadowej podstawowej sygnatu moze zmieniaé sie w tak szerokich
granicach, zZe przed upitywem czasu réwnego drugosci okna pomiarowego T
od chwili skokowej zmiany sygnatu wejsciowego niewiele mozna powiedzied
o mierzonej wielkosci., Mozna tego uniknaé, je$li jest znany moment w kté-
rym nastgpilta skokowa zmiana sygnatu. Mozna teraz dobraé takg pare funk-
cji wagi filtréw, aby w miare pojawienia sie sygnatu w oknie sktadowe
wyjéciowe filtréw byty ortogonalne [185]. Osigga sie to przez takie usy-
tuowanie funkcji wagi sinus, cosinus, aby niezaleznie od biezacej dtu-
goéci okna t Dbyty one odpowiednio parzyste i nieparzyste w odniesieniu
do jego $rodka., Wéwczas, jak wiadomo, argumenty widm filtréw wynoszg od-
powiednio zero oraz m/2, zapewniajac ortogonalnosé sygnaldw wyjiciowych,
Tak wiec poczynajac od t réwnego zeru az do T1, funkcje wagi zmienia-
Jjag sie tak, Jjak to opisano w p. 5.4 oraz przedstawiono na rys. 5.15. Dla



czaséw t wiekszych od T, realizu-
Jje sie normalna filtracJje peinookre-
sowa.

Sygnaty wyjsSciowe ‘filtréw sa w
rozpatrywanym przedziale opisane réw-
naniami:

v (t) = } x(7T) cos w1<§ = ) dt

: (5.88)
ys(t) = f x(T) sin w1<§ - T)dT

(0]

gdzie x(7) = X, cos(wqT+ 0).

Po uwzglednieniu ogélnych zalez-
noéci dotyczacych widma splotu, syg-
naty wyjéciowe filtréw mogg byé dane

réwnaniami:
t
v (t) = Re{FC}X1 coswy 5 +0)
S t
v (t) = —Im{Fs}X1 sin(w, 5 +0)

(5.89)

Rys. 5.16. Ilustracja doboru funkecji
wagi w metodzie filtracji o zmiennym
oknie pomiarowym
Fig. 5.16. Selection of impulse res-
ponses in the filtration method with
variable data window
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gdzie
2 -Ju,T - sin(w,t)
Fc(t) = f cos wT e dv = = |:1 $ _w,]—'t_]’
-t/2
t/2 —jw1r t Sin(w1t)
Fs(t) = { sinw,;Te dt = -j 3 [1 = ——G;F___]'
-t/2

Tak wigc widma dla sktadowej podstawowej, dane réwnaniami w opisie

zaleznosci (5.89), sa odpowiednio rzeczywiste i

urojone, a stad otrzy-

mano ortogonalizowane sygnaty (5.89). Warto tu zauwazyé, ze w rozpatry-
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wanym przedziale czasu sygnaty majg dwukrotnie mniejszg czestotliwosé.To
przeksztaicenie czestotliwosci jest wynikiem wycentrowania funkcji wagi
w oknie w kazdym jego nowym potozeniu,

Na podstawie ortogonalnych sktadowych sygnatu tatwo mozna okredlidé
amplitude sygnalu:

(t)72 ()72
X, = i £ iz (5.90)
F (t) Fs(t)

Przebiegi amplitudy oraz sktadowych unormowanych sygnalu przedstawio-

no na rys., 5.17. Jak widaé z badani symulacyjnych, rzeczywiscie nastepuje
przesuniecie czestotliwoséci w wyniku splotu z przesuwajgcym sie w opisa-
ny sposéb oknem. Na rysunku przedstawiono tez przebieg pomiaru amplitudy
wedlug klasycznego algorytmu pelnookresowego, z ktérego wynika, ze rézni-
ce W czasie osiggania warto$ci ustalonej sg ogromne, nieznacznie tylko
mniejsze od okresu sktadowej podstawowej (symulacji dokonano, gdy N, =12),
bo juz po pobraniu drugiej prébki sygnatu otrzymuje sie wartosé ustalong,
gdy korzysta sie z omawianej metody. Odbywa sie to oczywiscie pewnym
kosztem, a jest nim pogorszenie charakterystyk widmowych, co zostanie
oméwione.

Obserwujgc rysunek 5.16 mozna zauwazyé, ze metoda jest wrazliwa na
zaktécenie sktadowg stalg, bowiem wartosé Srednia wycentrowanej funkcji
cosinus jest zerowa dopiero wtedy, gdy przedziatr t Jest rdéwny T1. Aby
sktadowa stata byta odrzucana, jest konieczne, by wartosci Srednie wy-
centrowanych funkcji byty w kazdym przedziale t zerowe. Wycentrowang
funkc je cosinus nalezy wiec przesungé o odpowiednig wartoéé. Jest ona
réwna wartosci sredniej funkcji cosinus w przedziale t:

w,t

1 e . 17

Cy = T J‘ cos w1r dt = __—E;f__
k2 =z

Tak wiec w tym przypadku sktadowa ys(t) Jjest obliczona tak samo,
jak poprzednio (5.88), natomiast druga ze sktadowych yc(t) Jjest obli-
czana wedlug réwnania

t
v (t) = / x(T)|cos w,( g -7T) - cé]dr (5.91)
0

Zmienia Sie tez odpowiednio wspéiczynnik F_(t) i jest teraz okres-

lany réwnaniem

(5.92)

. m1t
4 sin w1t sin ~5=
Fc1(t) =51+ w, T - 2 0 T

\ 2
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Rys. 5.17. Przebiegi sktadowych, amplitudy i fazy podczas symulacji pomiaru metods filtracji o zmiennym
oknie pomiarowym (linia przerywana - przebieg awplitudy w stanie przejsciowym przy standarowej
filtracjil pelnookresowej)

Fig. 5.17. Signal components, its magnitude and phase during simulation of measurements using filtration
method with variable data window (dotted line - measured magnitude using standard full cycle filration)

¢oL
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Naturalnie sam algorytm obliczania amplitudy (5.90) pozostaje bez
zmian,

Zaleznosci (5.88)-(5.92) majg te cecha, ze minimalizowany jest biad
$redniokwadratowy aproksymacji funkcji x(t) wycentrowanymi w stosunku
do $rodka okna t funkcjami sinus i cosinus i skladowg stalg, stosownie
do réwnania

x(T) = X,COS W4 (t - -;-) + x_sin w1(1: - %) +c (5.93)

Btad Sredniokwadratowy tej aproksymacji jest dany zaleznoscig
t

E(t) = gEc('r) - X,cOoS W, (1: = %) - x sin w, ('r - ;-) - c]zd'c (5.94a)

a Jjego minimalizacja wynika z Jjednoczesnego spetnienia warunkdéw:

BE(t) _ o, BE() _ ., _2ER) g, (5.94b)
ax, 3xg L

Uwzglednienie zaleznosci (5.94a) 1 (5.94b) prowadzi do nastepujacego
uktadu réwnan:

t t
f x(t) cos wy (1: - %)d-r = X, I cos‘2oo.l ('c - %)dr +
0 0
t t
+ X / sin w, (1- = ;)cos wy (r = %)dr +C f cos w, (r- -g‘)dr (5.95a)
0 0
; x(t) sin w (1: t)ch: =x i co ( E) i = t)dr
f 1\T=3 “cf sm1‘r-251nw1(—r 5 +
0] . 0] .
+ xsj s.’m‘2u)1 (T - %)dr +c f sin w, (1: - -;—)d'c (5.95b)
0] 0
t t

( -'-;)d‘c + ct (5.95¢)

fx('c)d'c = Xg [ cos w,
(0]

Po uwzglednieniu, ze druga z catek prawej strony réwnania (5.95a),
jak réwniez pierwsza i trzecia calka réwnania (5,95 ) sg zerowe, oraz pa-
rzystosci funkcji cosinus i nieparzystodci funkcji sinus w stosunku do
srodka okna pomiarowego t, otrzymuje sig:

t T t

f x(T) cos w4 (% - -r:)d'r = X, f <:os2w1 (1: - -;—)dw: +C fcos Wy ('r - %)d-c
0 ° R (5.96a)
t t

-f x(T) sin w, (% —t)d’c = x f sin?'m1 (r - -;‘j—)d'r (5.96b)
0 0
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t t
f x(T)ar = x, f cos wy ( - %)dr + ct (5.96¢)
0] 0

~ Przy zaozeniu, ze sygnat x(T) nie zawiera sktadowej statej (c =0),
z pierwszych dwu réwnan (5.96) otrzymuje sie bezposrednio zaleznosci
(5.88)-(5.89), gdzie vy, =F x,, vyg = P Xge

Jeéli natomiast sygnat x(T) =zawiera réwniez sktadowsg stalg, to
sktadowa X sygnatu jest obliczona tak samo jak poprzednio (5.96b), a
X, okre$la sie z pierwszego oraz trzeciego réwnania (5.96) i przeksztal-
ca je tak, aby wyrugowaé c¢. Otrzymuje sig teraz po prostych przeksztal-
ceniach réwnanie (5.91) i (5.92), gdzie vy, =F_4X..

Tak wiec przedstawione uprzednio, niejako intuicyjne, zaleznosci
(5.88)-(5.92) majg jak widaé ceche minimalizacji btedu Sredniokwadratowe-
go aproksymacji identyfikowanego sygnaiu.

W podsumowaniu mozna stwierdzié, ze stosujac jako funkcje wagi fil-
tréw ortogonalnych wycentrowane funkcje cosinus i sinus oraz zmieniajgc
je tak, aby pozostawaly wycentrowane dla kazdej diugosci okna pomiarowe-
go, otrzymuje sie wyjsciowe sygnaly ortogonalne, ktére umozliwiajg po-
miar poczawszy od chwili pojawienia sie¢ pierwszych prébek nowych wartos-
ci sygnatu w oknie pomiarowym. Posréd dwéch wariantéw metody jeden jest
dostosowany do sygnailéw nie zawierajacych skiadowej statej (lub aperio-
dycznej), drugi do sygnaiéw, ktére jg zawierajg. Oba warianty réznig sie
wtasciwosciami, to znaczy widmem (a wiasciwie pseudowidmem) dla modelu
sygnatowego deterministycznego oraz wariancjami dla modelu zakiécend pro-
babilistycznych.

5.5.2. Wtasnodci metody - charakterystyki widmowe i wariancje

Omawiana metody nie ma w Scistym sensie charakterystyki widmowej. Wy-
nika to catkiem bezposrednio z faktu, 2e funkcje wagi filtréw ortogonal-
nych (5.88) zmieniajg sie z czasem t. Dlatego mozna tu raczej méwié o
charakterystykach pseudowidmowych, ktére sg funkcjg dwu parametréw cze-
stotliwosci w oraz czasu t, bedacego dtugoscig okna zawierajscego syg-
nax (same filtry sg po prostu filtrami niestacjonarnymi,ale liniowymi).
Obliczania widm filtréw dokonuje sie na podstawie transformaty Fouriera
funkcji wagi, przedstawionych na rys. 54162

t/2

Wc(jw,t) = f cos w1te'jwtdr = % [San(mv- 1) ¥?'+ Sam(m + 1) %;}
/2 (5.97a)
t/2

ws(jw,t) = f sinwqT e~ I¥Tgr < 32:- [San(m -1) ,}:-1- - San(m + 1) ﬁ-]

-t/2 (5.97b)
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Woq(du,t) = %léan(m - 1) f% + San(m + 1) %% - 258°(nm %%)] (5,97¢)

gdzie

Sa(x) = sin(x)x,

m =w/w1,

W _, - widmo przesunietej funkcji cosinus o wartesci Sredniej réwnej ze-
ru (5.91).

Wspétczynniki F_, F_ w (5.89) sa wige, co jest oczywiste, widmami
(5.97) dla w réwnego w,. Dzielgc widma (5.97) przez te wspéiczynniki
otrzymuje sie widma unormowane, odniesione do wartodci przy czestotliwoé-
ci podstawowej Gc(m,t); Gs(m,t) oraz G_,. Przy tym G., G, stanowig
pare widm standardowej wersji metody, a Gc1' Gs metody odrzucajace]
sktadowa statg. Wykresy tych unormowanych widm w funkcji wzglednej czes-
totliwosci (w/u1 = m przedstawiono na rys. 5.18 i 5.19. Parametrem jest
dyskretny czas k 1 dla réznych wartosci tego paramet:u, dla przyjetej
czestotliwosci prébkowania odpowiadajgcej 12 prébkom w okvesie skiadowe]
podstawowej (N,) otrzymuje sig rézne widma. Jak widaé na tych rysunkach,
wraz z powigkszaniem okna w wyniku wzrostu liczby prébek, charakterysty-
ki widmowe poprawiaje sie bardzo szybko. Oczywiscie, gdy k = 6, otrzy-
muje sie widmo standardowej filtracji pdtokresowej. Jest réwniez widocz=-
ne, 2e o btedach w zakresie niskich czestotliwodci decyduje widmo Gc’ co
jest zrozumiate (rys. 5.16), a w zakresie czestotliwosSci wysokich widmo
GS (rys. 5.18). Jesli natomiast stosuje sie metode zmodyfikowang (rys.
5.19), to widmo w zakresie niskich czestotliwosci poprewia sie wydatnie,
lecz kosztem pogorszenia w zakresie czestotliwosSci wysokich. Teraz o fii-
tracji sktadowych wysokoczqstotliwoéciowyéh decyduje widmo ch. Nieko-
rzystny charakter widma przy matej liczbie prébek jest oczywidcie spowo-
dowany bardzo krétkim oknem pomiarowym i gdyby zastosowal takie krdétkie
okno jako ustalone, otrzymaloby sie algorytm majacy ustalong niekorzyst-
ng charakterystyke. Niewgtpliwg zaletg omawianego w tym rozdziale algo-
rytmu jest wiec poprawa tych charakterystyk widmowych wraz ze zwieksze-
niem okna i zdgzanie do ustalonego widma pelnookresowego. Jedli wiec syg-
nat nie bedzie zaktécony, to otrzyma sie doktadne wartodci amplitudy, po-
czgwszy od drugiej prébki sygnatu, jesli natomiast bedzie on zakiscony,
to z kazdg kolejng prébka wynik bedzie doktadniejszy.

Interesujace mBZe byé pordwnanie wariancji bleddéw omawianej metody i
metody odwzorowania krzywych (p. 5.3.2.2). ZaXozy sie tutaj podobnie jak
poprzednio, ze zaktScenie jest szumem biatym okreslonym tak jak w (5.71).
Réwnanie (5.88) staje sie teraz réwnaniem estymacji, a wielkosci Yoo Ys
staja sie estymatami ?C, ?S. Btedy wyznaczania sktadowych sygnatu, z za-
Yozeniem, ze sygnal zawiera teraz sktadowg podstawowa i szum biaty, sag

c1



Rys. 5.18. Pseudowidma filtréw ortogonalnych w metodzie zmiennego okna pomiarowego
(k - liczba prébek odpowiadajaca biezacej dtugosci okna)

Fig. 5.18. Quasispectra of orthogonal filters in the method of variable data window
(k - number of samples related to current data window)
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Rys. 5.19. Pseudowidma filtréw ortogonalnych w zmodyfikowanej metodzie zmiennego okna pomiarowego
Fig. 5.19. Quasispectra of orthogonal filters in a modified method of variable data window

801
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procesem losowym okreslonym réwnaniami wynikajacymi z (5.88), (5.89) i
(5.90):

A £
Yo = ¥V¢ 1 t
eq = —_—F;__ B F:— J e(T) cos w1<§ -'f)dr (5.98a)
0
t
_ ?s - Yg 1 £
eq = —_'F;'" = 'F; e(T) sin w1(§ - 1>dt (5.98b)
0

Jak widaé, wartosci oczekiwane bledéw sg zerowe. Natomiast wariancje
biedéw estymacji, wyznaczone tak samo jak popréednio, z uwzglednieniem
upraszczajacej tozsamosci (5.75), dajg identyczne wartosci dla sktado-
wych (5.76) i amplitudy (5.77).

6(t)
6,(7,)

T

Rys. 5.20. Wzgledne odchylenia standardowe btedéw estymacji amplitudy
metods zmniennego okna dla réznych funkcji wagi filtréw (a,b,c,d
Fig. 5.20. Ratio of standard deviation of errors of magnitude estimation
using variable data window method for different impulse responses
of filters (a,b,c,d)

Tak wiec ze wzgledu na btedy pomiaru omawiana metoda i metoda odwzo-
rowania krzywych (p. 5.3.2.2) sg tozsame. Wykres odchylenia standardowe-
go btedu, odniesionego do wartosci minimalnej (gdy t = T1) przedstawiono
na rys. 5.20 - krzywa &. Podczas stosowania funkcji Walsha wariancje
nie réznig sie znacznie -~ krzywa b narysowana linig przerywang. Jesli
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natomiast wykorzystuje sie funkcje wagi Walsha, tak jak to przedstawiono
na rys. 5.20c,d, to znaczy w pierwszym przypadku funkcje Walsha zerowego
i pierwszego rzedu w catym przedziale okna ¢, oraz funkcje Walsha pier-
wszego i drugiego rzedu, lecz ta ostatnia ma okres dostosowany do diugos-
ci okna (zerowa wartosé $rednia) d, to unormowane wariancje btedéw am-
plitudy sg dane réwnaniami:

2

P2 (t) 7. T P
4 1 — (5.99a)
Gi(T1) 4 t sin'p cos“p

2 2

o5(t) 1 T P
T__d W ~ (5.99v)
Oa(T1) 2 t sin'p(1 - cos p)

gdzie p = (n/2) (t/T1).

Przebiegi odchylen standardowych w tych dwu przypadkach przedstawio-
no na rys. 5.20 - krzywe ¢ oraz d.” Jak mozna zauwazyé, w pierwszym
przypadku otrzymuje sie, dla krétkich okien (t < 0,6 T1), odchylenia
standardowe podobne jak w poprzednich metodach. Jednak po przediuzeniu
drugosci okna wariancja zaczyna narastaé, co jest powodowane wzrostem wa-
riancji sktadowej rzeczywistej. Po prostu funkcja Walsha zerowego rzedu
nie nadaje sie do wydzielania sktadowych ortogonalnych dla okna pekino-
okresowego (jej widmo jest zerowe dla w = w1). W drugim przypadku (krzy-
wa d) odchylenie standardowe dla dtuzszych okien jest niewiele rézne od
tego uzyskiwanego metodami omawianymi poprzednio, lecz zaczyna bardzo
szybko narastadé, gdy wzgledne okno jest mniejsze niz 0,5. Jest to skutek
korygowania funkcji Walsha drugiego rzedu, tak aby jej wartosé sSrednia
byta zerowa. Ten wykres odchylenia standardowego, uzyskany dla funkcji
Walsha, Jjest niemal identyczny dla drugiego wariantu omawianej metody
(5.91), (5.97c). Szybszy wzrost odchylenia standardowego jest zrozumiaty
i zgodny z obserwowanym juz wyraznym pogorszeniem widma (rys. 5.19).

Z przeprowadzonych rozwazan wynika, Ze nawet tak prosty model zakté-
cenia moze dostarczyé wielu pozytecznych informacji o wtasnosciach algo-
rytméw. Naturalnie, gdy sg znane widma ggstos$ci mocy zaklécenia (Me -
(5.71)), mozna obliczyé konkretne wartosdci wariancji i odchyleri standar-
dowych oraz ocenid, jaka jest minimalna dtugos¢ okna pomiarowego, od kté-
rej wyniki sg wiarygodne,

6. FILTRACJA KALMANA
Modele sygnatu i zaktdécen rozpatrywane dotychczas byty albo catkowi-

cie deterministy~zne,albo tez zaktadano, ze identyfikowane sktadowe pod-
stawowe napied lub pradéw sg deterministyczne, a zakiécenie jest proce-
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sem losowym. W istocie jeden i drugi mocdel mogg doéé dobrze odzwiercie-~
dlaé rzeczywistosé w tym sensie, ze po wystapieniu konkretnego zaburze-
nia systemu, w okreslonych warunkach, identyfikowane sktadowe bedg mia-
ty okreélone wartosci. Sporo jednak argumentdéw przemawia za modelem cai-
kowicie probabilistycznym. Wynika on z tego, ze wywoiane przez zaburze-
nia napiecia i prady sg uwarunkowane tak duzg liczbg czynnikéw, ze ich
wartoéci sg zdeterminowane, lecz niemozliwe do przewidzenia, a mogg byc
scharakteryzowane z zastosowaniem modeli i parametrdéw probabilistycznych.
Problem optymalnego odtworzenia identyfikowanych napieé i pradéw moze
byé rozwigzany z wykorzystaniem filtru Kalmana [2],[8]. Filtr ten opieré
sie na modelu zmiennych stanu, a ich liczba zalezy od konkretnego rozwa-
zanego procesu, W przypadku identyfikacji napieé¢ i pradéw systemu mini-
malny rozmiar filtru to filtr dwustanowy. Zastosowanie filtru Kalmana w
zabezpieczeniach elektroenergetycznych byto tematem wielu prac [26], [44],
(451, (46]1,(89]. Wynika z nich, ze dwustanowy filtr Kalmana nie moze spro-
stad wymogom filtracyjnym, przede wszystkim prgdu, ze wzgledu na istnie-
nie w tym sygnale niestacjenarnej sktadowej aperiodycznej., Ke¢nieczne
Jest wiec rozbudowanie modelu sygnatowego i zwiekszenie liczby standw,
gdyz biedy powstale w filtrze dwustanowym mozna uwazaé za biedy modelowa-
nia, Z kolei w pewnych okolicznosciach napiecie moze zawieral sktadowg
zaktdcajacyg o wyzszej czestotliwosci i wariancji doéé duzej w odniesie-
niu do wariancji identyfikowanej sktadowej i wéwczas taczne traktowanie
zakiécenn jako szumu biatego moze byé zbyt duzym przyblizeniem (a warun-
kuje to optymalnos$é filtru), W tych warunkach moze byé konieczne zwigk-
szenie liczby standw, a wiec rzedu modelu sygnatowego i filtru. W do-
tychczas publikowanych pracach na ogdél proponuje sie stosowanie 2-stano-
wego filtru w obwodach napieciowych i 3-stanowego w cbwodach prgdowych
[45],[47]. Jednakze istniejg tez propozycje stosowania nawet {1-stano-
wego filtru do pomiaru pradu [66]. Ten rozmiar filtru wynika z zaXozenia
modelu sygnatowego, ktéry zawiera (moze zawierad), przy czestotliwosci
prébkowania 12 prébek w okresie skladowej podstawowej, zakidécenia drugs
do pigtej harmonicznej o istotnie duzych wariancjach, i sktadowsg aperio-
dyczng, PoniewaZz kazda harmoniczna zwieksza rzgd filtru o dwa, a skiado-
wa aperiodyczna o jeden, stad otrzymuje si¢ wymieniony rozmiar filtru,
Wydaje sie jednak, ze te zalozenia sg przesadzone (zreszts wysokoczesto-
tliwosciowe zaktécenia wcale nie muszg byé harmoniczne), a ponadto cbec-
ny poziom techniki cyfrowej raczej uniemozliwia  stosowanie takich {il-
tréw w czasie rzeczywistym ze wzgledu na ogromne naktady obliczeniowe.
Tak wiec rozsadny kompromis odpowiada raczej malym rozmiarom filtréw i
wydaje sie, ze filtry drugiego, trzeciego, a najwyzej czwartego rzedu,
sg wystarczajgce i realizowalne w czasie rzeczywistym,
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Istotne podczas poréwnywania efektéw filtracji lub estymacji z wyko-
rzystaniem réznego rodzaju filtréw jest dysponowanie tymi samymi miarami
biedéw w stanie przejsciowym i ustalonym., Metody oparte na korelacji lub
filtracji nierekursywnej sg metodami statego okna, a wiec stan przejscio-
wy i ustalony sg wyraZnie rozdzielone, Biedy w stanie ustalonym wynikajg
tu bezposrednio z charakterystyk czestotliwoéciowych filtru oraz zalozo-
nego poziomu zakidcen sygnatru uzytecznego., Filtr Kalmana jest z kolei
filtrem rekursywnym, projektowanym w dziedzinie czasu, i liniowym lecz
niestacjonarnym, ze wzglqau na niestancjonarnosé macierzy wzmocnien [K].
Miarg jego btedu zaréwno w stanie przejéciowym, jak i zblizonym do usta-
lonego (ktére trudno wyraznie rozdzielid), jest macierz kowariancji bte-
du., Elementy tej macierzy nie dajg na ogét czytelnej informacji o czasie
trwania stanu przejsciowego, jak tez utrudniajg pordwnywanie uzyskiwa-
nych doktadnosci w stanie ustalonym z innymi metodami. Aby te poréwnania
utatwié, opracowano metode okreslania charakterystyk czestotliwosciowych
(pseudowidmo) filtru Kalmana oraz okreslono jego czasy ustalania po sko-
kowej zmianie sygnatu wejSciowego. Te miary sg byé moze przyblizone,lecz
uzyskane wyniki majg dwojakie znaczenie; umozliwiajg tatwe poréwnanie
réznych metod lub dostarczajg bardziej czytelnych wskaznikéw charaktery-
zujacych dynamike oraz btedy w stanie ustalonym sygnaiéw stosowanych da-
lej do pomiaru wielkosci kryterialnych.

6.1. Podstawowe réwnania i modele procesu oraz filtru

Zadaniem filtracji Kalmana jest wyestymowanie sktadowych wektora sta-
nu procesu X, ktéry Jjest opisany nastepujacym réwnaniem macierzowym:

[x(k +1)] = [A)[X(k)] + [B)([U(k)] (6.1)

Poniewaz nie wszystkie sktadowe wektora procesu moga by¢ mierzone,
mozna to wyrazié za pomocg réwnania pomiaru w nastepujgcej postaci:

[Y(k)] = [CI[X(k)] + [V(k)] {6.2)
gdzie
[A] - macierz stanu rozmiaru [n x n],
[B] - macierz zaklécer stanu rozmiaru [n x nl],
[c] - macierz pomiaru rozmiaru [m x n], gdzie 1< m<n,
x(x)] = [X1(k) oo Xn(k)]T - wektor stanu o rozmiarze [n x 1] (T ozna-
cza transpozycje macierzy), '
[Y(k)] = [Y1(k) i o Ym(k)]T -~ wektor pomiaru o rozmiarze [m x 1],
[U(x)] - wektor zaklécer stanuy
[Vv(k)] - wektor zakléceri pomiaru.

Nalezy tu dodaé, ze macierze [A],[B] oraz [C] moga by niestacjonar-
ne i wtedy réwniez im trzeba przypisaé indeks k. Jesli Y(k) Jjest cia-
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giem prébek jednego, skalarnego sygnatu, tak jak to oméwiono dalej, to w
tym przypadku wektor pomiaru staje sie skalarem, podobnie wektor zakié-
cenl pomiaru, a macierz pomiaru [C] ma wymiar [1 x m].

Jeéli sktadowe wektora stanu oraz zakiécenia speiniajg okreslone wa-
runki, to optymalny filtr, dostarczajgcy najlepszych estymat wektora sta-
nu, Jjest dany réwnaniem znanym jako réwnanie filtru Kalmana:

[R(k + 1)1 = [AJIXMK)] + [K(k + 1) {Iv(k + 1)] = [CI[A)X(k)I} (6.3)

gdzie
[R(x)] - estymaty wektora stanu [X(k)],
(K(x + 1)]- macierz wzmocnienia filtru.

Uruchomienie procedury filtracji sygnatu [Y(k + 1)] wymaga wiec zna-
jomosci chwili powstania zaburzenia (k = 0), okreslenia warunkéw poczagt-
kowych [2(0)] oraz obliczenia macierzy wzmocnienia [K(k)]. Pozostate ma-
cierze sg juz okreslone w réwnaniach stanu (6.1) i pomiaru (6.2). Trzeba
tu dodaé, 2e w pewnych rozwazanych dalej modelach procesu i pomiaru ma-
cierz pomiaru [C] zalezy od dyskretnej chwili k.

Obliczenie macierzy wzmocnienia [K(k)] jest dokonywane na podstawie
znanych dotychczas macierzy oraz macierzy kowariancji zakléceri procesu
i pomiaru, a takZze macierzy kowariancji procesu w chwili k = 0, ktéra
stanowi warunek poczgtkowy rekursywnej procedury obliczer, .stosownie do
nastepujgcych réwnan:

[K(x)] = MG)ICIT [le1ma1eI” + pa)]] -1 (6.4a)

(o] = [[9] - KG)LCT] (k)] (6.40)

Mk + 1)] = [ATWI[AIT + [B]1[@ BT (6.4c)
gdzie

[P], [Q) - macierze kowariancji zakdcen odpowiednio pomiaru i procesu
(uprzednio obliczone lub uzyskane na drodze pomiarowej lub mo-

delowej),

[M(k)] - jednokrokowa macierz kowariancji biedéw estymacji stanu (mie-
dzy k = 1 a k),

[W(k)] - macierz kowariancji btedéw estymacji stanu,

[J] - macierz jednostkowa.

Wszystkie z powyzszych réwnan maja te istotng ceche, ze nie zawiera-
Ja wielkosdci mierzonych [Y(k)]. Dzieki temu obliczenia macierzy [K(k)]mo-
ga by¢ przeprowadzone off-line zanim filtr zacznie pracowaé, przechowane
w pamieci i zastosowane do konkretnej realizacji po uruchomieniu filtru.
Zapewnia to ogromne zredukowanie nakladu obliczeniowego, szczegélnie is-
totne dlatego, ze filtr ma byl stosowany w czasie rzeczywistym. Réwniez
przed uruchomieniem procedury filtracji znana jest macierz kowariancji
btredu estymacji [W(k)], tak wiec jego jako3é jest znana z géry.
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Réwnania (6.1)-(6.4) charakteryzujg tacznie proces, pomiar, filtr
oraz jego jakosdé. Filtr opisany réwnaniem (6.3) jest filtrem optymalnym
minimalizujgcym wariancje (6.6b), jesli wektor procesu oraz wektory za-
kibéceri procesu i pomiaru majg odpowiednie charakterystyki probabilistycz-
ne. Zaktada sie wiec w teorii filtru Kalmana, 2e wszystkie sktadowe pro-
cesu majg rozktad normalny o zerowej wartosci Sredniej i sg niezalezne.

Z niezalefnosci sktadowych tego wektora wynika, Ze ma on rozktad lgcznie
normalny o gestosci bedagcej iloczynem indywidualnych gestosci rozkladu i
jego scharakteryzowanie wymaga jedynie znajomosci macierzy kowariancji
(warto$é sSrednia jest zerowa). Przy tych zalozeniach macierz kowariancji
btedu stanu (4.6b) jednoznacznie charakteryzuje stan procesu.

Wymagania dotyczgce zaklécen sz w teorii filtru Kalmsna nieco ostrzej
sze (mozna od niektérych z nich odstapidé, lecz kosztem czesto znacznego
zwickszenia rozmiaru macierzy procesu i filtru oraz zwigkszenia obcigze-
nia obliczeniowego). Zaklada sie wiec, Ze wektory zak}écer procesu [U(k)]
i pomiaru [V(k)] sa szumami biatymi o rozktadzie normalnym, majacymi ze-
rowe wartosci sSredmie, znane sg ich kowariancje,oraz e ich skiadowe sg
procesami niezaleznymi. Implikuje to tak jak poprzednio normainosé lacz-
nego rozktadu prawdopodobieristwa i jednoznaczne scharakteryzowanie roz-
ktadu za pomocg macierzy kowariancji tych zaklécer, ktére musza byé zna-
ne. Ponadto jeszcze z witasciwosSci szumu biatego wynika, Ze macierze kowa-
riancji bledéw sa diagonalne, a elementy gtéwnej przekatnej sg po prostu
wariancjami btedéw poszczegélnych sktadowych wektoréw. Poniewaz dodatko-
wo zaklada sie niezaleznos$é zaklécern procesu i pomiaru, wiec omawiane
wlasnosci zaklSceri mozna opisal nastepujgcymi réwnaniami:

Q(k) dila i =k
E {00 ()17} =

0 dla i £ k
(6.5)

P(k) dla i =k

E{V0OI v T} =
0 dla i # k

{0 v(1)]T}= o dia wszystkich k, i
gdzie E - oznacza wartos¢ oczekiwang.

Zastosowanie wymienionych procedur i uruchomienie rzeczywistego fil-
tru wymaga jeszcze okreslenia warunkéw poczatkowych. Wymaga to wyznacze-
nia kowariancji procesu w chwili k = O, co pozwala na zainicjowanie re-
kursywnych procedur (6.4) i obliczenia macierzy wzmocnier [K(k)]. Nalezy
takze okreslié¢ warunki poczatkowe réwnania filtracji, to jest oczekiwane
wartosci wektora stanu [X] w chwili k = 0. W rozwazanym przypadku mode-
1i sygnatowych ma sie do czynienia z procesami stacjonarnymi i wektor
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stanu ma ustalong warto$é oczekiwang i znane kowariancje. Mozna by wiegc
przyjaé warunki poczatkowe o tych wartosciach. Jednakze rozwazajac bar-
dziej szczegdtowo przechodzenie ze stanu normalnego do stanu zwarcia
mozna by przyjaé na przyktad wektor stanu w chwili poczatkowej o wartos-
ciach réwnych odpowiednim sktadowym w chwili poprzedzajgcej zwarcie

(k = 1), a kowariancje réwne kowariancjom przejécia miedzy tymi stanami.
Zalozywszy pewng dowolnosé w przyjeciu warunkéw poczgtkowych, mozna zapi-
saé nastepujgce réwnania:

E{x(0)0} = [%,]

E{[X, - X %o - %17} = [¥o]
[R(0)] = [%,]

[wio)] = [W,]

Opracowanie i uruchomienie filtru Kalmana przebiega w trzech etapach:

a) opracowanie modelu procesu i pomiaru,

b) okreslenie wtasnosci probabilistycznych procesu i zaklécerl oraz
obliczenie macierzy wzmocnier [X],

¢) uruchomienie procedury filtracji.

Punkty a i b sg ze sobg wzajemnie powigzane w tym sensie, 2e przyjeg-
ty minimalnego rozmiaru model procesu moze mieé¢ modele zaklSceri odbiega-
jace od szumu biatego. Wéwczas trzeba uwzglednié dodatkowe stany tak,
aby otrzymaé ten wymagany model zaktéceri. W przeciwnym przypadku filtr
bedzie suboptymalny, a nawet estymacja moze by¢ obarczona bardzo duzym
btedem. Przyktadem tu moze byé stosowanie dwustanowego filtru do estyma-
cji pradéw, w ktérych istnieje sktadowa aperiodyczna o znacznej wartosci.
Zaktécenia w tym przypadku nie sg szumem biatym, a btedy powodowane przez
btedne modelowanie procesu sg ogromne.

(6.6)

6.2. Modele i filtry o réznej liczbie standw

Na podstawie modeli zakléceri, ich widm gestosci mocy i funkcji auto-
korelacji znanych z publikacji (np. [47]) mozna =3dzié, ze przy aktual-
nych mozliwodciach technicznych stosowane bgdg filtry 2-4-stanowe, za-
pewniajac satysfakcjonujgca optymalnosé filtracji. Wszystkie te filtry
. moga by¢ zrealizowane z uzyciem dwu wariantdw modeli procesu, analogicz-
nych do filtracji i korelacji. Réznig csie one macierzami stanu i pomiaru,
nztomiast pozostale wielkosSci sa takie same. Obecnie okresli cie te ma-
cierze dia odpowiednich modeli sygnalowych napieé¢ i pradéw systemu elek-
trosnergetycznego. Trzeba jednak od razu na wstepie podkres$lié, ze przy-
padek filtracji Kalmana jest inny od omawianych dotychczas filtréw. Nie
ma bowiem tutaj bezposredniego zwiazku miedzy pojedvnczg realizacjg pro-
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cesu (na przyktad przebiegi zakiéconego napiecia lub prgdu generowane w
wyniku danego zaburzenia) a parametrami filtru. Nie okresla sie réwniez,
odmiennie niz poprzednio, jakosci filtracji dla takiej pojedynczej reali-
zacJi sygnaiu. Wynika to z przyjetych w tej filtracji probabilistycznych
modeli procesu i zakléceri, a takie nieergodycznosci zaklécen i procesu
powodujacej, ze ich parametry musza byé okreslone po zbiorze realizacji,
a nie po czasie, Naturalnie dla danego modelu sygnatowego macierze pro-
cesu i pomiaru sg zdeterminowane i zostang okreslone.

Niech wolny od zaklécer fazor napiecia lub pradu bedzie dany réwna-
niem

x(t) = X, exp[j(m1t + ¢1)] (6.7)

Fazor ten bedzie znany, jesli beda znane dwie rzeczywiste funkcje
czasu. Po przejs$ciu na czas dyskretny mozna zauwazyl, Ze wraz ze wWzZros-
tem czasu z chwili k do k + 1 sktadowe fazora zmieniajg sie stosow-
nie do réwnan:

x1cos[(k + 1w Ty + 9] = cos(uw,T;) X, coslkw,T; + ¢,) ~
- sin(w1Ti) X, sin(km1Ti + ¢1)

(6.8)

L}

X,sin [(x + 1)w1T1 + ¢1] sin(m1Ti) X, cos(ko, T, + qﬁ) +

+ cos(w1Ti) X4 sin(kw,.'l‘1 + ¢1)

Zapisujac te réwnania w postaci macierzowej otrzymuje sig¢ réwnanie i
.macierz stanu w postaci

(k + 1) cos w, T, =sin w, T, Xd1(k)
= (6.9)

Xq1(k + 1) sin w,T; cos w,T; Xq1(k)

X4

gdzie
Xd1(k) = X, cos(kw1Ti + ¢1),

X

xq1(k)
[x(x)]

- macierz kwadratowa jest macierza stanu [A].

1 sin(km1Ti + ¢1),

[Xd1(k) Xq1(k)]T - wektor stanu,

Znajgc réwnanie stanu mozna okres$lié¢ réwnania i macierz pomiaru. Za-
lezy ono od tego, Jjaki sygnat Jest dostepny pomiarowo. Jesli zatrozyé, ze
dostepna pomiarowo jest sktadowa rzeczywista fazora (6.7), to macierz po-
miaru jest dana réwnaniem:

[cl] =01 ol (6.10)

Zatézmy obecnie, ze fazor X(t) Jjest nieco bardziej zlozony i moze
byé opisany réwnaniem:
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X(t) = X, exp[ﬁ(w1t + @1)] X exp[ﬁ(mw1t + wm)]+ X, exp(-t/T,)
(6.11)

Jesli przyjaé, ze X, Jest réwne zeru, to do okreslenia fazora
{6.11) potrzebna jest znajomosé trzech rzeczywistych funkeji czasu i
otrzymuje sie odpowiednio model 3-stanowy. Gdy Xa Jjest réwne zeru,
trzeba znaé cztery funkcje czasu i odpowiedni model jest wéwezas b-sta-
Nowy.

Macierze stanu i pomiaru w tych przypadkach sg okreslone analogicz-
nie jak poprzednio i majg postad:

Medel 3-stanowy:

cos m1Ti -sin w1Ti 0
[A] = |sin w,T; cos w, T, 0 . (6.12a)
0 0 exp G Ti}J
a
fc=0 o 1] (6.12p)
Model 4-stanowy
cos w1Ti =sin w1Ti o
[A] = |sin m1Ti cos w1Ti
" cos mw,T; - sin mo,T; | (6.13a)
sin mu),’Ti cos mw1Ti
(c1 =0 o 1 o], (6.13b)
gdzie

Ti - okres impulsowania,
m - mnoznik czestotliwos$ci skiadowej innej niz podstawowa,
Ta - oczekiwana wartos$é stalej czasowej sktadowej aperiodycznej.

Na marginesie warto wspomnieé, ze stosowane réwnania stanu i pomiaru
powinny zapewniad obserwowalnos$é [67]. Latwo sprawdzid, ze przedstawione
réwnania i macierze warunek ten spetniaja,

W podobny sposéb mozna by tworzyé modele o dowolnym stopniu rozbudo-
Wy, lecz Jest zrozumiale, e powinien by¢ stosowany medel ¢ mozliwie ma-
¥ym rozmiarze. Jest istotne, jak éw rozmiar minimalny okreslié. Odpo-
wied? tkwi w charakterystykach zakiécern fazora X(t) (6.7), €6.11), a w
konsekwenc ji zakiécern procesu i pomiaru w modelu stanowym. Tymi istotny-
mi, najwazniejszyml charakterystykami zakidécer sg widmo gestosci mocy i
(1ub) funkcja autokorelacji oraz ich wariancje [2],[5],[8]. Je$li wiegc
przy najmniejszym rozmiarze modelu, modelu 2-stanowym, widmo gestosdci mo-
cy zaktécern jest staie lub prawie state, albo tez ich funkeja autokorela~
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cji jest zbliZona do impulsu Diraca, to rozmiar modelu jest odpowiedni.
Jesli tak nie jest, to konieczna jest zmiana modelu. Okreslenie rozmiaru
i parametréw tego rozbudowanego modelu moze by¢ dokonane z zastosowa-
niem z}ozonych, zaawansowanych metod,na przyktad faktoryzacji widmowe]
[2], 1lub tez analizy widma gestosci mocy. Zatdzmy, 2e widmo to w otocze-
niu pewnej czestotliwosci wy, Wykazuje wyraZnie wigksze wartosci, a dla
pozostatych czestotliwoséci jest state 1lub niemal state. Wéwczas, gzwiek-
szajgc rozmiar modelu procesu przez uwzglednienie w nim sktadowej o tej
czestotliwosci wg, uzyska sie model procesu i filtru zblizony do opty-
malnego. Aby sie o tym przekonad, nalezy jeszcze zbadaé widmo gestosci
mocy lub funkcje autokorelacji tego "nowego" zakldcenia powstalego przez
wydzielenie z sygnatu modelowanych sktadowych procesu o czestotliwosci
Wy i Whe

Jedli widmo jest ptaskie, to znaczy, 2e taka uproszczona metoda przy-
niosta pozgdane wyniki, a model procesu jest wtasciwy i odpowiedniego
rozmiaru.

Méwiac o zakléceniach trzeba jeszcze wspomnieé o macierzy [B] modelu
procesu ((6.1), (6.4c)). Otéz macierz ta odzwierciedla przypadkowe zmia-
ny wektora procesu miedzy dwiema chwilami prébkowania, nie uwzglednione
w macierzy stanu., Jest uzasadnione przyjecie, 2e 4w biaty szum dodawany
do wektora stanu bedzie zmieniat sie¢ tak, jak sam wektor stanu, to zna-
czy, 2e macierz [B] (ub [B“]) jest réwna macierzy stanu [A]. Trzeba tu-
taj takze podkreslié, ze zmiany wektora stanu miedzy chwilami prébkowa-
nia sg tak mate, 2e ich widmo gestosci mocy jest bardzo male w pordwna-
niu z widmem gestosci mocy btedéw pomiaru i czegsto przyjmuje sie zerowg
macierz [BR].

Obecnie mozna juz podaé brakujace w opisie modeli 2-, 3- i 4-stano-
wych macierze kowariancji zaklécen oraz warunkéw poczgtkowych:

Model 2-stanowy:
-~ kowariancje zakldcen

%1 0
{Q) = ) (6.14a)
2 Gu1
2 'f\ Y
[PJ = CV \I.1L‘L)

- warunki poczgtkowe

[io] = [E{Xd1(0>} E{Xq1(0)}]T (6.14¢c)
2
910 9
[wo] = 5 (6.148)
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gdzie E - wartoéé oczekiwana, ¢ - odchylenie standardowe.

Model 3-stanowy:
- kowariancje zaktécen

2
Oy °
[l = o2, (6.158)
0 2
2
[P] = o (6.15b)

- warunki poczgtkowe

(o] = [E{xd1 (0)} E{Xq1 (@} efx, 0}]" (6.45¢)
2
9%10 0
Wl = 9210 (6.15d)
’ 2
g Gxao

Model 4-stanowy:
- kowariancje zakldceri

2
o 0
2
ag
[Q] = we, (6.168)
oum
0 Glzl.m
2
[Pl = o (6.16b)
- warunki poczgtkowe
o i T
[Ro] = [ B{xgr(0)} B{x 40} Efxgq(0)} E{x 5(0)}] (6.16¢)
2
9x10 4
2
[, e (6.164)
W = 2 ¢10d
9 Oxm0
0 %20

Znajgc rozmiar filtru oraz konkretne wartosSci wystepujace w poszcze-
gélnych macierzach kowariancji bteddw i warunkdéw poczgtkowych mozna obli-
cz¢ macierz wzmocnienia [X] (6.4a), przechowad ja w pamieci i uruchomié
cyfrowy filtr Kalmana (6.3).

Jak wspomniano na poczatku tego paragrafu, filtr Kalmana w omawia-
nym przypadku moze byé zrealizowany wediug dwu modeli procesu analogicz-
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nych do splotu i korelacji. Oméwiony dotychczas odpowiada realizacji we-
dtug tego pierwszego modelu, to znaczy przy danym przemiennym sygnale
wejéciowym [Y (k)] (wynik pomiaru (6.2)) filtr dokonuje estymacji dwu
przemiennych ortogonalnych sktadowych sygnaiu ﬁd(k), ﬁq(k).

Drugi wariant modelu analogiczny do korelacji otrzymuje sie réwnie
Yatwo. WeZmy rzeczywista sktadowg fazora X(t) (6.7):

Re{X(t)} = X, cos(w,t + ¢,) = Xj, cos w,t - Xé1 sin w,t (6.17)

Poniewaz czestotliwos$é jest ustalona, wiec do okreslenia dwu pozosta-
Tych parametréw sygnatu konieczna jest znajomosdé X&1 oraz Xé1 i odpo-
wiednie réwnanie stanu ma teraz postad:

Xg1 (kx + 1) 1 0] X4 (k)
o (6.18)
x(';1 (k + 1) 0 1 xc'l,| (k)

gdzie X3, (k) = Xy cos o,, x:ﬂ (x) = X, sin o,.

Jesdli przyjaé podobnie jak poprzednio, 2e dostepna pomiarowo jest
sktadowa rzeczywista fazora (6.7), to macierz pomiaru w tym modelu jest
dana réwnaniem:

[Ck] = [cos kw,T; =-sin ku,T,] (6.19)
W analogiczny sposéb otrzymuje sie macierze stanu i pomiaru filtréw

wy2szych rozmiaréw, realizowanych wedtug tego wariantu. Sg one opisane
zaleznosciami:

Model 3-stanowy:

1 0
a] = 1 . (6.20a)
o Sl
Ta
B:é] = [cos ko T; =-sin kw,T; 1] (6.20b)

Model 4-stanowy:

1 0
1
[A’_] = (60218.)
1
0 1]
[CL'(] = [cos ko,T; =-sin ko T; cos kmw,T; -sin kmm1Ti] (6.21b)
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Macierze kowariancji zaklécern oraz warunkéw poczgtkowych sg natural-
nie w obu modelach identyczne., Podano je juZz poprzednio - réwnania
(6.14)-(6.16).

Przedstawione tu modele sg réwnowaznym sposobem opisu tego samego
procesu., O wyborze Jjednego lub drugiego z nich mogg decydowaé dodatkowe
czynniki, takie jak na przykiad prostota interpretacji rezultatéw, zio-
20n0$é obliczeniowa algorytmu realizacji filtru, czy tez dalsze przewi-
dywane przetwarzanie jego sygnatéw wyjsciowych.

6.3, Parametry projektowe filtru i macierz [K]

W przedstawionych wyzej réwnaniach trzy macierze i ich elementy majg
przede wszystkim wplyw na uzyskiwane charakterystyki filtru. Sa to macie-
rze [Q], [P] oraz [wo] (réwnania (6.14)-(6.16)). WartoSci elementéw
tych macierzy mogtyby byé uzyskane na podstawie:

- pomiaréw w systemie rzeczywistym w punkcie zainstelowania zabez-
pieczenia

- badafi modelowych w ukiadzie odpowiadajgcym rzeczywistej konfigura-
cji systemu i sygnatédw z modelu cyfrowego w punkcie zainstalowania zabez-
pieczenia

- oszacowania wartosci parametréw opartych na doswiadczeniach eks-
ploatacyjnych.

Pierwszy sposéb trzeba uznaé za mato efektywny, gdyz niewiele jest
sposobnosci do prowadzenia pomiaréw podczas zwaré w systemie, a w punk-
cie zainstalowania zabezpieczenia obserwuje sie je kilka razy do roku.
Druga z metod jest bardziej efektywna, gdyz pozwala na doktadne okresle-
nie wszystkich wymaganych wielkosci,i to dos¢ xatwo, przez symulowanie
réznych konfiguracji systemu, réznych rodzajéw zwaré, dowolnych warunkéw
poczgtkowych, réznego miejsca zwarcia itp. Ograniczenia tej metody wyni-
kajg z koniecznosci opracowania z}ozonego modelu cyfrowego, co jest i
czasochtonne i kosztowne. Niemniej jednak trzeba jeszcze raz podkreslid,
ze jest to metoda pozwalajgca na najbardziej precyzyjne okreslenie para-
metréw projektowych filtru, a ponadto weryfikacje poprawnosici jego mo-
delu.

Trzecia z metod jest obarczona znacznymi btedami, a uzyskany filtr
moze kumulowaé btedy modelowania i biedy wartosci parametréw. Niemnie}
jednak, orientujgc sie, 2e w zasadzie w obwodach napieciowych wtasciwy
jest (moze byé) filtr 2-stanowy, a w obwodach pradowych 3-stanowy, moz-
na prébowaé taki suboptymalny filtr zaprojektowad. Mozna wiec przyjaé
bardzo uproszczone zatozenie, ze wartosci warunkéw poczgtkowych sag réw-
ne wielkosciom przedzwarciowym, a dalej, 2e wariancje poczgtkowe sg kwa-
dratami odchyler standardowych réwnych jednej trzeciej wzglednych war-

toéci maksymalnych napiecia i pragdu (°x10v-= 1/3, Ox10T =(1/3)(1max/1 )

nom™
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Z kolei mozna przyjgé macierze [Q] oraz [B] zerowe. W tych bardzo uprosz-
czonych rozwazaniach najtrudniejsze jest okreslenie a, przede wszyst-
kim dlatego, ze oy moze zmieniaé sie wraz z dyskretnym czasem Kk.

Z badari publikowanych w pracy [47], przeprowadzonych na modelu cyfro-
wym wynika, 2e wariancje zakiécen napiecia i pradu malejs ze stalg czaso~
wg okreslong réwnaniem:

1 L;1
P S (6.22)
2 Ri 1+ RF
gdzie
RF ~ $rednia oczekiwana rezystancja w miejscu zwarcia,
1 - potowa dtugosci 1linii,
RyL; =~ jednostkowa rezystancja i indukcyjnosé.

Po przyjeciu tej wartos$ci staej czasowej oraz szacunkowych wartodci
poczatkowych wariancji zakldcenia mozliwe jest juz obliczenie macierzy
wzmocnierd [K(k)] i uruchomienie filtru. Naturalnie taki suboptymalny
filtr moze nie byé najlepszy i nalesy raczej projektowad go doktadniej
na podstawie mozliwie dobrego modelu cyfrowegc fragmentu systemu, ktére-
go zabezpieczenie bedzie oparte na filtracji Kalmana sygnaiéw.

6.4, Charakterystyki efektywnosci filtru

6.4.1, Macierz [K] i wariancje bieddw estymacji

Wariancje btedéw to naturalne miary jakosci sktadowych wektora stanu
w filtrze Kalmana. Jak juz wspomniano, macierz kowariancji btedéw Jest
obliczana w trakcie obliczer macierzy wzmocnienia [K] filtru. Rozwazmy
najpierw elementy macierzy [K], gdyz réwniez one dostarczajg sporo pozy-
tecznej informacji. Gdy wielkoscig zmierzong jest skalar, a filtr jest
2-stanowy, macierz [K] sktada sig z dwu elementéw K,, 1 K,,. Przyktado-
we wartosci tych elementéw w funkcji dyskretnego czasu k przedstawiono
na rys. 6.1. Wybrano tutaj pewne szczegdlne wartosci parametréw, jako ze
nawet bardzo pobiezna analiza pozwala ocenidé, ktdére z nich sg icstotne i
ktére majg wpiyw na charakter przebiegu elementéw macierzy [K], a takze
wariancji btedéw estymat [W]. Wazne sg tutaj trzy przypadki:

a) poczatkowa kowariancja wektora stanu jest znacznie wieksza niz ko=
wariancje zaklécen, przy czym kowariancja zakiécen pomiaru jest wieksza
niz zaktécer procesu (ale obie sz bardzo mate w odniesieniu do tej pier-
wszej),

b) poczagtkowa kowariancja wektora stanu nieznacznie tylko przewyzsza
kowariancje zakiécen pomiaru, kowariancja zakiécerl stanu pozostaje bar-
dzo mata,
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c) poczatkowa kowariancja wektora stanu i zaktécer pomiaru sg zblizo-
ne wartosciami, lecz ta ostatnia maleje eksponencjalnie; sytuacja ta naj-
lepiej chyba odzwierciedla realia systemu.

Krzywe 1, 2 i 3 na rys. 6.1 odzwierciedlajg przebieg elementéw macie-
rzy [K]'w tych przypadkach, W pierwszym z nich duze poczgtkowo wartosci
(1 i -2,7 odpowiednio) szybko malejg do wartosci ustalonych i dalej K11

K1
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Rys. 6.1. Elementy macierzy [K] 2-stanowego filtru Kalmana w funkecji
dyskretnego czasu k dla réznych parametréw projektowych
Fig, 6.1. Elements of matrix [K] of 2-state Kalman filter versus
discrete time k for different design parameters
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i K21 pozostajg state. Oznacza to dynamiczne dojsScie do wartosci ustalo-
nej, a takze stacjonarny dla wickszych wartosci czasu k filtr o odpo-~
wiednio silnym ujemnym sprzezeniu zwrotnym (znaczne wartosci [K] w sta-
nie ustalonym). W przypadku drugim (krzywe 2) poczatkowe wartosci [K]
(szczegblnie K21) sq znacznie mniejsze, K,, szybko, a K,, pomaltu zmie-
rzajg do zera. Po niezbhyt dtugim czasie filtr nasyca sig danymi i kolej-
ne prébki mierzonego sygnalu majg znikomy wplyw na wyestymowane wartosci.
‘Widaé, ze i dynamika dochodzenia do wartosci ustalonej bedzie zla, a wa-
riancje btedéw estymat duze. W przypadku trzecim uzyskuje sie przebieg i
wtasciwosci posdrednie miedzy dwoma pierwszymi przypadkami. Otéz duza po-
czgtkowo wariancja zakldcen powsduje, 2e dynamika dochodzenia do wartos-
ci ustalonej poczatkowo nie jest duza, a wariancje bteddw znaczne. Ale
nastepnie, na skutek malenia wariancji bteddéw, uzyskuje sie duze ustalo-
ne wartosci K11 i K21 i mate wariancje bledéw estymacji jak w przypad-
ku pierwszym.

Obserwacje i wnioski z przebiegu elementédw macierzy [K] majg natural-
nie charakter jakos$ciowy, natomiast konkretne warto$ci otrzyma sie przez
obliczenie wariancji btedéw estymacji (6.4b).

Wariancje btedéw estymacji kazdej ze sktadowych wektora stanu sg to
diagonalne elementy macierzy [W] - W, (k) = Ggi (6.4p). Niezaleznie od
tego, Jjaki jest rozmiar wektora stanu, wielkosci kryterialne sg oblicza-
ne na podstawie sktadowej podstawowej sygnatu. Tak wiec bredy estymacji
zwigzane sg z wariancjami dwu pierwszych skadowych wektora stanu, to
Jest 051 i 052. Przedstawiono je na rys. 6.2-6.6 dla filtréw 2-, 3- i b=
stanowych i réznych parametréw projektowych filtru.

W przypadku pierwszym (rys. 6.2) przebieg filtracji bedzie charakte-
ryzowaé doskonala dynamika. Po kilku pierwszych prébkach od rozpoczgcia
pracy filtru wariancje W11(k) i sz(k) zmniejszajg sie od duzych wartos-
cl poczgtkowych wx1o do wartosci determinowanych przez 03 i oi . Rela-
cja miedzy tymi wielkosSciami wpiywa na dalszy przebieg wariancji. Jesli
Oy Jest nieznacznie tylko wieksze od oy (obie te wartosci sg znacznie
mniejsze od 0x10)' to wariancje w11(k) i wzg(k) ustalaja sie bardzo
szybko i praktycznie nie malejg wraz z dalszym wzrostem dyskretnego cza-
su k. Poniewaz odchylenia standardowe malejg wolniej niz wariancje,

wiec dla zachowania wiekszej doktadnosci wtasnie te wielkosci przedsta-
wiono na tym i dalszych wykresach. Dodatkowo unormowano je ze wzgledu na
poczgtkowg wartosé odchylenia standardowego bledu estymacji (°ﬁ1/°x10)‘
Szczegétowe parametry tego wykresu (rys. 6.2) sa nastepujace: Sx10 = 10,
g, =1, 0, = 0,5, a liczba, prébek w okresie sktadowej podstawowej wynosi
N1 = 12 (przy tej samej wartosci N1 okresla sie odchylenia standardowe
dla nastepnych wykreséw). Jak juz powiedziano, wartosci ustalone odchy-
ler standardowych biedu sg osiggane berdzo szybko, lecz szybkosé ta jest
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Rys. 6.2. Wzgledne odchylenia standardowe biedéw estymacji w funkcgi
dyskretnego czasu k, sktadowej bezposredniej (a) i kwadraturowej (b
parametry filtru: %10 = 10, g, = 1, o, = 0,5

Fig. 6.2. Ratio of standard deviation of estimation errors versus discrete
time k of direct (a) and quadrature (b) signal components;
filter parameters: Og10 = 10, 0, =1, 0,=0,
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Rys. 6.3. Wzgledne odchylenia standardowe bieddw estymacii w funkcji
dyskretnego czasu k, sktadowej bezpodredniej (a) i kwadraturowe] (v);
parametry filtru: Ox10 = 10, o, =1, g, =0
Fig. 6.3 Ratio of standard deviation of estimation errors versus discrete
" time k of direct (a) and quadrature (b) signal components ;
filter parameters: Ox10 = 10, o, = 1, Gy = 0
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Rys. 6.4. Wzgledne odchylenia standardowe bleddw estymacji w funkcgi
dyskretnego czasu k  skiadowej bezposredniej (a) i kwadraturowej (b);
parametry filtru: %10 = 10, 0, = 10, 0, =0

Fig, 6.4, Ratio of standard deviation of estimation errors versus discrete
time k of direct (a) and quadrature (b) signal components;
filter parameters: Ox10 = 10, o, = 10, 0, =0
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Rys. 6.5. Wzgledne odchylenia standardowe btedéw estymacji sktadowej bez-
poséredniej (a) i kwadraturowej (b) pradu; 3-stanowy filtr Kalmana; para-
metry: 1-0,,4 =2, Oy = exp{-k/12), o, = 0,001; 2= jak 1 lecz N, = 24;
3- jak 1 lecz oy = exp(-k/3)
Fig. 6.5. Ratio of standard deviation of estimation errors of direct (a)
and quadrature (b) current components; 3-state Kalman filter; parameters:
1 = 0,40 = 20 Oy = exp(-k/12), o, = 0,001; 2 - as in 1but N, = 243
3 - as in 1 but o, = exp(-k/3)
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Rys., 6.6. Wzgledne odchylenia standardowe btedéw estymacji sktadowej bez-
podredniei (a) i kwadraturowgj (b) napiecia; 2-stanowy filtr Kalmaga; pa-
rametry: 1 =054 = 0,1, gy = 0,6_exp (-k/6); 2 - gak 1 lecz o5 =0,3
exp(~k/6)y 3 - g2 = 0,3 exp(-k/1,5
vig. 6.5. Ratio of standard deviatidn of estimation errors of direct (a)
and guadrature (b} voltage components; 2-state Kalmap filter;parameters:
1 = 0540 = 0,1, 05 = 0,6 exp(sk/6); 2 - as in 1 but of = 0,3 exp(-k/6);
- 3 - O% = 0,3 exp(-k/1,5)
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uzalezniona od rzedu filtru. I tak: najwolniej odbywa sie to w filtrze
2-stanowym i jak stwierdzono, jest to praktycznie niewiele zalezne od
przyjetej oczekiwanej statej czasowej Ta aperiodycznej zmiennej stanu.
Ten najwolniejszy spadek jest zapewne zwigzany ze znanymi juz z metod
fourierowskich trudnosciami w rozpoznawaniu sygnalu w obecnosci, posia-
dajacej szerokie widmo, sktadowej aperiodycznej. W kazdym jednak przypad-
ku spadek do poziomu ustalonego odchylenia standardowego odbywa sig bar-
dzo szybko: w filtrze 2-stanowym potrzeba na to 2 prébek, w filtrze 4-
stanowym potrzeba na to 5 prébek, 2 w filtrze 3-stanowym & prébek. Tak
wiec odchylenia standardowe bledéw malejg z doskonaig dynamikg i odpo-
wiednio dokladne estymaty sygnailéw filtru réwniez otrzyma sig bardzo .
szybko.

Jak wykazaty badania symulacyjne, wartosci ustalone odchylen stan-
dardowych sg zalezne jedynie od relacji migdzy odchyleniami standardowy-
mi zakiécerd (jesli o i o, <<o,4,). Na wykresach rys. 6.2 przyjeto ilo-
raz ov/c = 2. Je$li iloraz tych odchylern standardowych jest identyczny,
lecz 1ch wartosci bezwzglqdne sg na przyklad sto razy mniejsze (o =

10 Tys c = 10" 0 ), to odpowiednic ustalone odchylenia standardowe
blqdow estymacji quq takze sto razy mniejsze (oj, = 107 011, Oyp =
= 10" 02 ). Tak wiec wykresy z rys. 6.2 pozwalajg na ocene odchyleh stan-
dardowych (lub wariancji) btedéw estymacji przy dowolnych wariancjach
btedéw (lecz tym samym ich ilorazie).

Powstaje teraz pytanie: Jjak bedg sie zmienié przebiegi tych odchylen
standardowych, gdy ten iloraz sie zmienia. Jest to o tyle istotne, ze -
Jjak stwierdzono poprzednio - wartosci 9u bedg w rzeczywistosci bardzo ma-
e lub zerowe.

Badania symulacyjne wykazaty, Ze zmiany te wplywajg przede wszystkim
na charakter wykresu w stanie ustalonym. Przy niewielkich wartodciach te-
go ilorazu (ov/cu) odchylenia standardowe btedéw estymat sg ustalone po
kilku prébkach i praktycznie dalej nie zmieniajg sie z czasem, Gdy ilo-
raz ten roénie, wéwczas obserwuje sie powolny spadek tych odchylen stan-
dardowych. Graniczny przypadek o,/c, —= (o, = 1, o, = 0) przedstawiono
na rys. 6.3. Aby poprawié doktadno$é tego wykresu, poczgwszy od k = 7
zmieniono jego skale. JakosSciowo i ilosciowo przebiegi odchyle:d standar-
dowych btedéw estymacji sa niemal identyczne (rys. 6.2 i rys. 6.3) dla
kilku poczgtkowych prébek, gdyz decyduje tu relacja migdzy poczatkowg
warianc jg wektora stanu a wariancjami bieddéw. Wraz z dalszym wzrostem
liczby prébek réznice stajg sie ilosciowo znaczgce., Na przykiad po dwu-
nastu prébkach (a wigc po okresie sktadowej podstawowej, gdy N1 = 12)
odchylenia standardowe btedéw sg okoto 2,5 raza mniejsze niz poprzednio,
a po dwudziestu czterech prébkach ponad 3 razy mniejsze, Odpowiada to
wariancjom btedéw 6 i prawie 10 razy mniejszym niz poprzednio.
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Na rysunku 6.4 przedstawiono odchylenia standardowe btedéw estymacji
dla duzych zakiécer pomiaru. Szczegdlowe parametry tego wykresu sg naste-
pujgce: 0 44 = 1, 0, =1, 0,=0. Z podobnym przypadkiem mozna mieé do
czynienia podczas pomiaru napiecia, gdzie poczgtkowa kowariancja stanu i
kowariancje zakiécen mogg byé zblizone wartosSciami, Charakter wykreséw
na tym rysunku jest zasadniczo rézny od poprzednich, Odchylenia standar-
dowe btedéw estymacji maleja od samego poczgtku wolno i majg do$é duze
wartosci takze w poblizu czaséw odpowiadajgcych podejmowaniu decyzji
(k >12).

Ostatnie dwa wykresy wariancji btedéw estymacji sporzgdzono dla mode-
1i i parametréw zakiécer wzietych z literatury [47]. Pierwszy z nich
(rys. 6.5) przedstawia odchylenia standardowe btedéw w wyniku stosowania
3-stanowego filtru pragdu o szczegétowych parametrach podanych na rysunku,
a drugi z nich (rys. 6.6) - 2-stanowego filtru napiecia. Podstawowe réz-
nice dotyczace zatozonych parametréw projektowych dotyczg malejgcej eks-
ponencjalnie wariancji zakiécen [47]. Fakt, ze kowariancje te malejg, ma
bardzo korzystny wpiyw na wariancje bteddéw estymacji. Otéz filtr, ktére-
go parametry poczgtkowe sg podobne do tego z rys. 6.4, dzieki malejgce]
wariancji zaktdcer wykazuje lepsza dynamike spadku wariancji (rys. 6.5)

i mniejsze wartogci ustalone (szczegétowe parametry podano na tym rysun-
ku). Wykresy te mozna by uznad za szczegélowg ilustracje wiasnosci 3-sta-
nowego filtru pradu. Z kolei rys, 6.6 odzwierciedla odchylenia standar-
dowe biedéw estymacji filtru Kalmana napiecia. Btedy te malejg dosé wol-
no, ale warto zwrécié uwage na przyjete parametry filtru, a szczegdlnie
na duzg poczatkowg wariancje zakidcen. Otéz filtr napiecia, mimo Ze ma
mniejszg liczbe standéw, bedzie wykazywal gorsze charakterystyki ze wzgle-
du na spadek wartosci skutecznej mierzonej sktadowej podstawowejs. Stad
tez trudnosci z doktadnym pomiarem napiecia niezaleznie od tego, Jjakg me-
tode filtracji sie stosuje.

W podsumowaniu mozna stwierdzié, ze badania wariancji btedéw estyma-
cji wykazaly bardzo dobrg dynamike zmian wartosci tych wariancji oraz ma-
Ye wartosSci ustalone i mozna sadzié, ze znaczenie filtru Kalmana w esty-
macjl wielkosci kryterialnych zabezpieczeri elektroenergetycznych bedzie
wzrastato.

6.4,2, Czasy odpowiedzi i charakterystyki czestotliwosciowe filtru

Wariancje lub odchylenia standardowe bigdéw estymacji dostarczajg
syntetycznej informacji o wtasnosciach filtru. Jednakze w teorii filtréw
deterministycznych dziedzina czasu i czestotliwosci sg rozdzielone i’ ok-
no pomiarowe lub czasy ustalania (w filtrach rekursywnych) dostarczaja
informacji o dynamice filtru (i dalej dynamice pomiaru), a charakterysty-
ki czestotliwosciowe o mozliwej do uzyskania skutecznosci filtracji. Po-
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niewaz filtr Kalmana jest filtrem rekursywnym, wykonano badania Jjego cza-
séw ustalania. .

Poniewaz, jak to stwierdzono w p. 6.4.1, dynamika filtru jest zalez-
na od relacji miedzy wariancjami (odchyleniami standardowymi) zak}écen
pomiaru i poczgtkowag wariancjg procesu, wiec przeprowadzono badania dla
réznego ilorazu tych wariancji. Byly to: OV/0X1O = 0,001; 0,005; 0,01;
0,02; 0,05; 0,1; 0,2; 0,5; 1.

X‘l
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Rys., 6.7. Przebiegi estymacji amplitudy sygnatu w funkcji dyskretnego
czasu k dla réznych parametréw projektowych filtru
Fig. 6.7. Signal magnitude estimation versus discrete time k for
different design parameters of the filter

Na rysunku 6,7 przedstawiono przebiegi estymacji amplitudy dla tych
relacji miedzy wariancjami., Widaé tam wyraZnie, ze doskonata dynamika i
niewielkie réznice w przebiegu tych krzywych wystepuje az do dwu ostat-
nich wartosci tych ilorazéw. W dwu ostatnich przypadkach (ov/°x10 = 0,5;
1) estymacja bardzo sie wydtuza i nawet po trzech okresach sktadowej pod-
stawowej odchylenia od wartosci ustalonej sg wyrazne. Trzeba tu dodad,
2e w celu ujednolicenia warunkdéw pordéwnania przyjeto, ze sygnal jest nie

zaktécong sktadowg podstawowa. Wykres z rys. 6.7 dostarcza w zasadzie ja-
ko$ciowych informacji o czasach ustalania estymacji.

Przeprowadzono réwniez bardziej szczegétowe badania czasdéw ustalania
przyjmujgc trzy poziomy doktadnodci: 10; 5 i 1%. Wyniki przedstawiono
dla 2-, 3- i 4-stanowych filtréw na rys. 6.8. Jak wida¢ z tych rysunkéw,
filtr Kalmana rzeczywiscie charaktefyzuje doskonata dynamika. Przy nie=-
zbyt duzych wartosciach OV/OX1O dwie, trzy, lub co najwyzej cztery prdb-
ki odpowiadaja jednoprocentowemu czasowi ustalania. Mniejsze wymagania
doktadnosciowe (5 lub 10%) pozwalajg na osiggniecie tych samych czaséw
ustalania dla wyzszych wartosci ilorazu Gv/0k10' Jesli iloraz ten wzras-
ta, zblizajac sig¢ do jednosci, to 10-procentowy czas ustalania odpowiada
17 prébkom, a wiec 1,5 okresu sktadowej podstawowej, a do osiggniecia
wyzszych dokladnosci nie wystarczajg dwa okresy sktadowej podstawowej.
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Rys. 6.8, Czasy ustalania odpowiedzi
podczas estymacji amplitudy sygnaXu
z zastosowaniem filtréw Kelmana o
réznej liczbie standw w zaloznosci
od ilorazu odchylen standsrdowych za-
kiécen pomiaru o, i poczgtkowego
odchylenia standargowego procesuc .

Fig. 6.8. Settling time of signal
magnitude estimation using different
state Kalman filters versus ratio of
standard deviation of measurement
noises oy and initial standard de-
viation of the process 9410
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W podsumowaniu mozna stwierdzié, ze przedstawione na rys. 6.8 wykre-
sy odzwierciedlajgce dynamike 2-, 3- i 4-stanowych filtréw Kalmana prze-
konujg o ich bardzo dobrych wtasnosciach dynamicznych i mogg posiuzyé
Jako diagramy do oceny doktadnosci dynamicznej filtru po zadanej liczbie
prébek, lub oceny czasu odpowliadajgcego zadanej doktadnosci estymacji
przy zatozonych lub znanych innych parametrach projektowych filtru,

Filtr Kalmana o przyjetych modelach procesu i pomiaru jest filtrem
niestacjonarnym, a ta jego cecha wynika ze zmiennosci elementéw macie-
rzy [K] wraz ze zmiang dyskretnej chwili prébkowania k. Elementy tej
macierzy szybciej lub wolniej zdgzajg do wartosci ustalonej wraz ze wzro-
stem k (rys. 6.1), ale mozna w pewnym przyblizeniu przyjgé, ze w wigk-
szoséci przypadkéw przedziat niestacjonarnosci jest nie wigkszy niz okres
sktadowej podstawowej. Dla wiekszych przedziatéw czasu filtr jest stacjo-
narny i mozna méwié o jego widmie w normalnym sensie., Jezeli jednak, ze
wzgledu na wymagane w zabezpieczeniach eleketroenergetycznych mozliwie
krétkie czasy estymacji, chce sig ocenié widmo dla tych krétkich prze-
dzialéw, to nalezy raczej méwié¢ o pseudowidmie, ktére pomimo pewnych
trudnosci interpretacyjnych tez moze dostarczyé pozytecznych informacji.
Tak wiec to pseudowidmo filtru Jjest w rozwazanym przedziale czasu takze
niestacjonarne i jest funkcjg trzech parametréw: wzglednej czestotliwos-
ci m, dyskretnego czasu k oraz fazy sygnatu.

Metoda postepowania podczas okre$lania charakterystyk czestotliwos-
ciowych sprowadza sie do obliczenia (lub zmierzenia) w jakim stopniu moc,
wartos$é skuteczna lub amplituda sygnatu wyjéciowego filtru (sktadowych
wektora) jest zmniejszona w stosunku do wielkosci sygnaiu wejsciowego o
dane] czestotliwosci. W tym wypadku sygnatem wejsSciowym w réwnaniu esty-
macji (6.3) jest

Ym(k) = cos(kmw1Ti + ¢m) (6.23)

gdzie m - wzgledna czestotliwosé,

Trzeba tu podkreslié, ze niezaleznie od tego czy stosuje sig filtr
2-, 3- czy 4-stanowy, wyestymowane sktadowe wektora stanu odpowiadajace
sygnatowi o czestotliwosci podstawowej (Xd1, Xq1 w réwnaniu (6.9)) sg
ortogonalne, jesli sygnat wejsSciowy ma teg czestotliwosé, Jedli natomiast
sygnat wejsciowy filtru ma inng czestotliwo$é, to juz tak nie jest i je-
go amplituda nie moze byé obliczona bezposrednio z pierwiastka z sumy
kwadratéw sktadowych wektora stanu. Mozna natomiast postgpié nieco ina-
czej. Metoda polega na zastosowaniu dwu identycznych filtréw pobudzanych
ortogonalnymi sygnatami sinus, cosinus o danej czestotliwoéci i wykorzys-
taniu wyestymowanych wielkosci do okreslania charakterystyki czestotli-
wosciowej.
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Niech wigc przez analogig do réwnai (6.1) i (6.2), Y (k) z réwnania
(6.23) bedzie zapisane w postaci:
[z, + 1)] = [a ][z, ()]

[v, ()] = [c [z, ()]

(6.24)

gdzie
cos(mw1Ti -sin(mw1Ti)
[Am] = 4
sin(mw1Ti) cos(mw1Ti)
(Cpl=1[1 o],

[2,()] = [cos(kmw,T;) sin(kmw,T,)].

Dla uproszczenia przyjeto odpowiednie macierze dla filtru 2-stanowe--
go, lecz mégiby to byé rozmiar dowolny. Z plerwszego z réwnani (6.24) wy-
nika, ze warto$é sygnatu wejéciowego filtru (6.3) w chwili k moze byé
wyrazona przez sygnat w chwili k = 1 rozpoczecia pomiaru:

[v, ()] = [c 1 [A,]F [2,(1)] (6.25)

Ta forma przedstawienia sygnatu wejsciowego (6.23) pozwala na stwier-
dzenie, ze wyestymowane przez filtr (6.3) wartosci [X] przy zerowych wa-
runkach poczgtkowych, mogg byé zapisane w formie

[x, ()] = [F ()] [z, (1] (6.26)

gdzie [F_ (k)] = [C_] [Am]k.

Mozna zauwazyé z réwnan (6.24)-(6.26), ze witadnie meclerz [F (k)]
charakteryzuje stopien ttrumienia przez filtr sygnatu o danej wzglednej
czestotliwosci m dla danej dyskretnej chwili k. Po uwzglednieniu dru-
giego z réwnan (6.24) oraz samego réwnania estymacji (6.3) widaé, ze mo-
dut charakterystyk czestotliwosScilowych, to jest widmo filtru dla kazdej
z wyestymewanych sktadowych wyjéciowych,mozna opisaé réwnaniami:

Fq(m,k) =1/F$11(k) + F2 ()

12 (6.27)
F_(m,k) =]/F2 (k) + F2 (k)
Q Woq 55
Fm11 Fm12
gdzie [F (k)] = .
F F

m21 m22
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Obliczenie elementéw macierzy [F ] w celu okreslenia tych charakte-
rystyk bytoby dos$é trudne, gdyz sg one zlozong funkcjg macierzy [A], [C],
[k (k)], [Am], [Cm],[k.] Zamiast tego mozna je obliczyé symulacyjnie, re-
alizujgc dyskretny filtr Kalmana, Trzeba tu zauwazyé, ze po doprowadze-
niu do tego filtru sygnatu (6.23) otrzymuje sig rezultaty zalezne od fa-
zy sygnatu (wzmiankowana nieortogonalno$é). Aby sig od tego uniezaleznig,
mozna zastosowaé pare identycznych filtréw Kalmana i do jednego z nich
doprowadzidé sygnal wejsciowy cos(kmw1Ti + wm), a do drugiego cos(kmw1Ti+
oLt n/2). W tym wypadku otrzymuje sie wyestymowane wartosci, ktére na
podstawie poprzednio wprowadzonych zmiennych moga by¢ opisane na-
stepujacos
- w pierwszym z filtrdw:

Xgc (k) = Fpog(k) cos(mu, Ty + ¢ ) + F o sin(me,T; + o),

qu(k) = Fooq (K) cos(mw,Ty + ¢ ) + F oy sin(mo, Ty + Ot
- w drugim z filtréw:

de(k) = - m11(k) 51n(mw T, + wm) + Flas cos(mm,‘Ti + wm),

qu(k) = - m21(k) sin(mw1 PR ) + F 02 cos(mw1Ti + ¢m).

Na podstawle tych sktadowych otrzymuje sig juz tatwo charakterystyki
widmowe (6.27):

Py(mk) =92 () + X3 ()

2 2 (v
Fq(m,k) =—|/qu(1() + qu(k)

(6.28)

Tak wiec wzory (6.28) umozliwiaja obliczenie widma, a wtasciwie pseu-
dowidma filtru Kalmana dla ustalonego parametru - dyskretnej chwili Kk
od momentu rozpoczecia pracy filtru. Gdy wartosci k sg niewielkie, a
macierz [K(k)] zmienia sieg, wéwczas filtr jest niestacjonarny i jego
pseudowidmo moze dostarczyé pewnych informacji pod warunkiem, 2e‘uzyska—
ne charakterystyki sg odpowiednio ostroznie interpretowane.

W. istocie jednak macierz [K (k)] dla reprezentatywnych wartosci pa-
rametréw projektowych filtru osigga wartosci ustalone po czasie zawartym
w przedziale miedzy potowg a okresem identyfikowanej sktadowej podstawo-
wej (rys. 6.1) i pseudowidma okreslone dla czaséw KkI; > T, sg juz wid-
mamymi stacjonarnymi.

Oprécz widma okresélanego odrebnie dla kazdej ze sktadowych ((6.28))
mozliwe jest réwniez okreslenie widma amplitudy, dostarczajacego informa-
cji o widmie obu sktadowych Xgcznie.

Niech wiec sygnal wejsciowy filtru zawiera identyfikowang sktadowg
podstawowg oraz zak}écenie o czegstotliwodci m Wqe Poniewaz tylko sktado-
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we sygnalu uzytecznego pozostajg ortogonalne w sygnatach wyjsciowych £il-
tru, wiec sygnaly te moggq na wyjsciu filtru byé okreélone réwnaniami:

Xy(k) = cos(kw,T, +¢) + a  Fy(m,k) (6.26)
Xq(k) = sin(kw,T; + @) + ag Fq(m,k)

gdzie a, - iloraz amplitud zaktécenia i sygnatu,

Obliczajgc amplitudg jako pierwiastek z sumy kwadratéw skiadowych
(6.29) oraz poszukujgc wartoici ekstremalnych ze wzgledu na faze ¢ otrzy-
muje sieg:

20D+ X200 g = 1 E 2y VPR (KD + Fi(m,K) (6.30)

Gdy a, Jest réwne Jednosci, drugi czlon prawej strony réwnania
(6.30) odpowiada wartodci skutecznej sygnatu na wyjsciu filtru, jesli za-
ktécajacy sygnat wejsSciowy ma Jednostkowg amplitude i czestotliwosé nw,
Normujac to wyrazenie przez podzielenie przez v2, a wiec wartosé uzyski-
wang dla czestotliwosci Wqy otrzymuje sie:

Flm,k) = V%ﬁg(m,m + P2(a, k) (6.31)

Wyrazenie to charakteryzuje taczne widmo filtru.

Na rysunku 6,9a-c przedstawiono tak okreslone widmo filtréw Kalma-
na 2-, 3- i 4-stanowych dla czaséw wiekszych od okresu skladowej podsta-
wowej (N = 12, k = 12 - 24)

Uzyskano je na drodze symulacji komputerowej i krzywe w przedziale
dyskretnych czaséw k od 12-24 wtasciwle nie réznig sieg, a wiec filtry
sg juz stacjonarne. Szczegétowe parametry projektowe filtru sg takie jak
te, ktérych wariancje przedstawiono na rys. 6.2 i 6.5, Odpowiada to ma-
tym zakiléceniom procesu i pomiaru, lub tez zakidceniom poczgtkowo duzym,
lecz malejgcym eksponencjalnie, co jest najblizsze rzeczywistosci. Cha-
rakterystyki widmowe stacjonarne w obu wypadkach réznig sie¢ nieznacznie.
W filtrze 4-stanowym zalozonymi dodatkowymi sktadowymi wektora procesu
Jest czeéé rzeczywista i urojona fazora o czestotliwosci 3 wq. Charakte-
rystyka widmowa dla tej czestotliwosci zeruje sie (rys. 6.9c).

Ogélnie filtry 2- i 4-stanowe majg widma odpowiadajgce filtrom dolno-
przepustowym (rys. 6.9a,c), a widmo filtru 3-stanowego (rys. 6.9b) zbli-
za sie do charakterystyki filtru pasmowoprzepustowego. W pasmie zaporo-
wym ttumienie jest prawie czterokrotne, ale sktadowe harmoniczne nie sg
odrzucane Jjak w filtrach nierekursywnych peinookresowych z funkcjami wa-
gl sinus, cosinus. Filtr Kalmana ma wigc gorsze charakterystyki widmowe
niz wybrane filtry nierekursywne, lecz jest to rekompensowane bardzo do-
brg jego dynamikg.
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Rys. 6.9, Widma 2-, 3- 1 4=
stanowego filtru Kalmens -
odpowiednio a, b, c; m -
wzgledna czestotliwosé
Fig. 6.9, Spectra cf 2-, 3=
and 4-state Kalman filters
- a,b,c - respectively; m -
frequency ratio

Skoro nawigzano do poréwnan z filtracjg Fouriera, to moze warto jesz=-
cze na zakoriczenie ocenié obcigzenie obliczeniowe w filtracji Kalmana,
Macierzowe réwnanie filtru (6.3) sprawia wrazenie, Ze obcigzenie oblicze-
niowe moze by¢ znaczne, RSwnanie to mozna jednak przepisaé w nastepujgcej
postaci:
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Kk +1)] = [[J] - Kk +1)] [cJ] (A1 [X(x)] + [K(k + 1)I[Y(k + 1)]
(6.32)

W réwnaniu (6.32) wszystkie macierze pierwszege czionu po prawe]
stronie sg znane i je$li dodatkowo [Y] jest skalarem, to liczba operacji
do wykonania w kolejnych chwilach k Jjest mata. Otéz w filtrze 2-sta-
nowym nalezy dla kaizdej sktadowej zrealizowaé 3 mnozenia i jedno dodawa-
nie, w 3-stanowym o jedno mnozenie wigcej, w 4-stanowym 5 mnozeri i jedno
dodawanie. Tak wigc obcigzenie obliczeniowe zwigzane z realizacjg filtru
réwniez nie jest duze i porédwnywalne z rekursywng realizacjg algorytméw
omawianych w rozdz, 5.

7. DOKEADNOSC WIELKOSCI KRYTERIALNYCH

Pomiar wielkosSci kryterialnych wediug algorytméw opisanych w rozdz.
4 przy stosowaniu filtréw opisanych w rozdz. 5 i 6 jest obarczony rézne-
go rodzaju btedami, Sg one wywolane wieloma czynnikami zwigzanymi z samg
techniczng realizacja algorytméw w rzeczywistym ukladzie cyfrowym, jak
tez zakléceniami sygnaiéw,

Podstawowymi przyczynami btedéw sg:

- zakiécenia napieé i pradéw

- zmiany czestotliwosci skladowej podstawowej napigcia i prgdu

- zbyt stabe tiumienie filtru analogowego w pasmie zaporowym

- szum kwantowania sygnatéw

- szum ograniczonego slowa maszynowego.

Biedy wywolane trzema ostatnimi czynnikami w odpowiednio zaprojekto-
wanym i skonstruowanym uktadzie cyfrowym sg mniej wigcej o rzad mniejsze
od btedéw spowodowanych zaktiéceniami sygnaiéw. Te ostatnie stanowig pod-
stawowe Zrédio btedéw przy zatozeniu ustalonej czgstotliwodci sktadowych
podstawowych napieé i prgdéw., Z oméwionych w rozdz. 3 modeli sygnatowych
wynika, 2e zakiécenia sygnatéw majg charakter oscylacyjny i (1ub) ape-
riodyczny. Zaklécenie o charakterze oscylacyjnym, to najczesScie] sygnat
o jednej dominujgcej czgstotliwosci i na ogéi niezbyt duzej wzgledne]
amplitudzie [145]. W tej sytuacji biedy pomiaru réznych wielkosci kryte=-
rialnych mozna otrzymaé w zwartej postaci analitycznej. Bedg one oméwio-
ne w p. 7.2.

Zrédiem trudnych do usunigcia i znacznych btedéw jest zakiécenie ape-
riodyczne. Szczegélnie w sygnale pradowym przyjmuje ono znaczne wartosci
poczgtkowe. Trudnosci zwigzane z jego odfiltrowaniem powodowane sg kilko-
ma czynnikami, Po pierwsze, wartosé statej czasowej tej sktadowej nie
jest znana.i moze zmieniaé sie w szerokim zakresie. Mozna oszacowac,
uwzgledniajgc state czasowe poszczegdélnych elementéw systemu, ze ta war-
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tosé zawiera sie w zakresie od utamkéw az do okoto dwudziestu pieciu
okreséw skladowej podstawowej. W efekcie jest to przebieg niemal staty
lub krétki impuls, a energia zakiécenia moze byé skoncentrowana w zakre-
sie niskich czgstotliwosci lub tez roztozona dosé réwnomiernie w szero-
kim pasmie, Inna trudno$é zwigzana Jest ze znaczng wartoscig poczgtkowg
tego zakiécenia, ktéra moze byé réwna amplitudzie identyfikowanej skta-
dowe] podstawowej. Jedli wigc wartosci biedéw majg byé niewielkie, to
zaktécenie to musi by¢ efektywnie ttumione. Istnieje wiele metod zmniej-
szania btedéw przez nie powodowanych, Jedna z nich to wykorzystanie ukia-
du odwzorowujgcego impedancje chronionej linii, ale uwzgledniajgc szero-
ki zakres statej czasowej trzeba uznaé, ze metoda ta jest tylko czescio-
wo skuteczna.

Cyfrowa filtracja sygnatéw stwarza jednak nowe mozliwosci opracowa-
nia metod skutecznej minimalizacji bteddéw powodowanych zakiéceniem ape-
riodycznym. Latwosé opéinienia sygnatréw i wykorzystanie odpowiednio dopa-
sowanych funkcji wagi filtréw pozwalajg na rzeczywiscie efektywne jego
ttumienie,

Za miary btedéw omawianych dalej przyjeto ich wzgledne chwilowe war-
tosci zdefiniowane nastepujgco:

I (t) -1
sa(t) = 2 ——1
14
2
6P(t) = — [B (t) - P]
0%
171
2
sa(t) = — [q (t) - a] {7
Uy Ly

5R(t) =6P(t) -8A(t)

8X(t) ssalt) -sA(t)
gdzie
11, P, Q - wartosci doktadne amplitudy prgdu, mocy czynnej i biernej od-
powiednio (przy niezakiéconych sygnatach),
1 (t), P (t), Q (t) - wartodci mierzone danych wielkosci w warunkach za-
k1écen sygnatiéw,
8§A(t), 8P(t) ... - wzgledne chwilowe wartosci btedéw amplitudy, mocy
czynnej itd.
W ocenie doktadnosci wielkosci kryterialnych w warunkach zakiécen
sygnatéw przyjmowano maksymalne wartosci btedéw chwilowych zdefiniowa-
nych wzorami (7.1).



141

7.1. Filtracja sktadowej aperiodycznej

7+%.1. Bigdy wywolane sktadowg aperiodyczng w metodach standardowych

Metody standardowe to peino- i pétokresowy splot oraz korelacja. Big-
dy wywotane sktadowg aperiodyczng okresli sie¢ tutaj dla funkcji wagi
oraz funkcji korelujgcych sinus i cosinus jako najbardziej reprezenta-
tywnych, a moina zresztg wykazaé, 2e gdy stosuje sig¢ funkcje Walsha, wéw-
czas réznig sig one nieznacznie. Rozwazana skladowa nieokresowa pojawia
sie w pradzie i niech bedzie ona okreslona nastepujgcym réwnaniem:

i(t) = I, @os(w1t +0) - cosp exp(-at)] (7.2)
gdzie
«=1/T,,
'I‘a - stata czasowa zanikania sktadowej nieokresowej.

Jeéli sygnal ten zostanie poddany korelacji peino- lub pétokresowej
(p. 5.3.2.1), to otrzymuje sig nastepujace sktadowe pragdu:

id(t) = I, % [cos ¢ - cosg Ad(t)]

(7.3)
iq(t) =1, % [-sing - coso Aq(t)]
gdzie
2 exp(-a(t - T))
A (t) = = {cos[w (t =T) ~¥] - exp(-aT) cos(w t-‘I’)}
d 1 1 ’
T Ju? s w.?
a0y = 2 EREHE D) oy (6 = 1) = ¥] - expleal) sinGo,t-v))}
= - sin[w = = - exp(-aT) sin(w, t-
q T 2 2 1 1 2
Vo + o)
t>T,
tg¥ = w,T

T - dtugosé okna pomiarowego réwna w tym przypadku okresowi lub péi-
okresowi sktadowej podstawowej: T = T, lub T = T1/2.

Sktadowe btedu sg wiec zanikajgcym aperiodycznie sygnatem harmonicz=-
nym. Amplitudy btedu nie sg duze w korelacji peinookresowej (funkcje co-
sinus i1 sinus w nawiasach klamrowych sg identyczne i funkcja wyktadnicza
jest odejmowana od jednosci), lecz bardzo wzrastaja i moga przekraczad
100% w korelacji pétokresowej (wéwczas funkcja wyktadnicza jest dodawana
do jednosci).

W razie realizacji splotu sygnaitu (7.2) z parg funkcji ortogonalnych
(p. 5.2.2.2) otrzymuje sie nastepujace sktadowe pradu:

idn(t) = I1Fd[bosﬁu1t + @) - coSO Adn(t)]

(7.4)
iqn(t) = I1Fq_@in(w1t + Q) - cosQ Aqn(t)]
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Jesli funkcje wagl stosowanych filtréw sg odpowiednio funkcjami si-
nus i cosinus, analogicznie do algorytmu korelacji, otrzymuje sie¢ naste-
pujgce sktadowe btedéw pochodzgcych od zakiécenia aperiodycznego (Fd =
By = T/2):

2 (-a(t = T))
Agp(t) = = e—xP—z:"—%z——-{w,lsin(w,‘T) + a[cos(w,T) - exp(-ocT)]}(7 .
2 (=alt = T)) )
Aqn(t) = exp a%‘ " w? {asin(w,'T) - w, [cos(w,T) - exp(-ocT)]}

Obecnie mozna wykreslidé bledy wywolane sktadowg nieokresowg w funk-
cji wzglednej stalej czasu (Ta/T1). Sg one najwieksze w chwili, gdy roz-
poczyna sie stan ustalony po skokowe] zmianie sygnaiu (t = T). Te maksy-
malne wartosci btedéw w algorytmie filtracji peinookresowej (T = T1)
przedstawiono na rys. 7.1a. Jak widaé, biedy podczas okreslania kwadra-

g4rs Y . 0416 b)
1
Am7(2
0,3+ 0,3
02r 02
o1k 01t

! , o
1

1 | 1 | | 1
Q1 02 05 1 2 5 10 07 02 05 1 2 5 107,

Rys. 7.1. Maksymalne wzgledne biedy chwilowe, powodowane sktadowg ape=-
riodyczng, w zaleznosci od jej statej czasu: a -w wyznaczaniu sktadowych
ortogonalnych sygnatu, b - podczas pomiaru amplitudy
Fig. 7.1. Maximum values of instantaneous errors ratio due to decaying
DC: a - for orthogonal signal components:, b - for magnitude measurement

turowej sktadowej ortogonalnej sa znacznie wigksze niz podczas okresla-
nia drugiej ze sktadowych. Szczegélnie duze réznice wystepujg w poblizu
Jjednostkowej wzglednej statej czasowej zakidcenia (Ta/T1 = 1). Wéwczas
podczas okres$lania jednej ze sktadowych biad powodowany zakldéceniem Jest
3-procentowy, a drugiej prawie 25-procentowy. W ogéle biedy sg znaczne i
siegajg 30%. Nie oznacza to naturalnie, ze podczas pomiaru amplitudy lub
innych wielkosci kryterialnych biedy bedg az tak duze, gdyz trzeba
uwzglednié uwarunkowania czasowe i fazowe, a wigu pelne zaleznosci (7.4)
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i (7.5). Obliczany w ten sposéb kwadrat amplitudy pradu jest dany réwna-
niem:

2
12 - (,131-) [12 (t) + 1(21n(t)] - Ifﬁ + cos%pB? -
- 2c0s 9B cos(ut + ¢ + ‘11)] (7.6)

gdzie B = = expl- a(t - T4)] (1 - exp(- a1, )].
rJ"1 o? + (o%

Trzeba tu podkre$lié, ze identyczne réwnanie jak (7.6) otrzyma sig
obliczajac amplitude z zastosowaniem sktadowych (7.3). A wigc biedy powo-
dowane skiadowg nieokresowg sg przy stosowaniu korelacji i filtracji pei-
nookresowej identyczne.

Pierwsze oszacowanie od géry wartosci biedéw wzglednych pomiaru amp-
litudy (7.1) mozna otrzymaé przyjmujgqc zerows fazg poczatkowg oraz zakla-
dajgc, ze funkcja cosinus w ostatnim czlonie wyrazenia (7.6) ma wartosé
plus lub minus jeden., Takie ograniczenie wartosci btedéw od géry jest da-
ne réwnaniem:

2 [1 - exp(- aT,‘)] o

A

Te wartosci btedéw przedstawiono linig przerywang na rys. 7.1b. Jak
widaé, sg to nadal duze wartosci bieddéw, siegajgce prawie 30%. Oszacowanie
(7.7) jest jednak na szczesicie znacznym zawyzeniem ich wartosci, szcze-
g6lnie w zakresie krétkich wzglednych statych czasu, gdy uwarunkowania
fazowe sg bardzo istotne. W zasadzie tym przyblizeniem mozna sig postugi-
waé dla wzglednych statych czasowych sktadowej nieokresowej wigkszych od
Jjednosci., Znacznie doktadniej mozna obliczyé bledy powodowane sktadowg
nieokresowg uwzgledniajac argumenty funkcji cosinus w réwnaniu (7.6). I
tutaj dokonuje sig pewnego uproszczenia, lecz ma ono znikomy wpiyw na wy-
niki. Otéz w wyrazeniu (7.6) pomija sie sktadnik w kwadracie jako znacz-
nie mniejszy i znacznie szybciej zanikajacy sktadnik biedu, Mozliwe Jjest
teraz okreslenie w postaci analitycznej czaséw wystepowania ekstreméw
btedu przez obliczenie pochodnej tego réwnania po czasie (zatozono jak
poprzednio najtrudniejsze warunki, to znaczy @ = 0)., Otrzymuje sie stad
czasy, przy ktérych wystepuje ekstremum i jego wartosci:

8A(t) < &

w,t = =% 4+ k= ’

1
21{( )

1 'I‘? T, T,
8A = — e T -—>1-exp-—
Y ]

1 + <2nT-§
p
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Btad ten w funkcji wzglednej statej czasu zakidécenia przedstawiono
linig ciggta na rys. 7.1b. Jak widaé, maksymalne wartosci nie przekracza-
Ja 16% w otoczeniu Ta/T1 = 0,5; 1. Malejg one do$é szybko wraz ze wzros-
tem, jak i spadkiem wartosci statych czasu.

Po zmniejszeniu diugosci okna pomiarowego T do polowy okresu skia-
dowej podstawowej btad Aqn(t) moze przekraczaé 100%, a wykres biedu
Adn(t) przedstawiono linig przerywang na rys. 7.1. W prawie catym prze-
dziale statych czasu skladowej nieokresowej jest on zawarty migdzy obu
btedami dla algorytmu petnookresowego. Naturalnie w tym przypadku stan-
dardowe metody korelacji lub filtracji nie mogg byé stosowane, gdyz bie-
dy bytyby ogromne (ze wzgledu na A _ (t) - (7.5). Mozna natomiast w tym
przypadku wykorzystaé splot z tg samg funkcjg (o zerowej wartosci sred-
niej w oknie pomiarowym), a do uzyskania sktadowych ortogonalnych wyko-
rzystaé przesunigcie sygnatu o czas T1/h.

Btedy wynikajgce ze stosowania funkcji Walsha majg wartosci, ktére
znikomo réznig sie od okreslonych dla funkcji wagi sinus i cosinus. Doty-
czy to zaréwno sktadowych biedu przedstawionych na rys. 7.1a, jak tez
btedéw w okreslaniu amplitudy (rys. 7.1b) [60].

Interesujace moze byé zbadanie jak ksztaltujs sig te biedy podczas
pomiaru mocy czynnej i biernej z zastosowaniem standardowej metody skta-
dowych ortogonalnych, Niech wiec skladowe ortogonalne napiecia bgdg dane
réwnaniami:

ud(t) U, cos(w1t + wu),

nlH - lH

uq(t) Uy sinlugt + o),

a sktadowe pradu sg okreslone zaleznosciami (7.4).
Moc czynna Jjest wobec tego dana réwnaniem:

P, =1722 [ug(8) 14, () + u () 5 (4] =
= ﬁ; u,I, {cos(¢u - wi) - cos ¢, [Adncos(w1t + ¢u) + (7.9)
+ Aqn sin(w1t + ¢u)]}
gdzie Agq, Ao, sa okreélone réwnaniami (7.5).

Powyzsze wyrazenie, przy zalozeniu T = T1, moze byé tatwo prze-
ksztaicone do postaci:

1
Pp=3 U I, [cos(o, - 9;) - cos ¢; B coslust + g, + ¢i)} (7.10)

gdzie B jest okreslone w réwnaniu (7.6).
Mozna zauwazyé, ze réwnania (7.6) i (7.10) sg analogiczne z pominig-
ciem w tym pierwszym czlonu w kwadracie. Obliczajgc ekstremalne wartosci
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btedéw otrzymuje sig identyczne chwile wystepowania ekstremum i identycz-
ne warto$ci - wzér (7.8), rys. 7.1b (krzywa ciggta), Podobnie do (7.9) i
(7.10) mozna obliczyé bledy wywolane sktadowa nieokresowg podczas pomia-
ru mocy biernej. Otrzymuje sie podobng do (7.10) zaleznoéé i identyczne
ekstremalne wartosci bledéw jak podczas pomiaru amplitudy i mocy czynnej.
Tak wiec mozna napisadé, ze:

8A, = 6P, = 8Q, (7.11)

gdzie A_ Jjest dane réwnaniem (7.8) (patrz tez (7.1)), indeks e ozna-
cza ekstremalng wartosé btedu,

W standardowych metodach filtracji i korelacji, przy zatozeniu naj-
gorszego przypadku zaklécenia nieokresowego, btedy maksymalne przyjmujag
do$é duze wartosci (okoxo 15%). Istotne jest czy biedy te mozna zmniej-
szyé kosztem skomplikowanié algorytmu pomiarowego lub tez niezbyt duzego
zwiekszenia efektywnego okna pomiarowego. Pomocne przy tym moze byé okre-
$lenie rozktadu w szereg Fouriera sktadowej aperiodycznej w przedziale
okna pomiarowego T.

7.1.2. Szereg Fouriera sktadowej aperiodyczne]

Skutek filtracji lub odrzucenia sktadowych zaktécajacych o okreslo-
nych czegstotliwosciach moze byé odczytany z charakterystyk czestotliwos-
ciowych, W razie zak}écenia aperiodycznego tak nie jest, gdyz zawiera
ono sktadowe o réznych czegstotliwosciach, a ich wartosci mogg byé okres-
lone na podstawie jego aproksymacji w przedziale okna pomiarowego T.
Rozktad ten jest wyrazony réwnaniem:

et ]l 5 e

m=1 a 2
a Y+ (2 e
Xcos<2im- t -B )} (7:12)
T m
gdzie m
B, = arc tg(Zn m T§>’
AO =1 dla 0<t<T,

A
O

n 4 = Ll T
exp(-t,/T ) dla 4 >, t =1t - T

Uwazna obserwacja powyzszego rozkiadu pozwala na wyciggnigcie licz-
nych wnioskéw, Po pierwsze: gdy sg duze wzgledne staie czasowe Ta/T, do=
minujaca Jjest sktadowa stata o wartosci zblizajacej sie do jednodci, a
amplitudy harmonicznych czestotliwosci okna pomiarowego sg niewielkie.
Gdy sg krdétkie state czasowe Ta, sktadowa staa maleje, a zwigksza sig
wzgledny udzial harmonicznych rozktadu (o czestotliwosci 27 m/T). Pro-
wadzi to do wniosku, ze stosowanie rzeczywistych lub idealnych ukiaddw
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rézniczkujgcych, ktére odrzucajg sktadowy statg, jest skuteczne w minima-
lizacji btedéw pochodzgcych od sktadowej aperiodycznej, jesli ma ona
dos$é duzg statg czasowg. ‘

Rozktad (7.12) moze takze postuzyé do obliczania btedéw powodowanych
sktadowg aperiodyczng podczas stosowania filtracji lub korelacji., Niech
okno pomiarowe T bedzie réwne okresowi T, identyfikowanej sktadowej.
Z charakterystyk widmowych metody splotu z funkcjami wagi sinus i cosi-
nus wynika, ze sktadowa stata oraz wszystkie harmoniczne sg odrzucane
(sttumione do zera). Tak wiec z rozktadu (7.12) sttumione do zera sg
wszystkie sktadowe z wyjgtkiem jednej: tej o czgstotliwosci sktadowej
podstawowej. Ten jedyny czynnik biedu (jesli sygnatr ma postaé (7.2)) jest
dany réwnaniem:

T, - exp(-T1/Ta)]

At) = 2 o= =
! 1+ Gn T2>
I} 1

T
gdzie [:31 = arctg(Zn T2>
1

(7.13)

cos(m1t - 81)

Warto tu zauwazyé,. ze amplituda sygnatu (7.13) jest réwna opisanej
zaleznos$cig (7.7) wartodci, okreslonej jako ograniczenie od géry wartos-
ci btredu (linia przerywana - (rys. 7.1b). W istocie, gdyby zakiécenie
(7.13) i sygnal uzyteczny byty zgodne w fazie (oba majg czestotliwosé wq)y
a ponadto warto$é poczgtkowa sktadowej aperiodycznej nie zalezaa od po-
czgtkowej fazy sygnatu, to rzeczywidcie btad byiby réwny amplitudzie syg-
natu danego réwnaniem (7.13). Ze wzgledu na wymienione ograniczenia fazo-
we, biad jest w istocie mniejszy, tak jak to oceniono poprzednio (rys.
7.1b - linia ciggta).

Zalezno$é (7.13) pozwala takze na wyjasnienie Zrédet réznicy wartos-
ci btedéw sktradowych A,, Az zastosowaniem filtréw ortogonalnych. Oka-
zuje sie, ze decyduje tutaj argument 81, ktéry jest funkcja statej czaso-
weJ Ta‘ Jego wykres zostat przedstawiony na rys. 7.2. Jak widaé, war-
tosé tego argumentu dla duzych wzglednych statych czasu jest bliska m/2,
a nastepnie jego wartosci zmniejszajg si¢ powoli wraz ze spadkiem Ta/T1

5
/2 -

Rys. 7.2. Argument pierwszej har-
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of the Fourier
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ponizej jednoiéci. Owo przesuniecie fazy powoduje, Ze zakitécenie (7.13)
przy duzych statych czasu (powyzej jednosci) jest niemal ortogonalne z
funkcjg cosinus i stad bardzo mate wartosci biledéw A, W tym zakresie
(rys. 7.1, réwnanie (7.5)). Spostrzezenie to moze byé wykorzystane do
minimalizacji btedéw wywotanych sktadowg aperiodyczng,

7e1.3. Metody minimalizacji btedéw

Istnieje wiele metod minimalizacji bieddéw pochodzgcych od zaklécenia
aperiodycznego. Zaliczyé do nich mozna:

- stosowanie ukladéw rézniczkujgcych lub uktadéw odwzorowujacych im-
pedanc je¢ 1linii,

- stosowanie metody pomiaru opartej na rozwigzywaniu réwnania obwodu
zwarciowego (odnosi sie to tylko do pomiaru skiadowych impedancji).

Wadg tych metod jest gérnoprzepustowy charakter filtréw realizujg-
cych wymagane operacje na sygnatach, co powoduje, ze zmniejszanie bigdéw
od zak}Scen niskoczestotliwosciowych jest "rekompensowane" zwigkszeniem
btedéw od zaklécenr wysokoczestotliwosciowych. Opracowano metody, ktére
sg tych wad pozbawione (601, [127], (1531, [155], [181].

Pierwsza z tych metod opiera sie na omawianym juz zastosowaniu pra-
wie ortogonalnoéci funkcji wagi cosinus oraz jedynej nie odrzucanej w al-
gorytmie pernookresowym sktadowej rozktadu w szereg Fouriera omawianego
zaktécenia (réwnanie (7.13)). Zamiast wytwarzaé ortogonalne sktadowe syg-
natu na podstawie funkcji wagi sinus i cosinus, stosuje sig jedynie funk-
cje wagi cosinus (lub odpowiednig funkcjg Walsha drugiego rzedu), a do
ortogonalizacji wykorzystuje sie opéZnienie sygnatu. Sktadowe ortogonal-
ne uzyskuje sie wiec stosownie do réwnan:

1
(t) = f i(t = T) cos w, T dT

idn
0
T (7.14)

1 T

) . 1

lqn(t) = f it - — - T) cos wyT dT
0

gdzie t 2>T1 + T1/4.

Po podstawieniu i(t) =z réwnania (7.2) oraz uwzglednieniu (7.4)
otrzymuje sie skladowe id oraz iq w postaci:

T
i, (t) = I, =t [cos(w,t + ¢) - cospA, (t)
() = I, o1 | stn ) T) 4 g )
lqn T, o= 11 5 | sin m1t + 0) - cos@expi—7—/ Ay,

gdzie Ay (t) jest okreslone w réwnaniu (7.2).
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Rys. 7.4, Symulacja pomiaru amplitudy pradu przy stasndardowej filtracji
pelnookresowej z funkcjami wagi sinus i cosinus (linia ciagta) oraz
metods zmodyfikowang (7.14) (linia przerywana); T, /T, =1

Fig. 7.4. Simulation of current magnitude measurement using standard full
cycle filters with impulse responses sinus and cosinus - solid line and
modified method (7.14), dashed line; T /T, = 1

Tak wiec teraz bledy zalezg Jjedynie od Adn(t), ktére Jjest znacznie
mniejsze niz Aqn(t) (rys. 7.1), a dla duzych statych czasu bliskie zeru.
Bredy w okreslaniu amplitudy sygnatu sg w istocie Jeszcze mniejsze niz
Adn(t) ze wzgledu na wystepujace, podobnie jak poprzednio, uwarunkowania
fazowe. Podobnie jak poprzednio mozna tez obliczyé ekstremum wartosdci
bredéw amplitudy powodowanych zakidceniem aperiodycznym. Przedstawiono
Je na rys. 7.3 w zaleznosSci od wzglednej statej czasowe] Ta/T1' Sg one
wielokrotnie mniejsze niz dla metod standardowych i nie przekraczajg 5.

Btad jest wigc co najmniej trzykrotnie mniejszy, a przy niektérych
statych czasu jeszcze mniejszy (dla Ta/T1 = 1 wynosi 3%, a w metodzie
standardowej 15%), Na rysunku 7.4 przedstawiono rezultaty symulacji po-
miaru amplitudy pradu metodg standardowg oraz opisang powyzej dla zero-
we]j fazy poczatkowej pradu oraz Ta = T1. Pomiar metodg standardowg
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przedstawiono linig ciagtg. Jak widad, zwigkszenie dokZadnosci w stanie
ustalonym (ki>(5/4)N1) jest bardzo wyradne. Jedyng wada omawianej meto-
dy Jest zwigkszenie efektywnego okna pomiarowego o Jjedna czwarta okresu
skxadowe] podstawowej.

Po skréceniu okna pomiarowego do poowy okresu sktadowej podstawowe]
sktadowa biegdu A n Moze przekraczaé 100% ze wzgledu na nieodrzucanie
sktadowej state] %wartoéé $rednia odpowiedniej funkcji wagi Jjest rézna
od zera i znaczna). Sktadowa btedu Adn Jest natomiast tego samego rzeg-
du co odpowiednie sktadowe dla okna peXnookresowego., Tak wiec, poniewaz
standardowy algorytm pdiokresowy z ortogonalnymi funkcjami wagi nie moze
byé stosowany, nalezy zastosowaé ortogonalizacjg przez wykorzystanie
opéznionego sygnatu, podobnie jak poprzednio. Wystarczy w tym celu zasto-
sowaé réwnania (7.14) i zmniejszyé przedziat catkowania do T1/2. Btedy
pochodzgce od skiadowej aperiodycznej majg w tym przypadku warto$ci nie-
znacznie przewyzszajace te otrzymywane metodg standardowg (rys. 7.1b -
linia ciggta).

Algorytmy cyfrowe stosujgce ortogonalizacje¢ przez opdinienie sygnaiu
byty juz omawiane w rozdz. 4, ale tu przytoczy sig je jeszcze raz. 0téz
postaé réwnar (7.14) jest nastepujaca:

N1—1
idn(n) = i(n - k) cosk 0 T
i (7.16)
N1—1 %
. 1
1qn(n) = 1<n - g = k) cosk w T,
k=0
gdzie
i(n) = I, [:cos(nw,‘Ti +¢@ ) - cos 9exp(- n(xTi)],
Ti - okres prdébkowania,

Istnieje takze mozliwosé redukcji biedu powodowanego sktadowg aperio-
dyczng do zera, jesli znana Jjest stata czasowa tej sktadowej. Otdéz, aby
sktadowa aperiodyczna mogta byé odfiltrowana catkowicie, nie powinna ona
zawieraé sktadowych o czestotliwosci réwggj czestotliwosci identyfikowa-
nego przebiegu, gdyz wtedy sktadowa podstawowa i skladowa rozwiniegcia
aperiodycznego sg odstrojone, Jedng z mozliwosci jest periodyzacja tej
sktadowej zakiicajgce] wewnatrz okna pomiarowego (rys.7.5b) [60]. Naj-
proéciej mozna to uzyskaé przez pomnozenie funkcji wagi filtru w polowie
okna pomiarowego przez funkcje exp (@T/2). Zilustrowano to na przykia-
dzie funkcji wagi, ktdére sa funkcjami Walsha (rys. 5b). W rezultacie
sploty zakiécenia i funkcji wagi majg przebieg jak na rys. 7.5c, a ich
catki w przedziale okna pomiarowego sg zerowe., Tak wigc biad powodowany
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Rys. 7.5. Ilustracja w dziedzinie czasu metody odfiltrowania  sktadowej
aperiodycznej o znanej statej czasu: a - sktadowa aperiodyczna periody-
zowana wewnagtrz okna pomiarowego; b - zmodyfikowane funkcje wagi umozli-
wiajgce uzyskanie splotdéw z zakiSceniem; ¢ - o zerowej wartosci $redniej
Fig. 7.5. Presentation of the method of rejection of decaying DC with
known time constant: a - decaying DC periodized inside data window, b =~
modified impulse responses which make it possible to obtain convolution
with the noise, ¢ - having zero mean value
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Rys. 7.6. Widma zmadyfikowanych funkcji wagi z rys. 7.5b
Fig. 7.6. Spectra of modified impulse responses from fig. 7.5b
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tym zakidceniem jest zerowy. Jest istotne, ze funkcje wagi przeksztatco-
ne tak jak na rys. 7.5b pozostajg ortogonalne i mozna stosowaé standar-
dowe algorytmy identyfikacji. Réwniez widma tych skorygowanych funkcji
wagi nie réznig sie¢ bardzo od widm oryginalnych funkcji wagi. Na rysun-
ku 7.6 przedstawiono przyktadowo takie widma dla funkcji Walsha z rys.
7.5b, gdy korekcji dokonano dla T_/T, = 2 (aT, = 1/2). Poréwnujac Jje

z widmami standardowych funkcji Walsha z rozdz. 5 widaé, ze istotnie
réznice nie sg duze w zakresie wysokich czgstotliwosci., Jedyna wazna
réznica to niezerowe widmo W_(0), co jest zrozumiate, gdyz funkcja wagi
w_ ma niezerowg warto$é Srednig, Tak wigc skompensowanie btedu pocho-
dzgcego od sktadowej aperiodycznej o wzglgdnej stalej czasowej Ta/T1= 2
powoduje, 2e moze wystgpié btad powodowany sktadowg statg. W istocie kom-
pensowanie btedu jest celowe wtedy, gdy stata czasowa zakidécenia zmienia
sie w niewlelkim zakresie., W przeciwnym przypadku btad maksymalny moze
byé nawet wiekszy niz w metodach standardowych.

7.1.4. Ocena btedéw podczas stosowania filtru Kalmana

Ocena btedéw wyworanych sktadowg apericdyczng w przypadku stosowania
filtracji Kalmana dotyczy naturalnie filtru 3-stanowego, Filtr 2-stanowy
zupelnie nie jest w stanie sprostaé filtracji nawet sktadowej stale],
zresztg jedli model sygnatowy jg zawiera, to stosowanie filtru 2-stanowe-
go jest btedem modelowania. Tak wigc dla filtru 3-stanowego (rozdz. 6)
istnieje pewna oczekiwana wartosé¢ statej czasu sktadowej aperiodycznej i
model filtru ma parametry obliczone dla tej wartosci. Jesli jednak pew-
na realizacja sygnalu ma inng wartos$é statej czasu sktadowej aperiodycz-
nej niz oczekiwana, to powstajg pewne bledy, ktére malejg z czasem, nie-
mniej jednak istotne pozostaje okreélenie ich wartosSci maksymalnych.War-
todci te bytyby raczej trudne do obliczenia, dlatego wykonano badania
symulacyjne. W badaniach tych przyjeto typowe modele zakidécer o warian-
cji malejacej z czasem' (rys. 6.6). Maksymalne wartosci btedéw badano dla
czaséw wiekszych od czasu ustalania filtru dla trzech zatozonych wartos-
ci oczekiwanych statrych czasu, tj.: Ta/T1 =2; 11 0,5, Wartosci tych
breddéw, w szerokim zakresie zmian rzeczywistej statej czasu, pokazano na
rys. 7.7. Jak widaé, przy tak duzych zmianach statej czasu wartosci bke-
déw tez zmieniajg sie w szerokich granicach i mogg przyjmowal znaczne
wartosci. Wykres ten wskazuje takze, ze racjonalne jest przyjmowanie ra-
czej za duzych niz za matych jej wartosci. Jak widad, dla Ta/T1 = 0,5
btedy dla rzeczywistej staej czasu, réwnej 10, wynoszg prawie 40% i
bardzo wolno zanikajg. Tymczasem, gdy zatozymy Ta/T1 = 2, btedy dla
dtuzszych, wolno zanikajgcych statych czasowych sg mniejsze niz 10%, a
dla krétszych statych czasowych wynoszg okolo 20%, ale bardzo szybko za-
nikajg. Tak wiec przy statej czasu rzeczywistej, rdéwnej zatozonej ocze-
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Rys. 7.7. Maksymalne btedy powodowane sktadowg aperiodyczng w 3-stanow
filtrze Kalmana dla réznych wartosci oczekiwanej statej czasu (Ta/T1 K

Fig. 7.7. Maximum errors due to decaying DC using 3-state Kalman filter
for different expected time constant (Ta/T1)k

kiwanej wartos$ci, pomiar jest bezbiedny, przy niewielkich odchyleniach

btedy nie sg duze, a dla szerokiego zakresu zmian rzeczywistych statych
czasu btedy sg zblizone do tych uzyskiwanych podczas standardowej fil-

tracji lub korelacji fourierowskiej.

7.2. B¥edy wywolane zak}dceniami oscylacyjnymi

Drugi istotny czynnik bigdéw pomiaru wielkosci kryterialnych stano-
wig zaktdécenia oscylacyjne sygnatéw., Zakidécenia te to najczgicie] sygnax
o jednej dominujgcej czestotliwodci i na ogdt niezbyt duzej wzgledne] am-
plitudzie (rozdz. 3 [140], [145]). Dla takich zatozer mozna otrzymad
doéé zwarte, analityczne postacie bieddw pomiaru rdéznych wielkosci powo-
dowanych przez zakt4cenie pradéw i(lub) napieé. W istocie giéwnym celem
tego podrozdziaru Jest pordéwnanie biedéw powstajgcych podczas stosowania
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dwu wyréznionych rodzin algorytméw; pierwszej opisanej réwnaniami (4.20),
(4,23) i (4.25) oraz drugiej, ktéra opisujg réwnania (4.27)-(4.29)
(rozdz. 4). Poréwnanie to jest o tyle istotne, ze - jak wykazano - pra-
wie wszystkie znane algorytmy pomiaru wielkoéci kryterialnych mozna zali-
czyé do jednej lub drugiej rodziny. Jesli wiec zalozyé, ze przed zastoso-
waniem wtasciwego algorytmu pomiarowego, nalezgcego do jednej lub dru-
giej rodziny, sygnaty byty tak samo filtrowane i ortogonalizowane, to
mozna przez to poréwnanie stwierdzié, w jakim zakresie czgstotliwosdci i
ktéry z algorytmdéw Jest skuteczniejszy w sensie mniejszych btedéw powodo-
wanych zak¥dceniem.

Do celdw tej analizy wygodnym sposobem zapisu sygnatéw moze bydé
przedstawienie ich w postaci wyktadniczej, a sygnaly takie bywajga nazywa-
ne fazorami., Przyjete zostang nastgpujgce oznaczenia:

_ j(m1t+¢u)
U1 = U1 e : )
o Jlw,t+o.
11 =1, e 1 *
_ 3w, (t=-T)+0 ]
O, =u, e | 4 (7.47)
_ 3 [w,l t- 1:)+(pi]
T, = e

1 1 .
U* = U e-J(w1t+®u)

o

gdzie ﬁ; - warto$é sprzezona do 51, podobnie f: jest sprzezone z f1.

Algorytmy nalezgce do obu omawianych rodzin mogg by¢, z zastosowaniem
fazoréw, zapisane w nastepujacej, zwartej formie:
- réwnania (4.20), (4.23)

2 - %
I3 (t) = I, I

;
2P = Re {T, T;} (7.18)
20 = In {U, I}

gdzie Re { } oraz Im { } oznaczajg czg¢sé rzeczywista oraz urojong

- réwnania (4.27), (4.28)

2 B 1 - =% = =x
G = s WL, I - I,.07)

T 2sin w,T
_ 1 Tow _n
® = w0 {0y T - Ui (7.19)
_ 1 . = =% = =%
20 - - mmew e 0 g - U 1)

gdzie P, Q - moc czynna oraz bierna, T - czas opdZnienia sygnalu,
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Réwnania (7.18) i (7.19) zostaly okredlone przy zatozeniu niezakiéco-
nych sygnaiéw, zawierajgcych tylko napigecia i prady o czgstotliwosci pod-
stawowej. Réwnania te sa naturalnie réwniez podstawg do wyznaczania mie-
rzonych wielkosci wtedy, gdy napiecia lub prgdy sa zakiécone i wéwczas
rezultat Jest obarczony pewnym b*edem, Jeéli na przyktad zakidcony jest
prad, to w réwnaniach (7.18) i (7.19) fazory I, T;, S T;t trzeba za-
stgqpié przez fazory I, i, ir' i;, ktére sg sumg fazoréw o czestotliwos-
ci podstawowej i zaklécenia. Analogicznie tez postepuje sig podczas za-
kiécenia fazora napiecia lub wtedy, gdy oba sygnaly sg zaklécone. Aby
ocenié wartosci biledéw w tych warunkach, trzeba okreslié réwnania fazo-
réw U, I, opisujacych sygnaty zakiécone, ktére sg filtrowane przed ob-
liczaniem wielkosci kryterialnych. Stosowane filtry ortogonalne majg te
wtasciwosé, ze na ich wyjsciu otrzymuje sig sktadowe ortogonalne sygna-
16w o czgstotliwosci podstawowej, majace tg samg amplitudg oraz sygnaty
o innej czestotliwosci tez ortogonalne, jednak o réznej amplitudzie réw-
nej Gy(m) i Gq(m), gdzie G(m) Jest unormowang charakterystyks widmowg
filtréw, a m - wzgledng czestotliwodcig (rozdz. 5). Gdy zatozymy, ze do
wydzielania sktadowych ortogonalnych napiecia oraz prgdu stosuje sie ta-
kie same filtry,oraz ze zaklécenia majg wzgledng czegstotliwosé m takg

samg w pradzie i napigciu, a amplitudy ich wynoszg U, I, otrzyma sieg
nastepujgce sygnaty wyJsciowe filtrdw:
ug(t) = Uyfeos vy, + K, Gy(m) cos y ]
uq(t) = U1[}in ik + B Gq(m) sinvy .
(7.20)

14(t) = I,[cos vy + ks Galm) cosy ;]
iq(t) = I1[sin Yyi * Kpg Gq(m) gin Ymi]

gdzie

Y1u = w1t +

Yeg = 0qF + 0

Py

Y =™ w1t.+ ®Pnu?

Vg = ™ @9t @py
g = Un/Usgs Kpg = I/ Iqs
Gy(m), Gq(m) - unormowane widma filtréw,
m=w/w.
Fazor napiecia mozna, stosownie do réwnan (7.20), przedstawié naste-
pujaco:
_ 3,
U = ud(t)+ juq(t) = U1{e u kmuESd(m) cos Ymu-+qu(m) sin'ymu]}
(7.21)
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Poniewaz widma unormowane filtréw G4(m), Gq(m) majg rézne wartosci
(z wyjgtkiem szczegélnych wartosci m), to aby zakiécenie na wyjsciu
filtréw przedstawié w postaci fazora (wyktadniczej), trzeba czgs$é réwna-
nia (7.21) w nawiasie kwadratowym przeksztaicié. Po prostych przeksztax-
ceniach otrzymuje sie réwnowazng postac tego wyrazenia:

Gyq(m) cos Yo * qu(m) sin vy =

) Gd(m) + G _(m) ermu . Gd(m) - G_(m) e-iju o

2 2
Szczegélnie proste wyrazenia okresSlajgce potowe sumy i réznicy widm
unormowanych otrzymuje sie, gdy stosuje sig filtracje z funkcjami wagi
sinus i cosinus petno- lub pétokresowg (rozdz. 5). Odpowiednie réwnania

majg teraz postad:

Gd(m) =San(m~-1) + Sa nl{m + 1)

(7.23a)
Gq(m) =San(m-~-1) - Sa n(m + 1)
gdzie Sa(x) = sin(x)/x,
(w algorytmie pdtokresowym zastepuje sie m przez m/2) i stad
G,(m) ‘+ G (m)
A 9" sanlh~ 1)
2 (7.23b)

Gd(m) - G _(m)
2

= San(m + 1)

Uwzgledniwszy réwnania (7.20)-(7.23) mozna ostatecznie fazory zakié-
conych napieé i pradéw zapisaé w postaci:

Ymu

'JYmu ]}

+Sanm (m+ 1) e

<l

IYqu J
= U, {e +k |Ssan(m-1)e
1 { ml (7.24)

- Jy Jy, =J,
I-= I1{e L kys[samm-1)e m, sam(m+ 1) e mi]}

= w1t + Qs
Yqi = gt + g

m
mu w1

Ympg =1 w1t * Omic

t+0

=
1)

mu?’

Fazory sprzezone do 6, I otrzyma sie przez zastgpienie J przez
-j, a fazory opéznione U;, I; ((7.17)) przez zastgpienie w argumentach
wartosci t przez t - T, Mierzone wartosci stosownie do pierwszej i
drugiej rodziny algorytméw otrzyma sie ze wzoréw (7.18) i (7.19) i za-
stapienie tamze 61, f1 przez U, I 2z réwnan (7.24).
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Wartosci biedéw mierzonych wielkosci kryterialnych w pierwszej rodzi-
nie algorytméw otrzyma sie przez podstawienie zaleznoéci (7.24) do réw-
nan (7.18). Po prostych przeksztaiceniach uzyskuje sie mierzone jednost-
kowe wielkosSci wraz z btedem na jednostke, dane nastepujgcymi réwnaniami:

I_(£))\2
m 2
< - > =1+ 2D, cos[u)1t + g5 - oci(t)] + DY (7.25a)
1
2P (t)
—L— = cos(e, - 9;) + D, cosfut + ¢y - (t)] + (7.25b)
U, I
11
+ D, cos [t + o, - oci(t)]
2Q (%)
UmI = sin((pu = coi) - D, sin[u)1t * oy - ocu(t)] +
11 (7-25(3)
+ Dy sinfw,t + ¢ - o, (t)]
R (t)
m -
= = cos(cpu - cpi) + D cos [w1t + o - ocu(t)] + (7.254)
+ D; cos [w1t +Q, - oci(t)] - 2D, cos[w,lt + o - oci(t)]
X (t)
m ~ . .
> = 51n(q>u - cpi) - D, 51n[w1t + o - (£)] + T
+ Dy sin[w,lt + o, - oci(‘t)J - 2D; cos [u)1tﬂ- 9; - oci(t)]
gdzie
Du = kmu]/SaZ(m + 1)1 + 52°(m - 1)7 - 25alm + 1)n Saln - 1)m cos ¥

1
Dy kmi-l/ga2(m + 1)+ 5a°(m - 1)m - 25alm + 1) Salm - 1)% cos 2Y,5s
Sa(m = 1)1 - Sa(m + 1)n

[}

tg au(t) t8 Yoy

Sal{m - 1)m+ Salm + 1)n

Salm - 1)T - Sa(m + 1)

tg o, (t) tgy .
= Sa(m - 1)7 + Salm + 1)n mi?

Y =mw1t+cp

mu mu?

=mu)1t+cp

Ymi mi?

Kma = Un/Uqs

kpi = In/Iqe
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Najprosdciej mozna okreslié wartosci bredéw podczas pomiaru amplitudy
lub kwadratu amplitudy prgdu (podobnie tez napigcia), wynikajace z zalez-
noéci (7.25a). Zatozywszy, ze fazy sktadowej podstawowej i zakiScenia sg
niezalezne, otrzymuje si¢ maksymalng wartos$é¢ biedu amplitudy pradu wyno-
szgcg D;. Poniewaz wartos¢ D, zalezy od parametréw zakidcenia, to
btgd bedzie maksymalny przy maksymalnej wartosci Di' Mozna to zapisad
tak:

8T oy = |Dinay | =Ikp; mex {|salm + 1 |+ |satm - x|,

Isa{m + 1)n |- |salm - 1)n]G (7.26)

Na przyktad podczas zakiécenia pradu sktadowg o 3,5 razy wigksze]
czestotliwosci i wzglednej dwudziestoprocentowej amplitudzie maksymalny
btgd nie przekracza 4%,

W podobny sposéb, przy zatozeniu niezaleznych i dowolnych faz skta-
dowych podstawowych napiecia i prgdu oraz ich zaklécen mozna oszacowad,
ze maksymalne biedy mocy czynnej i biernej (na jednostke) wynosza
|Du] + |Di

Niewiele trudniejsze jest obliczenie maksymalnych btedéw podczas wy-
znaczania rezystancji i reaktancji; mozna to oszacowaé podobnie jak po-
przednio. W tym wypadku mozna by pokusié sie o wykreslenie trajektorii
btedéw na praszczyinie R-X, Najtatwiej uzyskaé trajektore btedéw powodo-
wanych zakléceniami napiecia,

tatwo tu zauwazyé, ze jesli zaki8cenia prgdu sg zerowe, to mozna na-
pisaé nastepujace réwnanie na podstawie (7.25a) i (7.25¢c):

R_(t) X (t)
[ TZ! - cos(g, - wi{]z + [ L sin(e,, - wi%}z = Di (7.27)

1Z1

B ry = kpy (18adr (m-1)|+|Saqr (m+1)))
rp =Kkmy I Sasr(m-1)|- |Sa77(m+7)”

Rys. 7.8. Obszar, wewngtrz ktérego znajduje sig¢ mierzony wektor 1ZI
podczas zak¥écenia napigcia skladowg oscylacyjng
Fig. 7.8. Region of measured vector |(Z| on impedance plane when
voltage noise includes oscillatory component
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Tak wigc trajektoria biedéw znajduje si¢ wewngtrz dwu wspéisrodko-
wych okregéw, tak jak zaznaczono to na rys. 7.8. Zakreskowana powierz-
chnia na tym rysunku to wtasnie obszar, gdzie znajduje sie¢ koniec wekto-
ra impedancji, ktérego poczatek znajduje sig w poczgtku uktadu wspéli
rzednych, Ten piersdciend btedu wykreslono tutaj dla zerowej réznicy faz
napiecia i pradu (sktadowej podstawowej), lecz pierscien ten nie ulega
zmianie podczas zmian tej réznicy faz, a jedynie zmienia sie poozenie
$rodka tych okregéw (réwnanie (7.27)).

W razie zakiécen pragdu lub tez napigcia i pradu narysowanie takich
trajektorii bytoby bardzo trudne, gdyz zbyt wiele parametréw ma wpiyw na
ich ksztalt., Mozna jednakze wyznaczyé maksymalne wartosci biedéw rezys-
tancji i reaktancJi w zaleznoscl od réznicy faz napigcia i prgdu. Zakre-

L /, [‘4'
A=7.T_ | Sagmr(m-1)|+| Samr(m+7)|| L
I o
il 2244 ;' :
1 1 1 I L 1 1 : : 8
07 08 b7

Rys. 7.9. Zakresy btedéw pomiaru rezystancji i reaktancji w zaleznosci
od przesunigcia fazy miedzy napieciem a pradem podczas zaklécenia pradu
sktadowg oscylacyjng
Fig. 7.9. Ranges od errors of resistance and reactance measurement for
different phase shift between voltage and current and when current noise
includes oscillatory component
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sy tych biedéw spowodowanych zakidceniemi prgdu przedstawiono na rys.7.9
dla ¢, - ¢; = O, n/4 oraz /2. Jak wida¢, wraz ze wzrostem tego kata big-
dy rezystancji rosng, a bitedy reaktancji malejg.

Takie same wartosci bieddw maksymalnych rezystancji i reaktancji
osiaga sie dla réznicy faz m/4. Podobny wykres mozna by sporzgdzié tak-
2e dla zakldcerl prgdu i napiecia, lecz tatwo te maksymalne btedy ocenid
na podstawie réwnania (7.25).

Wartosci btedéw mierzonych wielkosSci kryterialnych wedtug réwnarn dru-
giej rodziny algorytméw otrzyma sie po podstawieniu fazoréw (7.24) do
réwnari (7.19). Po przeksztalceniach®otrzyma sig mierzone Jjednostkowe
wielkosci zawierajgce btad, ktére dane sg réwnaniamis

l:xm(t)]2
Iy

mn

1+ 2Cy cos[w,‘ (t = g) + oy - Bi(t)_] (7.28a)

ZZmit) ¥ cos(e, - ¢;) + C, cos [w1 (t = g) + g - Bu(t)] +
L +Cy cos[w.l (t = '-;-) + Q- Bi(t):l (7.28b)
23“’::) = sinlp, - ¢;4) - C sin [w1 (t - %) + 0 - Bu(t):l +
141 +Cy 51n[w1(t - g) + 0o, - Bi(t)] (7.28¢c)
ern;) = cos(q;u = q;i) +C, cos l:w., (t - g) + oy - Bu(t)] +
+Cy cos[w1 (t - §>+ ®, - Bi(t):] -
- 2C; cos En1 (t - §)+ ®; - Bi(t)] (7.284)
xTz(_"C) % sino, - 9;) - C sin[w1 (t = g) + o - Bu(t)] +
+Cy sin[w,l (t - g) + 9, - Bi(‘t)] -
- 2cy cos[uo1 (t - I) + o - Bi(t)] (7.28e)
gdzie :
C, = k. i/ 53 + 55 - 25,5,c082 (ymu - o, g)l,

c k-l['iz s2 - 25,5.cos2 T\
1™ %piy e * o2~ 12°°S(Ym1‘m“’1§)'

S, =8 -
tg B (8) = —2 otg(vy, - mwy ),

S.]+S2
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8y = 5, T
tg Bi(t) = ctg(ymi -muw, —> .
S1 + 52 2
cinf232 oyt
54 =San{m - 1) ‘ »
sin(w1r)
- 1
sin ELT?—- w,T
52 =San(m + 1) ( y ) ’
sin(m1t)

You = B 99T+ Ope

Yng = @b+ opg,
T - czas opéZnienia sygnadw.

Jak mozna zauwazyé, ogdlne postacie réwnad (7.25) i (7.28) sg bardzo
do siebie podobne, a pewne rdéznice dotycza mniej lub bardziej istotnych
szczegdtéw zwigzanych z parametrami, a zwtaszcza wartosdcig opéZnienia T.
Tak wiec na przyktad bigd w okre$leniu amplitudy ma warto$é maksymalng
Wynoszacg Ci (poprzednio Di)' Przy tym ta wartosé Jjest osiggana dla
innej fazy ¢; ze wzglgdu na opéZnienie T/2 oraz wartosdé Bi(t) rézng
od ai(t). To Jjest akurat nieco mniej istotne, natomiast wazne jest to,ze
maksymalne wartosci Ci sg rézne od maksymalnych wartosci Di’ A kon-
kretniej: ta warto$é maksymalna Jest teraz iloczynem wzglednej amplitudy
zakidcenia i sumy bezwzglednych wartosci S 1 5, (poprzednio wystepo-
wata tu suma wartodci bezwzglednych funkcji Sa). Wartosci tych dwu funk-
cji (S1 i 82) sa, Jjak mozna zauwazyé z ich réwnar w opisie wzordw (7.28),
wigksze niz funkcji BSa, i to tym wigksze, im mniejsza Jjest wartosé opdZ-
nienia T . Przykadowo: Jjesli onéZnienie T jest takie, ze wyT jest réw-
ne m/6 (opéznienie o jedng prébkeg przy czegstotliwodci prébkowania
600 Hz), to SR 52 mogg byé maksymalnie dwukrotnie wicksze niz odpowied-
nie funkcje Sa, Ostatecznie, w omawianym przyktadzie biedy maksymalne z
zastosowaniem drugiej rodziny algorytméw bedg takze w przybliZzeniu dwu-
krotnie wigksze niz z zastosowaniem pierwszej z nich dla czestotliwosci
zaktécenia bliskiej czgstotliwosci Nyquista, to jest réwnej polowie czg-
stotliwosci prébkowania., Przy nizszych czestotliwodciach zakiécenia bzdg
one mniej niz dwukrotnie wigksze, a co Jest bardzo istotne w pewnym za-
kresie czestotliwosci, mogg by¢ mniejsze niz w pierwszej rodzinie algo-
rytméw, Dotyczy to czestotliwosci zakiécenia mniejszych od czgstotliwod-
ci podstawowej. Jak widaé z rdéwnari okreslajgcych 54 i 55, 53 one wte-
dy mniejsze od odpowiednich wartosci Sa 1 wtasnie dlatego biedy sg
mniejsze.

W podsumowaniu mozna stwierdzié, ze istotng cechg wyrdzniajgacg algo-
rytmy pierwszej i drugiej rodziny Jjest to, ze te pierwsze majg charakter
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dolnoprzepustowy, a drugie gdrnoprzepustowy. Ta uwaga o charakterze ogdél-
nym pozwala przewidzied typ filtréw wstepnych napiecia i pragdu, ktére po-
winny poprzedzal stosowanie Jednej lub drugiej rodziny algorytmdw,

Rozwazania te mozna sprowadzié do kilku wnioskéw:

1. Powodowane zakiéceniami bredy pomiaru wielkosci kryterialnych za-
lezg od wstepnej filtracji sygnaléw oraz stosowanej rodziny algorytméw.
Tak wigc filtry uzywane do wydzielania sktadowych ortogonalnych sygnaldéw
powinny mieé inne charakterystyki widmowe zalezne od tego, czy wielkosci
kryterialne oblicza sie na podstawie pierwszej, czy drugiej rodziny algo-
rytméw.

2. W pierwszym przypadku nalezy zwrdcié uwage przede wszystkim na
skuteczng wstgpng filtracje zakécen aperiodycznych, a nawet stosowad
ewentualne metody specjalne ttumigce to zakiécenie.

3, Podczas stosowania drugiej rodziny algorytméw nalezy uprzednio
skutecznie sttumiaé zaklécenia wysokoczgstotliwosSciowe, gdyz one majg
swéj gtéwny udziat w bledach pomiaru wielkosci kryterialnych.

7.3. Przyktady symulacji pomiaru amplitudy réznymi metodami

W celu zilustrowania skutkéw stosowania réznego rodzaju filtracji i
ich poréwnania dokonano symulacyjnych badan pomiaru amplituay pradéw i
napieé. Swiadomie zdecydowano si¢ na badania najprostszych wielkosci,
gdyz wéwczas znacznie bardziej przejrzysta staje sig ocena wpiywu réine-
go rodzajd zakl4cern na ich przebiegi w stanie przejsciowym i ustalonym.

W badaniach tych przyjeto modele sygnatowe, ktére zmieniajg sig sko-
kowo w chwili t = O powstania zaburzenia. Sygnaly te sg opisane nastg-
pujacymi réwnaniami:

U(t)=cosw1t dla t<o

u(t) = 0,5[cos w,t + h,cos wpt] dla t >0 (7.29)

1
gdzie h1 = 0,25, wg = 345 wye
i(t) =0 dia t<o,

i(t) = cos(u,t + ) - coso exp(- t/T.) +

(7.30)
+ h sing sin wpt dla t =0
gadzie
T, = 2Ty, (T4 = 27 fu,),
h = 0,1,
wp = 3'5 (01-

Symulacyjne pomiary amplitud tak okreslonych napigé 1 prgdéw dokona-
no z zastosowaniem czterech sposobéw ortogonalnej filtracji sygnaléw:
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a) fitracja rekursywna z funkcjami wagi sinus i cosinus; okno pomia-
rowe dtugosci réwnej okresowi sktadowe]j podstawowej T = T1 (p. 5.2.2),

b) jak wyzej, lecz okno pomiarowe réwne potowie okresu sktadowej pod-
stawowej T = T1/2,

c¢) filtracja o zmiennym oknie pomiarowym;podczas pomiaru pradu wa-
riant metody z kompensacjg sktadowej statej (p. 5.5),

d) filtracja Kalmana - filtr 2-stanowy podczas pomiaru napiecia i 3-
stanowy podczas pomiaru pradu (rozdz. 6).

Umn (k)

Rys. 7.10. Przebiegi symulacji pomiaru amplitudy napigcia z wykorzysta-
niem: a - standardowej filtracji peinookresowej, b - pdtokresowej, c -
metody filtracji o zmiennym oknie, d - filtracji Kalmana
Fig. 7.10. Simulation of voltage magnitude measurement using: a -standard
full cycle filters, b - half cycle filters, c¢ - filters with variable
data window, d - Kalman filter

Rezultaty symulacji pomiaru amplitudy napiecia przedstawiono na rys.
7.10, a pomiaru pradu na rys. 7.11 i 7.12. Jak widaé na rys. 7.10, stoso-
wanie réznych metod filtracji napiecia ma swoje odbicie przede wszystkim
w charakterze i parametrach stanu przejsciowego po skokowe] zmianie'sygm
na*u, Podczas stosowania peilno- i pdtokresowej filtracji nierekursywnej
(a,b) mierzona amplituda wolno i monotonicznie zmierza od jednej wartos-
ci ustalonej (1) do nowej wartoséci ustalonej (0,5). Czas trwania tego
stanu przejsciowego jest rdéwny drugosci okna pomiarowego i wynosi w Jjed-
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Rys. 7.11. Przebiegi symulacji pomiaru amplitudy pradu z wykorzystaniem standardowej filtracji:
a - pelnookresowej, b - pétokresowej
FigeTe11. Simulation of current magnitude measurement using: a - standard full
' b - half cycle filters

cycle filters,
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Rys. 7.12. Przebiegi symulacji pomiaru amplitudy pradu z wykorzystaniem: a - 3-stanowego filtru Kalmana,

b - zmodyfikowanej metody filtracji o zmiennym oknie pomiarowym

Fig. 7.12. Simulation of current magnitude measurement using: a - 3-state Kalman filter,

b - modified filter with variable data window

79l
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nym przypadku jeden okres, a w drugim pét okresu sktadowej podstawowej
(odpowiednio T, i T,/2). Btedy w stanie ustalonym majq w obu przypad-
kach zblizone wartoséci i sg niewielkie, Zupeinie inna jest dynamika sta-
nu przejsciowego pomiaru podczas stosowania dwu pozostatych metod fil-
tracji, to znaczy metody zmiennego okna pomiarowego (c¢) i filtracji Kal-
mana (d), Otz teraz przejscie migdzy jednym a drugim stanem ustalonym
Jjest bardzo szybkie i niemonotoniczne, lecz z niewielkimi oscylacjami
wok4l wartosci ustalonej. W zasadzie po jednej czwartej okresu sktadowe]
podstawowej jest juz osiggany ten nowy stan ustalony przy kilkuprocento-
wym btedzie dynamicznym, ktdry szybko zanika. Blgdy stanu ustalonego po-
wodowane zakticeniami sg bardzo mate (okoto 1,5%) - podobnie jak z zasto-
sowaniem poprzednich metod filtracji. Sg one najmniejsze podczas stosowa-
nia filtru Kalmana, lecz réznice w pordwnaniu z pozostatymi metodami sg
niewielkie,

Przebiegi symulacJji pomiaru amplitudy pradu przedstawiono na rys.
7.11 1 7.12., Parametrem tych wykreséw byta faza sygnatu opisana réwna-
niem (7.30). Przyjeto trzy wartosci fazy: ¢ = 0, T/4 oraz m/2, Odpowiada
to przypadkom, w ktérych prgd zawiera jedynie zaklécenie aperiodyczne
(9 = 0), jedynie zakiScenie oscylacyjne (¢ = m/2) oraz jest sumg obu
tych odpowiednio wywazonych zaktéceri. Zmiana tego parametru pozwala wiec
dodatkowo na ocene wrazliwosci omawianych metod na rézne zaktécenia syg-
natu,

Na rysunku 7.11 zilustrowano przebiegi symulacji podczas filtracji z
funkcjami wagi sinus i cosinus w petnookresowym (rys. 7.11a) i péiokre-
sowym (rys. 7.11b) oknie pomiarowym. Jak mozna zauwazyé, stan przejscio-
wy jest réwny drugosci okna pomiarowego, a jego przebieg zalezy od fazy
poczgtkowej ¢ . Bledy stanu ustalonego zalezg przede wszystkim od zaktd-
cenia aperiodycznego. Gdy ¢ ma wartos$é m/2, btedy pomiaru sg bardzo ma-
te, gdyz sygnal jest zakidécony jedynie sktadowg oscylacyjng (7.30), kté-
ra ma nieduzg amplitude i jest skutecznie filtrowana., Dla dwu pozosta-
Xych wartosci fazy dominuje juz zakldcenie aperiodyczne i biedy pomiaru
wyraznie rosng. W algorytmie petnookresowym (T = T1) bredy te majg war-
tosci maksymalne takie, jak obliczono w p. 7.2 i sg przy stalej czasowej
’I‘a/T1 = 2 mniejsze niz 10%. Inaczej jest w algorytmie pétokresowym,gdzie
btedy siegaja 1005, co oznacza, ze standardowy algorytm pétokresowy nie
moze byé stosowany podczas pomiaru amplitudy prgdu, jak tez innych wiel-
koSci kryterialnych wykorzystujacych sktadowe ortogonalne pradu, bez
specjalnych metod zmniejszajgcych zawartosé zaktécenia aperiodycznego.

Na rys. 7.12 pokazano rezultaty symulacji pomiaru amplitudy pradu
podczas stosowania filtracji o zmiennym oknie pomiarowym (rys. 7.12b) i
filtracji Kalmana (rys. 7.12a). Mozna zauwazyé na obu tych rysunkach do-.
minujgcy wptyw zaktdcenia oscylacyjnego na przerosty stanu przejéciowego.
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0téz w miare zblizania sig fazy sygnatu do m/2 rosnie udzial tego zakié-
cenia (dla ¢ = T/2 istnieje tylko zakldcenie oscylacyjne) i wzrastaja

tez przerosty, ktére sg nieco wigksze podczas stosowania filtracji Kalma-
na. Biedy w stanie ustalonym zalezg natomiast przede wszystkim od zakié-
cenia aperiodycznego. Wprawdzie nie obserwuje sig ich w filtrze Kalmana,
lecz wynika to z tego, 2e przyjeto identyczne wartosci oczekiwanej i rze-
czywistej (w réwnaniu (7.30)) stalej czasowej. Moga one byé rézne i wéw-
czas wartosci btedéw begdg zblizone do tych rozwazanych w p. 7.2.4. Tak
wiec, gdy dominuje zaklécenie oscylacyjne (o = T/2) stan ustalony jest,
przy znacznych przerostach, osiggany po czasie okoto pét okresu skiado-
wej podstawowej, ale biedy w stanie ustalonym sg niewielkie, Z kolei,gdy
dominuje zakiécenie aperiodyczne (®= 0), wéwczas btedy w stanie ustalo-
nym maja wartosci zblizone do btedéw osigganych podczas standardowej fil-
tracji petnookresowej (rys. 7.11a), ale stan przejsciowy nie ma przeros-
téw i jest bardzo krétki, bo trwa tylko jedng czwartg okresu sktadowej
podstawowej.

Badania symulacyjne pozwalajg na sformuiowanie kilku wnioskéw:

1. Najszybszy pomiar amplitud pradu i napigcia uzyskuje sig z zasto-
sowaniem filtracji Kalmana oraz filtracji metodg zmiennego okna pomiaro-
wego. Pewng przewage ma tutaj ostatnia metoda, gdyz nie wymaga zadnych
danych a priori w przeciwieristwie do filtracji Kalmana, ktérej stosowa-
nie musi byé poprzedzone diugimi seriami badari modelowych w celu okres-
lenia parametréw projektowych filtru.

2. Stosowanie tak szybkich metod pomiaru wymaga jednak zwrdcenia uwa-
gi na znaczne przerosty w stanach przejsciowych, powodowane przez zakiés-
cenia oscylacyjne i redukcje lub usuniecie powstatych bieddéw dynamicz-
nych, na przykiad przez stosowanie zwloki czasowe]j.

3. Gdy tak szybki pomiar nie jest wymagany, wéwczas moze byé stosowa-
na standardowa filtracja pelnookresowa., Stosowanie filtracji pdtokreso-
wej do pomiaru wielkos$ci kryterialnych z udziatem prgdu jest uwarunkowa-
ne efektywnym ograniczeniem zakldcenia aperiodycznego.

4, -Dynamika pomiaru wielkosci kryterialnych jest zdeterminowana dyna-
mikg toru pradowego.

5. Zrédtem najwickszych btedéw pomiaru w stanie ustalonym jest zakié-
cenie aperiodyczne.

8. WNIOSKI

1. W pracy rozwazono cyfrowe pomiary wielkosci kryterialnych zabez~
pieczen elektroenergetycznych, oparte na napigciach i pradach o czegsto-
tliwosci podstawowej. Istotne trudnodci w przeprowadzeniu pomiaru w odpo-
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wiednio krétkim czasie i z wymagang doktadnosScig zwigzane sa z silnym za-
kléceniem sygnatéw uzytecznych stacjonarnymi i niestacjonarnymi skiasdowy-
mi o réznych nieznanych czestotliwosciach, ktérych Zrédiem jest powstale

zaburzenie w chronionym obiekcie. Sprostanie stawianym wymaganiom metro-

logicznym powoduje koniecznosé stosowania ztozonych metod teoretycznych,

$rodkéw technicznych oraz odpowiedniej rozbudowy sytemu pomiarowego.

2. Podstawg w przygotowaniu optymalnej metody pomiarowej jest zalo-
zenie adekwatnego do rzeczywistosci modelu sygnatowego, zawierajgcego
sygnat uzyteczny i model zakldceri. Wyodregbniono trzy takie modele sygna-
towe: deterministyczny, czesciowo i catkowicie probabilistyczny. Przygo-
towanie odpowiedniego modelu sygnalowego wymaga stosownego naktadu pra-
cy, innego w kazdym przypadku. Scharakteryzowanie modeiu deterministycz-
nego nie wymaga wtasdciwie wiedzy a priori, gdy tymczasem okredlenie para-
metréw pozostatych.dwu modeli jest bardzo czaso- i1 pracochtonne. Koniecz-
ne jest tutaj stosowanie zaawansowanych metod modelowania cyfrowego oraz
odpowiednie przygotowanie teoretyczne do umiejetnej oceny parametréw
tych modeli sygnatowych. Przyjete modele implikujgq rézne metody optyma-
lizacji, a takze inne ich miary.

3. W cyfrowym przetwarzaniu sygnatéw wchodzgcych w sktad procesu po-
miaru wielkosci kryterialnych wyodrebniono trzy etapy: filtracje, orto-
gonalizacje oraz wtasciwy algorytm pomiarowy, Filtracja ma na celu stiu-
mienie, w wymaganym stopniu, zaklécen w stosunku do sygnaXu uzytecznego,
ortogonalizacja ~ rozszczepienie sygnatdéw uzytecznych na sktadowe umozli-
wiajace mozliwie proste obliczenie wielkosci kryterialnych przez wtasdci-
wy algorytm,

L, Ortogonalizacja jest procesem wydzielania sktadowych zespolonego
wektora bedacego funkcJjg czasu, zwanego tez fazorem, lub tez Jjego rzutdw
na wzajemnie prostopade osie w chwili t =0 (szczeg&lowe definicje po-
dano w zakoriczeniu p. 4.1). Ortogonalizacja moze byé realizowana oddziel-
nie lub tez Xgcznie z filtracjg przez zastosowanie pary filtrdéw ortogo-
nalnych., W pierwszym przypadku wykorzystuje sie liniowg kombinacje opdZ-
nionych sygnatéw lub dyskretne rézniczkowanie. Metody wyodrebnionej orto-
gonalizacji stanowig, jak stwierdzono, filtry cyfrowe o réznie uksztaxto-
wanych gérnoprzepustowych charakterystykach widmowych.

5. Klasyczne metody cyfrowej nierekursywnej filtracji ortogonalnej
oraz korelacji stanowig skuteczny sposdb jednoczesnej ortogenalizacji
sygnaidéw uzytecznych i filtracji sktadowych zakidcajacych. Ich stosowa~-
nie nie wymaga zadnych danych a priori. Filtry wydzielajace sktadowe or-
togonalne powinny mieé funkcje wagi, z ktérych jedna jest parzystg,a dru-
ga nieparzystg funkcjg czasu w odniesieniu do okna pomiarowego, Klasycz-
na korelacja, jak stwierdzono, zapewnia wydzielanie sktadowych ortogonal-
nych, jeéli okno pomiarowe jest catkowitg wielokrotnoscig péiokresu iden-
tyfikowanej skiadowej podstawowej sygnatu.
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Algorytmy realizujgce filtracJje lub korelacje sg proste, a takze mo-
g3 byé znacznie modyfikowane i uprészczane przez stosowanie postaci re-
kursywnych lub odpowiednio uksztattowanych funkcji wagi filtréw, na przy-
ktad funkcji Walsha, Haara i innych. Ich charakterystyki widmowe maja ko-
rzystny dolnoprzepustowy przebieg, ktérych szczegdlowe parametry zalezg
od wymaganej dtugosci okna pomiarowego. Sktadowe zaklécajgce najskutecz-
niej sg ttumione w algorytmach pelnookresowych z funkcjami wagi sinus i
cosinus.,

Wazng cechg wszystkich rozpatrywanych filtréw ortogonalnych jest 1i-
niowo$é fazy w funkcji czegstotliwosci., WitasSciwosé ta moze byé zastosowa-
na do specjalnych typéw filtréw, na przyktrad filtréw skradowych symetry-
cznych. Stosowanie opracowanych metod specjalnych umozliwia minimaliza-
cje btedéw powodowanych zakidceniami aperiodycznymi, co jest szczegdlnie
wazne, gdyz Jjest to Zrddro najwiekszych bieddw.

W klasycznej filtracji nierekursywnej oraz korelacji po skokowej
zmianie sygnaléw wystepujg stany przejsciowe, ktdrych czas trwania jest
réwny dtugosci okna pomiarowego. Charakter przebiegu tego stanu przejs-
ciowego zalezy od szczegélowych parametrdw sygnatéw,a wielkosé mierzona
moze byé w tak szerokim zakresie, ze jest w tym przedziale mato uzytecz-
na, W omawianych w pracy zastosowaniach stan przejsciowy jest waznym ele-

- mentem charakterystyki filtracji, a takze algorytmu pomiarowego.

6. Czas trwania stanu przejsciowego mozna skrécié przez stosowanie
metod zmiennego okna pomiarowego, odwzorowania krzywych lub optymalizu-
Jjacych stan przejsciowy., W kazdym z tych przypadkéw konieczna jest dodat-
kowa informacja dotyczgca modelu sygnalowego, jego wiasnosci i parame-
tréw. Najmniej informacji a priori potrzeba w metodach zmiennego okna i
odwzorowania krzywych., Istotna jest tu jedynie taka znajomosé modelu
sygnatowego (deterministycznego lub czgsciowo probabilistycznego), aby
wtasSciwie dobraé funkcje aproksymujace. Je$li sg one dobrane optymalnie,
to pomiar bgdzie odbywal sig¢ w zasadzie bez stanu przejsciowego, a cha-
rakterystyki widmowe bedg poprawiad sig¢ wraz ze zwickszaniem dtugosci ok-
na i dostarczaniem nowych informacji, az do osiggnigcia widma odpowlada-
Jjacego temu dla ustalonego okna pomiarowego. Omawiane metody zapewniajg
podobne wlasnosci statyczne i dynamiczne,jak te wykorzystujace filtracjg
Kalmana,do mniejszej i latwiej dostepnej wiedzy a priori,

Filtr Kalmana zastosowany do ortogonalizacji i filtracji sygnaléw wy-
maga przechowywania najmniejszego ciggu danych, gdy2 potrzebne sg tylko
ich biezace wartosci. Filtr ten, Jjesli starannie zaprojektowany, wykazu
Je bardzo korzystne cechy dynamicZne, wyrazajace sie bardzo kritkim sta-
nem przejsciowym. Jego charakterystyka widmowa jest niezbyt korzystnie
uksztaltowana i wykazuje na ogdél slabe tlumienie skladowych zaklécajg-
cych. Zalezy ona w pewnym stopniu od parametréw projektowych filtru i mo-
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2e byé poprawiona kosztem dynamiki filtracji. Algorytm realizujgcy ten
filtr Jest prosty i nie wymaga duzego nakladu obliczeri. Ttumienie zakié-
cenia aperiodycznego z zastosowanie filtru 3-stanowego jest - w wyniku
zmiany statej czasu tego zaklécenia w szerokim zakresie -~ gorsze niz w
filtrach fourierowskich, a bledy nim powodowane sg niewielkie tylko wte-
dy, gdy rzeczywista stara czasu odchyla sie¢ nieznacznie od wartosci ocze-
kiwanej. Zwlaszcza nie Jjest odrzucana skladowa stata 1 moze ona byé Zréd-
tem znacznych biedéw pomiaru.

7. Cyfrowe algorytmy pomiaru wielkosci kryterialnych sprowadzono do
dwu podstawowych rodzin algorytméw, niezaleznie od stosowanych metod fil-
tracji i ortogonalizacji. Umozliwito to znaczng redukcje ich zbioru oraz
ograniczenie liczby testéw i badan przeprowadzonych w celut okreslenia
ich wtasno$ci. Na podstawie tych dwu rodzin mozna utworzyé duzg liczbe
szczegélowych algorytméw o pozgdanych cechach, Algorytmy pierwszej rodzi-
ny ((4.20)-(4,25)) wykazujg dolnoprzepustowe charakterystyki filtracyjne i
wykorzystujg prébki sygnatéw w tych samych dyskretnych chwilach. Algoryt-
my drugiej rodziny ((4.27)-(4.29)) wykazuja gérnoprzepustowe charakterys-
tyki filtracyjne oraz wprowadzajg dodatkowe opéinienie pomiaru, gdyz wy-
magajg uzycia odpowiednio opéZnionych skladowych ortogonalnych sygnaléw.
Ogélnie wiec algorytmy pierwszej rodziny sg lepiej dostosowane do ttumie-
nia wysokoczgstotliwosciowych zakiécen sygnaiéw, a drugiej - do tiumie-
nia zaktécer o niskiej czestotliwosci i(lub) sktadowej aperiodycznej.

Fundamentalnymi wielkosciami w obu rodzinach algorytméw sg: amplitu-
dy oraz kwadraty amplitud napieé i pradéw, tudziez moce czynna i bierna.
Sktadowe impedancji sg obliczane jako iloraz odpowiednich z tych wielko$-
ci.

8. Podstawowg przyczyng biedéw pomiaru sg zakiécenia sygnaiéw., Miary
i sposoby minimalizacji btedéw sg rézne, zalezne od przyjetego modelu
sygnatowego. Jak stwierdzono, najwigksze i najtrudniejsze w minimaliza-
cji sg biedy powodowane zakiéceniami aperiodycznymi sygnailéw. Trajekto-
rie bleddw zlozonych wielkos$ci kryterialnych, takich jak sktadowe impe-
dancji, sg zlozonymi krzywymi zamknietymi na plaszczyZnie R-X. Ich war-
tosci maksymalne, zalezne od stosowanych metod filtracji oraz rodziny al-
gorytméw pomiarowych okreslono na podstawie bteddéw pomiaru prostych wiel-
kosci kryterialnych wchodzgcych w algorytm pomiarowy.

W kazdej ze stosowanych metod filtracji i algorytmach pomiaru ma swo-
Jje odzwierciedlenie znany dylemat szybkosé-doktadnosSc¢. Oznacza on, 2e
zwigkszenie doktadnosci moze nastgpowaé tylko przez wydluzenie czasu po-
miaru (okno filtréw) i odwrotnie - kazde skrdcenie czasu pomiaru spowo-
duje zwigkszony btzd, jakiekolwiek byiyby jego miary.
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SIGNAL RECOGNITION IN DIGITAL POWER SYSTEM PROTECTION

A digital identification of criterion values of power system protec-
tion has been presented. The following criterion values have been con-
sidered: magnitudes of voltages and currents, active and reactive power,
resistance and reactance (conductance, susceptance), which are measured
using voltages and currents of fundamental frequency of protected system.

A structure of digital power system protection and in particular-a
separated block of measurement have been considered. Signal processing
consists of two steps in the digital part of the protection: digital
filtration or estimation and digital algorithms themselves.The synthesis
of such algorithms made it possible to divide them into two fundamental
families, which include most of the algorithms worked out untill now. To
both of them, orthogonal signal components are applied. These components
can be obtained in different ways resulting in different features of the
given algorithm.

Optimization of digital signal processing in the measurement block
has been done, taking into consideration three signal models: determinis-
tic, partially and completely probabilistic. The method of optimization
as well as minimalization of measurement errors due to signal noises
have been examined according to the models assumed. To this purpose,
digital filtration and correlation having constant and variable data
window, curve fitting method and Kalman filter as well as methods of
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analysis of measuremet errors of criterion values, have been used.
Different methods of minimalization of measurement errors due to decaying
DC,‘which in standard methods is a source of substantial and difficult
to be removed errors, have been also presented.

Results of analysis, synthesis and optimalization have been illustrat-
ed by computer simulations, which confirmed the caonclusions resulting
from the theoretical approach,

OLO3HABAHWE CWTHANOB B [V3POBO/ 3AIMTHOA ABTOMATHUKE

B paGoTe npencTasneHH UAJPOBHE METONH ANEHTHPAKAUAM CATHANOB, BH-
CTylapIMX B KQUECTBE KPUTEPRANBHHX BelNYAH MEKTPOSHEDIeTNUeCKAX 3amUT.
PaccmaTpuBaeTcs ClEeNyNUME KPATEPANIBHHE BENAUAHH: AMIUIATYIOH HAIpAXeHunit
I TOKOB, AKTMBHHE N DEAKTABHHE MOMHOCTH, -AKTABHOE W DEAKTREBHOE COINpO-
THBIEHAE, KOTODHE ONDENeNANTCA TOCPENCTBOM 3HSUEHMHE TOKA M HANpAREHNS
OCHOBHO{l I'aDMOHMKN B 3allaeMoM OCBEKTE. 7 S

PaccMaTpABAETCA CTPYKTYpPa UUIPOBHX DIEKTDOIHEPreTHYECKUX 3aMAT, 4
B 0COGEHHOGTH, GCTDYKTyDA MX M3MEDPATENBHOI'O0 opraHa. B ero mudposoit mom—
cucTeMe npeodpasdBaHme CUTHAJIOB OPOEONUTCA B GHeNylline OBA dTafa: La-
Ppopad PUABTPAINA WIR ONTHMANBHAA SCTHMAONA N N3MEDEeHMe KPUTepAaNbHOM
BEJINYNHH [IOCPENCTBOM COOTBETCTBYMOWEI'0 QIropUTMA. [[poBeneHHHA CHHTE3 IIO-
3BOZIAJ BHOENUTH IES OCHOBHHX GeMefAGTBa STHX WSMEPUTENBHHX QJITOPATMOB,

B KOTOPHX IIOMEMAWTCA BCE OCHOBHHE Da3palOTaHHHE IO CHUX [IOp MeTOmH. OHA
0a3upylT Ha DA3ZOXEHNM CUIHANA Ha OPTOrOHANBHHE COCTABIALIAE. MeTOOH
BHIENEHAA 3TUX COCTAENANILAX OCYyCAOBIUBANT CBOACTBA AITODPATMOB.

OnTmmn3aI80 IMYPOBOr0 NPEOOPa30BAHUA CHIHAJNOB -B M3MEPATEABHHX Op-
rgHAX OPOEOTUTCA OTHOGHTENBHO TPeX CHeNybuuX MOnene#l CMIHANOB: NeTep-
MNHACTHYECKOA, YACTUYHO M BIONHE CTOXACTHYECKO!. COOTEETCTBEHHO BTOMY,
NPOBRENEH AHANN3 METONOB OLTUMA3AIAN ANTOPDATMOB N MIHAMA3AUWA ONHAGOK,
BHOGHMMHX HoMeXamnm. DA 3TOI'0 NCHONB3yeTcA qudpoBasg PMABTpamms @ Koppe—
NAINA C MOCTOAHHHM M NEDEMEHHEM N3MEPUTENBHHMA OKHAMYA, METONH ANIPOKCH-
vaqup DyHKOMM, KAIMAHOBGKAT IMIBTDATAA, 4 TAKKe pas3pacOTAHHHE METONH
aHANIN38 OUACOK KPUTEPUANBHHX BelAWdInH, [IpeNCTABNEHH TAK¥E METONH MAHAMA-
33011 oWMGOK OT ANepUOLHUYECKOd COCTAaBAAMIEH, KOTOP2A B M3BECTHHX METO-
02X AZNAETCA WCTOYHAKOM 3HAYATENBHHX W TPYILHOOIDELEIMMHX OHNGOK.,

Pe3ynsTaTH aHAIA33a, CAHTE34 M ONTUMU3AINAR NPOMNNNCTPUDORAHH IOPO-
EGIEHHHMA MOLENEBHEMA 3KCIepAMEHTAMA, KOTOPHE NONTBEDPXIAKNT BHBONH, BHTE-
K2IENEe U3 TEOPETAUYECKNX NCCIEIOBAHMI.
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