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Summary: The lack of answers is a common problem in all types of research, especially in the 
field of social sciences. Hence a number of solutions were developed, including the analysis 
of complete cases or imputations that supplement the missing value with a value calculated 
according to different algorithms. This paper evaluates the influence of the adopted method 
for the supplementation of missing answers regarding the result of segmentation conducted 
with the use of cluster analysis. In order to achieve this we used a set of data from an actual 
consumer research in which the cases with missing values were deleted or supplemented with 
the use of various methods. Cluster analyses were then performed on those sets of data, both 
with the assumption of ordinal and ratio level of measurement, and then the grouping quality, 
as expressed by different indicators, was evaluated. This research proved the advantage of 
imputation over the analysis of complete cases, it also proved the validity of using more 
complex approaches than the simple supplementation with an average or median value. 

Keywords: missing values, cluster analysis, k-means algorithm, k-medoids algorithm.

Streszczenie: Braki odpowiedzi są częstym problemem we wszelkiego rodzaju badaniach, 
zwłaszcza z obszaru nauk społecznych. W konsekwencji opracowane zostało wiele sposo-
bów rozwiązania tego problemu, uwzględniających między innymi analizę przypadków kom-
pletnych czy imputacje – polegające na przypisaniu w miejsce braku wartości wyznaczonej 
przy wykorzystaniu różnych algorytmów. W niniejszym artykule dokonano oceny wpływu 
przyjętej metody zastępowania braków odpowiedzi na wyniki badań segmentacyjnych, pro-
wadzonych przy wykorzystaniu analizy skupień. W  tym celu wykorzystano zbiór danych 
z rzeczywistego badania konsumenckiego, w którym braki odpowiedzi zostały usunięte bądź 
zastąpione przy wykorzystaniu różnych, możliwych podejść. Na tak przygotowanych zesta-
wach przypadków przeprowadzono analizy skupień, zarówno przy założeniu porządkowego, 
jak i przedziałowego poziomu pomiaru, następnie zaś porównano jakość grupowania, wyra-
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żoną wybranymi wskaźnikami. Tak przeprowadzone badanie wskazało na przewagę impu-
tacji nad analizą przypadków kompletnych, dowiodło także zasadności stosowania podejść 
bardziej złożonych niż zastępowanie braków średnią lub medianą.

Słowa kluczowe: missing values, analiza skupień, metoda k-średnich, metoda k-medoidów.

1.	Introduction

Missing data, understood as missing values for some or all variables for measurement, 
are a  typical and common problem in the majority of social research, especially 
when they are connected with acquiring respondent’s opinion with the use of 
intermediate research tools, such as survey questionnaires. This shortage can assume 
two different characters – manifested either by the refusal to take part in the research 
by the individual qualified for participation in the panel or the unavailability of such 
a  person (unit non-response), or the lack of response of the individual to one or 
several questions, with correct, valid replies to the remaining questions (item non- 
-response).

When discussing the lack of data within one of the variables, we will first describe 
the completely random gaps – MCAR (missing completely at random) – which occur 
when the absence of answer has no relation to the value of the variable in which it 
occurs, nor to any other observed or non-observed variables [Rubin 1976], and the 
subset of complete cases is a random sample of the original set of cases.

The opposite are the MNAR (missing not at random) gaps, in which the fact of the 
occurrence of absence may depend on variables that remain outside the measurement 
model, and thus fall outside observation, or on the observed value itself. The lack of 
non-random data may lead to loss of information, and – as their predictors are not 
observed – the diagnosing of their lack of randomness may be inhibited.

The last possible case are the MAR (missing at random) gaps, in which the 
probability of occurrence of such a lack depends on other variables observed during 
the respective measurements. This makes those variables suitable for the estimation 
of missing values.

There are several procedures for missing data. First, it is possible to reject all cases 
that contain incomplete data, that is the analysis of complete cases only. As far as this 
is simple and convenient, such approach leads to the partial loss of information and 
also the possible biasing of the remaining part of sample [Schafer and Graham 2002].

The alternative to the deletion of cases is data imputation, that is the 
supplementation of missing values with values determined with the use of a certain 
algorithm. The simplest approaches include the methods of supplementation with an 
arithmetic average (or median) calculated from the available values of the variable 
in question, the supplementation of a value with one determined with regression, or 
for example the assignment of a value from a complete case that is similar when the 
remaining variables are considered, to the case in question.
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A more complex approach is the use of methods based on maximum probability, 
where the missing values are estimated with use of an EM algorithm or multiple 
imputation, that is the repeated process of the estimation of values of missing inputs 
several times, that generates not a single, but a set of datasets, each of which is then 
subjected to further analysis. Linking the subsequent results allows the production 
of a  general estimation, the evaluation of potential sample bias resulting from the 
conducted imputation, and the estimation of the values of standard errors [Cole 2008].

It is worth stressing that the majority of algorithms require the missing data to 
be at least missing at random (MAR), an assumption that is hard to prove in the case 
of the majority of empirical datasets, without reaching the individuals who failed to 
answer in order to repeat the questionnaire [Schafer and Graham 2002]. At the same 
time it is worth stressing, after Schafer [Schafer 1997], that this type of methods 
is characterized by good practical results, even if the assumption of the random 
character of gaps cannot be verified or is doubtful.

The question may thus arise if, and if so to what degree, the procedure adopted for 
dealing with missing values influence the results of the subsequent analyses conducted 
on the basis of the results prepared in such a way. The aim of the present research 
was to evaluate the influence of applying different methods of data imputation (as 
described in subject literature) on the quality of the segmentation research conducted 
using cluster analysis. This evaluation enables us to formulate conclusions pertaining 
to the optimal procedure for data gaps in cases of such research.

2.	Research assumptions

The research procedure applied for the evaluation of the influence of imputation 
methods involved; in first place, the generation of datasets with missing values 
estimated using several common methods. Then, for each of those sets, cluster 
analyses were conducted with use of k-mean and k-medoids methods, in both cases 
with 2 to 10 clusters. Finally, a range of indicators that were displaying the achieved 
quality of clustering were calculated for all analyses conducted in this way.

The present analysis is based on empirical material gathered during completion of 
a research project focused around the search for links between employer motivation 
and satisfaction, and the satisfaction and loyalty of customers. It utilizes a set of 8 
variables expressing the different possible reasons for visiting a shopping mall that 
included the replies of 1375 respondents.

All the discussed variables were measured in a ten-grade semantic scale, within 
which the low values expressed the low importance of the respective reason for 
visiting, and the high ones – its large significance. It should be also pointed out that 
the aforementioned variables were not strongly [Sambandam 2003] correlated.

At this stage we also had to make an assumption about the level of the 
measurement conducted. Adopting a conservative approach, the scale of that type 



64	 Marcin Gąsior, Łukasz Skowron

should be regarded as ordinal [Marcus-Roberts, Roberts 1987; Stevens 1946], 
together with all the implications related to the possible methods of its analysis. 
Still, both literature and the research praxis commonly accept the mitigation of that 
criterion, indicating that even though the level of measurement was in fact ordinal, 
the numerical character of scale allows for its treatment as an interval or ratio level, 
and thus the application of a broader set of analytical methods [King et al. 2001; 
Labovitz 1967]. Taking the above into consideration, the analysis will be conducted 
in two paths, first assuming that the level of measurement was ordinal, and then that 
it was ratio.

The characteristic of the used data is presented in Table 1.

Table 1. Parameters of variables used for analysis

Variable Complete
Missing data

Median Mean Standard 
deviationn %

Variable 1 1356 19 1.38 8 7.01 2.36
Variable 2 1317 58 4.22 6 5.63 2.73
Variable 3 1228 147 10.69 2 3.16 2.61
Variable 4 1291 84 6.11 4 4.49 2.79
Variable 5 1298 77 5.60 5 4.89 2.87
Variable 6 1259 116 8.44 3 3.68 2.69
Variable 7 1261 114 8.29 5 5.21 2.99
Variable 8 1230 145 10.55 2 2.96 2.56

Source: author’s research.

For the purpose of the conducted analysis, seven datasets were prepared:
1. Set of complete cases.
2. Set with missing values filled with random values from the measurement 

scale, a solution deemed acceptable by many sources, as at the cost of worsening 
measurement precision of one variable (the one filled with random values) the 
quality of the remaining, complete ones, which in case of no imputation would be 
excluded from analysis together with the whole case, increases.

3. Set with missing values filled with mean values of the respective variable.
4. Set with missing values filled with median of the respective variable.
5. Set with missing values filled with PMM (predictive mean matching) [Little 

1988], a method that requires a ratio scale, while still allowing for its discretion and 
lack of normality.

6. Set with values filled with use of classification and regression tree (C&RT/
CART).

7. Dataset with values inputted with use of the Expectation-Maximization (EM) 
algorithm – in the latter two cases the predictors for the missing values were all the 
variables used for the analysis.
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Taking the reservation in respect to the measurement level in consideration, two 
methods for cluster analysis were used. Assuming the ratio level, the cluster analysis 
was performed with the k-means method with the Euclidean measure of distance. 
Assuming the ordinal level, that excluded the calculation of mean values and using 
the Euclidean distance – the k-medoids method (PAM) with GDM (General Distance 
Measure) distance measure were used [Jajuga, Walesiak, Bąk 2003; Walesiak 2006].

The last aspect of the proposed test procedure that ought to be described is the 
choice of indicators reflecting the achieved quality of the clustering. The literature 
suggests a very wide set of possible criteria and evaluation methods – a comprehen-
sive review is presented by [Migdał-Najman 2011] and [Charrad et al. 2014]. The 
present research used:

1. The silhouette index [Rousseeuw 1987], in a range of –1 to 1, where values 
closer to one represent a small distance between elements of cluster in relation to the 
closest elements of separated clusters, thus the higher quality of classification.

2. Hubert-Levin’s C index [Hubert, Levin 1976], in a  range of 0 to 1, where 
values closer to nil represent better classification.

3. (Assuming the ratio level of measurement) the Caliski-Harabasz index [Ca-
liński, Harabasz 1974], expressing the relation of variances between clusters to the 
variances within clusters, in this case the higher the ratio the better quality of clas-
sification.

It is worth stressing that the first two indexes can be applied also in the case of an 
ordinal type of measurement [Walesiak, Dudek 2006] which enables the preservation of 
comparability of quality of clustering with the use of k-means and k-medoids methods.

All the calculations were performed using the clusterSim software suite, an add-
on within the R software environment.

3.	Imputation and the k-means method

The first method for cluster analysis that was subjected to evaluation was the  
k-means method, used with the Euclidean measure of distance. The indexes used 
to represent the quality of the resulting clustering were the silhouette index, the C 
Hubert-Levin index, and – because of the ratio character of the measurement – the 
Celiński-Harabasz index.

The analysis of values of the first of these indicators (Figure 1) shows first 
that the imputation of random values visibly lowers the quality of clustering. The 
substitution of gaps with median or mean average of the test sample gives much 
the same results, which is probably a consequence of the fact that both values were 
similar. What is important is the fact that even if such an imputation is better than 
inputting random values, the quality of clustering is still visibly lower than when 
analyzing complete cases. The remaining algorithms seem to improve the quality 
of clustering to some extent, with a  visible advantage of EM algorithm in cases 
of a lower number of clusters, and of CART and PMM algorithms with a growing 
number of clusters.
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Fig. 1. Silhouette index values for different imputation methods – k-means method

Source: own research.
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Fig. 2. C index values for different imputation methods – k-means method

Source: own research.
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The evaluation of the subsequent methods of estimating missing values perfor-
med on the basis of the value of the C index (Figure 2), gives somewhat different re-
sults. In this case we can see again that the lowest quality of clustering (expressed by 
highest index values) is achieved in with imputation of random values. Nevertheless, 
the results are still far from unambiguous as in the case of the silhouette index – in 
the case of 4 and 8 clusters the set of complete cases and supplemented with use of 
the CART algorithm were characterized by a quality lower than the random values 
imputation.

Contrary to the previous index, the C index values suggest that the supplementation 
of data with mean and median seems to bring better results than those using the 
PMM and CART methods, and in cases of a larger number of clusters – better than 
the EM algorithm.
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Fig. 3. Caliński-Harabasz index values for different imputation methods – k-means method

Source: own research.

A  very clear picture was achieved with use of the Caliński-Harabasz index 
(Figure 3). We can see the gradual increase of the index value, and thus of the 
quality of clustering after using subsequent possible methods. Its lowest values 
were recorded for the set of complete cases, with clustering quality improving with 
imputation of random values, then the median or mean, and finally, in a very similar 
range, by other methods applied.
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4.	Imputation and the k-medoids method

The other analyzed method which assumes the ordinal level of measurement was the 
k-medoids method, with the GDM measure of distance applied. Unfortunately the 
values of the silhouette index calculated for the subsequent numbers of clustersse-
lected with this method (Figure 4) does not lead us to such unequivocal conclusions 
as was the case with the k-means method.

What is worth observing here is that the imputation of random values seems to 
be an option that is, in most numbers of clusters (excluding 5 and 6), not worse than 
the others. Opposite to the situation observed in the case of the k-means method, 
we cannot say that the imputation of missing values with median (or possibly mean, 
which still - taking the ordinal level of measurement – should not be used) results in 
the worse quality of clustering than the analysis of complete cases, we also cannot 
confirm the higher quality achieved with the use of the remaining methods.

The comparison of the applied methods produces more legible, yet still 
ambiguous results in the case of the C index. Similarly to the k-means method, 
also in this case the imputation of random values is reflected, in the majority of 
situations, by lower clustering quality (high index values) than that achieved with 
other methods. The remaining approaches seem comparable in the case of the lower 
number of cluster (2-6), in cases of a larger number of clusters the best quality is 
observed in the analysis of complete cases and the CART algorithm.
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5.	Conclusions

The presented research material leads to a  number of significant conclusions 
pertaining to the imputation of missing data and the way the adopted method 
influences the cluster analysis.

First of all, we ascertained that the imputation of data is justified; the analysis 
performed with sets of complete cases and those performed on datasets in which the 
missing values were supplemented with random values are usually – as it does not 
include all possible numbers of clusters that were investigated – characterized by 
a better clustering quality. It should be noted that the approach of supplementing the 
gaps with one, constant value (median, mean) is usually (the silhouette index and the 
Caliński-Harabasz index for the k-means method) less effective. Imputation of the 
same value flattens the differences between the cases, thus worsening the clustering 
quality.

The situation is more complex in the case of the k-medoids method. It is hard 
to define clearly the optimal method for gap imputation in classifications led with 
the use of this method. For small number clusters the methods seem comparable, for 
larger numbers – the analysis of indexes results in divergent conclusions.

The evaluation of other methods for data imputation that measure the missing 
values on the basis of the remaining observations is also not unambiguous. Still we 
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do observe that from the viewpoint of the resulting cluster qualities the best effects, 
in the majority of cases, are achieved with the use of the classification and regression 
tree (CART).

Finally, it is worth indicating several problems that appeared during the analyses 
conducted. First of all the approach that analyses the complete cases and their 
comparability with datasets where gaps were filled requires further evaluation. This 
comparability may not be full, as the number of complete cases is lower than the 
total number of cases, and we may assume that the clustering of complete cases will 
be characterized by lower variability than the clustering of all cases. It is still to be 
recognized that the values of the Caliński-Harabasz index, based on variance, to 
some extent contradicts that hypothesis.

Secondly, we must ask the question about the connection between the growth of 
clustering quality and the fact that the data gaps were filled exclusively on the basis 
of values of internal variables, that is those used for cluster analysis. The increase 
of that quality may be connected with the fact that the EM and CART algorithms 
chose the filled values so that they conformed with the regularities already existing 
in the data, further enhancing them. That is why it would be extremely interesting to 
further develop the analyses conducted with datasets in which the gaps were filled 
on the basis of other data that did not form the basis for the conducted clustering.
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