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SINGLE-PROCESSOR SCHEDULING PROBLEMS 
WITH BOTH LEARNING AND AGING EFFECTS 

Abstract: In this paper, we analyse single processor scheduling problems with both learn-
ing and aging effects to minimize the following criteria: the maximum completion time with 
release dates, the maximum lateness and the number of late jobs. The learning effect can 
be understood as a process of an acquiring experience that leads to increasing efficiency of 
a processor, which results in decreasing processing times of jobs. The opposite phenomenon 
called the aging effect decreases the efficiency of a processor. The measurable result of this 
effect is that the time required to process a single item decreases as more units are processed. 
We prove properties of the investigated problems and on their basis we provide optimal poly-
nomial time algorithms for some cases.

Keywords: scheduling, learning effect, aging effect, polynomial-time algorithm.

1. Introduction

In this paper, we analyse scheduling problems, where processing times of jobs (e.g., 
products) vary due to learning and aging effects of a processor. Namely, the learning 
effect can be understood as a process of an acquiring experience that leads to increas-
ing efficiency of a processor (e.g., a human worker, an algorithm, etc.) that results in 
decreasing processing times of jobs. The opposite phenomenon called the aging ef-
fect decreases the efficiency of a processor (e.g., a human worker, a chemical clean-
ing bath, drills or knives of a lath machine). The measurable result of this effect is 
that the time required to process a single item decreases as more units are pro-
cessed.

The learning effect has a significant impact on productivity in manufacturing 
systems specialized in Hi-Tech electronic equipment [Adler, Clark 1991], memory 
chips and circuit boards [Webb 1994], electronic guidance systems [Kerzner 1998] 
and in many others (e.g. [Carlson, Rowe 1976; Cochran 1960; Holzer, Riahi-Belka-
oui 1986; Jaber, Bonney 1999; Lien, Rasch 2001; Wright 1936; Yelle 1979]). There-
fore, it is not surprising that scheduling problems with the learning effect have at-

* e-mail: radoslaw.rudek@ue.wroc.pl.
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tracted particular attention in research society. For a survey see [Biskup 2008] and 
[Janiak, Rudek 2009].

On the other hand, the aging effect also can be found in many manufacturing 
and industrial systems in which, for instance, tiredness of human workers (e.g. 
[Dababneh, Swanson, Shell 2001; Eilon 1964]), decreasing concentration of active 
chemical cleaning substances [Mandich 2003] or tool wear of lathe machines (e.g. 
[Stanford, Lister 2004]) affects the production output. Therefore, it is worth taking 
this phenomenon into consideration during production planning and scheduling (see 
[Janiak, Rudek 2010; Rudek, Rudek 2012]).

Nevertheless, the learning and aging effects were usually analysed separately. 
There are only few papers where it is pointed out that the proposed algorithms can be 
used for problems with the learning or aging effects or both of them (e.g., [Mosheiov 
Sarig 2008; Rudek 2011]). Note that for instance the learning effect in case of human 
workers is long lasting process, whereas the aging effect is related with shifts. There-
fore, taking into consideration both learning and aging effects during processing 
repetitive tasks is weakly justified. However, in this paper, we focus on problems 
where human worker is learning, where the machine, which is operated by a human 
worker, is deteriorating (aging). Therefore, the worker is learning and the processing 
time of operating the machine decreases, however, the machine deteriorates (drilling 
or lathe machine) that causes increasing the job processing times. In this case both 
phenomena are long lasting.

For the practical reasons production scheduling usually is focused on the mini-
mization of the following time-objectives: the maximum completion time, the maxi-
mum lateness, the sum of the job completion times (the total completion time) and 
the number of late jobs. Therefore, in this paper, we analyse single processor sched-
uling problems with both learning and aging effects to minimize the presented opti-
mization criteria.

The remainder of this paper is organized as follows. The next section contains 
problem formulation. In Section 3 properties of the analysed problems and result-
ing optimal polynomial time solution algorithms for some of their special cases are 
presented. The last section concludes the paper.

2. Problem formulation

There are given a single processor (e.g., a human worker and a machine) and J = 
{1, ..., j, ..., n} denote the set of n jobs (e.g., raw materials, semi-finished products) 
that have to be processed by the processor (e.g., to machine or to assemble a final 
product). By the practical reason it is assumed the processor performs jobs without 
preemptions, otherwise for instance a renewed calibration of a lathe machine is re-
quired or even a semi-finished product can be damaged. Furthermore, there are no 
precedence constraints between jobs, e.g., the order of machining raw materials on 
a lathe or processing semi-finished product can be performed in an arbitrary order. 
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Each job j is available for processing at its release date rj and has to be processed 
before its due date dj. Due to the learning and aging effects the processing time of job 
j processed as the v-th in a schedule is defined as follows: 

 pj(v)=pj+ajv−bjv, (1)

where pj is the normal processing time of job j that is defined as its processing time 
if the processor is not affected by learning nor aging, aj is the aging ratio that de-
scribes increasing the job processing time, whereas bj is the learning ratio that de-
scribes decreasing of the job processing time. Note that pj + ajv – bjv > 0 for j = 1, ..., n 
and v = 1, ..., n, since the processing time cannot be negative.

Let π = 〈π(1), π(2), ..., π(i), ..., π(n)〉 denote the sequence/schedule of jobs (i.e., 
permutation of the elements of the set J), where π(i) is the index of a job processed 
in position i in this sequence. By Π we will denote the set of all such permutations. 
For the given sequence (permutation) π ∈ Π, we can easily determine the completion 
time Cπ(i) of a job placed in the i-th position in π from the following formulae:

 Cπ(i)= max{rπ(i) , Cπ(i−1)}+p π(i)(i) = max{rπ(i) , Cπ(i−1)}+ pπ(i)+ aπ(i)i − bπ(i)i; (2)

where Cπ(0) = 0 and a lateness of this job:

 Lπ(i) =  Cπ(i)− dπ(i). (3)

On this basis, we formulate the minimization objectives that are functions of the 
schedule π, i.e., the maximum completion time Cmax(π), the total completion time 
TCT(π), the maximum lateness Lmax(π), the number of late jobs ∑Uj(π):

 max ( )( ) nC C= , (4)

    ( )
1

( )
n

i
i

TCT C
=

=∑ , (5)

            { }max ( )1,...,
( ) max ii n

L L
=

= , (6)

     ( )
1

( )
n

j i
i

U U
=

Σ =∑ , (7)

where 
( ) ( )

( )
( ) ( )

0,

1,
i i

i
i i

C d
U

C d
≤⎧⎪= ⎨ >⎪⎩

. 

The objective is to find such a schedule (i.e., sequence) π of jobs performed by the 
processor that minimizes one of the following (4)–(7). Formally the optimal sched-
ule π* ∈ Π for each of the considered minimization objectives is defined as follows:
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 { }*
( )arg min nC

∈Π
= . (8)

      { }* arg min ( )TCT
∈Π

= . (9)

     { }*
maxarg min ( )L

∈Π
= . (10)

      { }* arg min ( )jU
∈Π

= Σ . (11)

According to the three field notation scheme the analysed problems will be de-
noted as follows: 1|rj, pj(v) = pj + ajv – bjv|C, where C ∈ {Cmax, TCT, Lmax, ΣUj} 
depending on the criterion objectives. If rj = 0, then it is omitted in the used nota-
tion. Furthermore, if rj < rk or dj < dk implies (aj – bj) < (ak – bk), then we say that 
job parameters are agreeable and it will be denoted by agr in the three field notation 
scheme.

3. Properties

In this section, we provide properties of the analysed problems together with the fol-
lowing optimal polynomial time algorithms. The results are based on the observa-
tions of properties of the problems with the learning effect or with the aging effect 
only, which were presented in published papers. In the further part of this paper, for 
convenience of mathematical considerations, we will use the following term 
Δj = aj – bj for j = 1, ..., n.

Property 1. The problem max|)(|1 Cvbvapvp jjjj −+=  can be optimally solved 
in time O(nlogn) by scheduling jobs according to the non-increasing order of 

jjj ba −=Δ .
Proof. The proof can be done using job interchanging technique. □

Note that the problem max|)(|1 Cvp j , where )(vp j  is an arbitrary positive 
function that describes the processing time of job j, can be solved optimally in time 
O(n3) by expressing it as the assignment problem (see [Bachman, Janiak 2004]).

Property 2. The problem TCTvbvapvp jjjj |)(|1 −+=  can be optimally 
solved in time O(nlogn) by scheduling jobs according to the non-increasing order 
of jjj ba −=Δ .
Proof. The proof can be done using job interchanging technique. □

Note that the problems max|)(|1 Cvp j and TCTvp j |)(|1 , where )(vp j  is an 
arbitrary positive function that describes the processing time of job j, can be solved 
optimally in time O(n3) by expressing them as the assignment problem (see [Bach-
man, Janiak 2004]).



Single-processor scheduling problems with both learning and aging effects 177

Further, we will analyse the makespan minimization problem, where jobs can 
have distinct release dates rj. Thus, it has to be decided: process the current job or 
wait for the next one and process the current later. This simple problem becomes 
strongly NP-hard if the processing times of jobs are not constant values, but vary 
due to learning or aging.

Corollary 1. The problem max|)(,|1 Cvbvapvpr jjjjj −+=  is strongly NP-
-hard.
Proof. It follows from the NP-hardness of the problem max|)(,|1 Cvbpvpr jjjj −=  
(see [Bachman, Janiak 2004]). □

Note that Bachman and Janiak [2004] claimed that they proved also strong 
NP-hardness of the problem max|)(,|1 Cvpvpr jjj

a= (where α is the exponential 
learning ratio common for all jobs). However, they proved only NP-hardness (not 
strong NP-hardness) since the transformation applied in the proof was polynomial 
not pseudopolynomial (as [Bachman, Janiak 2004] erroneously thought). This se-
rious misconception was proved by the author of this paper in [Rudek 2012]. How-
ever, this problem becomes polynomially solvable under special conditions.

Property 3. The problem max1| , ( ) |j j jr p v p av bv C= + −  can be optimally solved in 
time O(nlogn) by scheduling jobs according to the non-decreasing order of release 
dates rj.
Proof. The proof can be done using job interchanging technique. □

Property 4. The problem max|)(,,|1 Cvbvapvpragr jjjjj −+=  can be optimally 
solved in time O(nlogn) by scheduling jobs according to the non-increasing order of 
(aj – bj) or according to the non-decreasing order of release dates rj.
Proof. The proof can be done using job interchanging technique. □

Next, we will focus on the problem, where jobs have due-dates dj (when they 
have to be completed) and the objective is to minimize the maximum lateness. This 
polynomially solvable problem is strongly NP-hard if learning or aging effects are 
taken into consideration.

Corollary 2. The problem max|)(|1 Lvbvapvp jjjj −+=  is strongly NP-hard.
Proof. It follows from the NP-hardness of the problem max|)(,|1 Lvapvpr jjjj +=  
(see [Bachman, Janiak 2004]). □

Nevertheless, we will show the special cases of this problem are still polynomi-
ally solvable.

Property 5. The problem can be optimally solved in time O(nlogn) by scheduling 
jobs according to the non-decreasing order of release dates dj.
Proof. Although the proof is simple and is based on the well known job interchang-
ing technique, in this case we provide it formally. Assume that there is given an op-
timal permutation π that does not comply with the thesis of this property. Therefore, 
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for this permutation there exists a pair of jobs π(i) and π(i+1), where rπ(i)> rπ(i+1) . As-
sume there is given a permutation π’, which has been obtained from π by interchang-
ing jobs from positions i and i + 1. Observe that completion times and lateness of 
jobs scheduled in positions 1, ..., i – 1 and i + 2, ..., n are the same in both permuta-
tions. Therefore, we have to analyse lateness of jobs scheduled in positions i and 
i + 1 in both permutations: 

    
( ) ( 1) ( ) ( )( )i i i iL C p a b i d−= + + − − , 

  
( 1) ( 1) ( ) ( 1) ( 1)( ) ( )( 1)i i i i iL C p a b i p a b i d+ − + += + + − + + − + − , 

    
'( ) ( 1) ( 1) ( 1)( )i i i iL C p a b i d− + += + + − − , 

  '( 1) ( 1) ( ) ( 1) ( )( ) ( )( 1)i i i i iL C p a b i p a b i d+ − += + + − + + − + − . 

Since dπ(i)> dπ(i+1) , then Lπ(i)> Lπ(i+1) . Note also that Lπ(i+1) > max{Lπ(i), Lπ(i+1)} , there-
fore, the permutation π cannot be optimal and the non-decreasing order of dj gives 
the optimal solution to the considered problem. □

Property 6. The problem max|)(,|1 Lvbvapvpagr jjjj −+=  can be optimally 
solved in time O(nlogn) by scheduling jobs according to the non-increasing order of 
(aj – bj) or according to the non-decreasing order of release dates dj.
Proof. The proof can be done using job interchanging technique in the similar man-
ner as the proof to the previous property. □

Corollary 3. The problem jjjjj Uvbvapvp Σ−+= |)(|1  is strongly NP-hard.
Proof. It follows from the NP-hardness of the problem 1| rj, pj (v) = pj + 
+ ajv − bjv | Cmax (see Property 6). □

The single processor scheduling problem with the minimization of the number 
of late jobs, 1||ΣUj, can be solved optimally by the well known Moore’s algorithm 
[Moore 1968]. Here, we will prove that this algorithm is still optimal for the consid-
ered problem 1| , ( ) |j j j jr p v p av bv U= + − Σ , i.e., if jobs similarly deteriorate a ma-
chine (aj = a) and they have similar impact on learning of a human worker (bj = b).

Moore’s Algorithm

STEP 1: Schedule the jobs in non-decreasing order of their due dates (EDD)
STEP 2:  If no jobs in the sequence are late go to STEP 7
STEP 3:  Find the first late job, denote this job by α
 STEP 4:  Find a job β such that pβ = maxi=1,..., α{pi}
STEP 5:  Remove β from the schedule and process it after all the jobs that are not 

late have been processed
STEP 6:  Go to STEP 2
STEP 7: The schedule is optimal
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Property 7. The problem 1| ( ) |j j jp v p av bv U= + − Σ  can be optimally solved in 
time O(nlogn) by by Moore’s algorithm.
Proof. The proof will be done using the inductive method in the similar manner as in 
[Sturm 1970]. Based on Property 2, we can note that there exists a schedule for 1| ( ) |j j jp v p av bv U= + − Σ  having no late jobs if and only if the schedule of jobs 
according to the non-decreasing order of their due dates (EDD) has no late jobs. On 
this basis, we will consider only EDD sequences. To simplify the proof, assume that 
such a sequence is 1, 2, ..., n (if it is not a case we can renumber the jobs).

Assume that using Moore’s algorithm (MA) we determine a subset B = {β1, ..., 
βq} of q late jobs. Suppose also that it is possible to choose from the set J = {1, ..., n} 
a subset Γ = {γ1, ..., γq-1} of q – 1 jobs, such that the remaining n – q + 1 jobs J\Γ are 
not late. Thus, for all i = 1, ..., n the following inequality must hold:

 
| |

1 1
( ) ( )( 1)

i

j

j i

i

i j
j j

d p a b j p a b i j
Γ

= ∈Γ =

≥ + − − − − − +∑ ∑ ∑ , (13)

where Γi = {γj: γj ≤ i, γj ∈ Γ} and |Γi| is the cardinality of Γi. Without loss of genera-
lity we can also assume ∀(i, j) βi ≠ γj.

Using MA, we find the first late job α1, i.e., that satisfies ∑ =
−+< 1

1 1
)(a

a j j jbapd  

and ∑ =
−+<

i

j ji jbapd
1

)(  for i = 1, ..., α1 – 1. From the definition of Γ follows 
that there is at least one job γj ∈ Γα1, i.e., inequality (13) must hold. Let us choose an 
element δ1 from Γα1 with pδ1 = max{pγi: γi ∈ Γα1}. On the other hand, MA chooses job 
β1 that satisfies: 

 

1 1

1 1 1

1

1

1

1
1 1

1 1
1

( ) ( )

( ) ( ) ( ) .

j j
j j

j
j

d d p a b j p a b j p

a b p a b j p a b

−

−
= =

=

≥ ≥ + − = + − −

− − ≥ + − − − −

∑ ∑

∑
. 

Observe that if α1 ≠ β1 then job α1 is no longer late, since job β1 is skipped. It is 
easy to notice that aδ1 ≤ aβ1. Thus, there must be at least one job in Γα1 and δ1∈Γα1.

Suppose now that there is at least l (l < q) jobs in Γαl and we are able to choose 
among them l elements δi such that aδi ≤ aβi for i = 1, ..., l.

Using MA we find job αl+1 (i.e., the first late job after l jobs are skipped) that 
satisfies:

 

1

1

1

1
1 1 1

1
1 1 1

( ) ( )( 1)

( ) ( )( 1).

l

l j

l

j

l l

j l
j j j

l l

j l
j j j

d p a b j p a b j

p a b j p a b j

+

+

+

+
= = =

+
= = =

< + − − − − − +

≤ + − − − − − +

∑ ∑ ∑

∑ ∑ ∑
. 
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From (13) follows that there must be at least l + 1 jobs in Γα(l+1) to satisfy:

1 1

1

1

| |

1
1 1

( ) ( )( 1)
l l

l j

j l

j l
j j

d p a b j p a b j
+ +

+

+

Γ

+
= ∈Γ =

≥ + − − − − − +∑ ∑ ∑ .

and δi∈Γα(l+1), i = 1, ..., l. Thus, we find the (l + 1)-th element with pδ(l+1) = 
max{pγi: γi∈Γα(l+1)\{δi}, j = 1, ..., l}. On the other hand, MA finds βl+1 (i.e., the (l + 
1)-th late job) with aβ(l+1) = {aβi: i = 1, ..., α(l+1), i ≠ β1, ..., βl} and it is easy to notice 
that aδ(l+1) ≤ aβ(l+1). Therefore, there must be at least l + 1 jobs in Γα(l+1) and among them 
l + 1 jobs δi with pδi ≤ pβi for i = 1, ..., l + 1. Concluding in the same way, we can show 
that when MA finds job αq then there must be at least q jobs in Γαq and it contradicts 
the assumption |Γ| = q – 1. Thus MA finds the minimum number of late jobs for the 
considered scheduling problem. □

4. Conclusions

In this paper, we analysed single processor scheduling problems with both learning 
and aging effects to minimize the following criteria: the maximum completion time 
with release dates, the maximum lateness and the number of late jobs. We proved 
properties of the investigated problems and on their basis, we provided optimal poly-
nomial time algorithms for some of their special cases. The applied methodology to 
prove the properties is intuitive and it is similar as for the problems with one effect 
only, i.e., the learning effect or the aging effect.

Our future work will focus on the construction of efficient exact and approxima-
tion algorithms (heuristics that will be based on the properties provided in this paper 
and metaheuristics) for the NP-hard cases.
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JEDNOPROCESOROWE PROBLEMY HARMONOGRAMOWANIA 
Z EFEKTEM UCZENIA I ZUŻYCIA

Streszczenie: W artykule analizowane są jednoprocesorowe problemy harmonogramowania 
z efektem uczenia i zużycia (starzenia) przy następujących kryteriach minimalizacji: długość 
uszeregowania zadań z terminami ich dostępności, suma czasów zakończenia wykonywania 
zadań, maksymalna nieterminowość zadań oraz liczba opóźnionych zadań. Efekt uczenia jest 
rozumiany jako proces nabywania doświadczenia przez procesor, który prowadzi do skró-
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cenia czasów wykonywania kolejnych zadań. Natomiast efekt zużycia (starzenia) powoduje 
obniżenie efektywności procesora. Mierzalnym rezultatem jest wydłużenie czasów wykony-
wania zadań. W pracy wykazano szereg własności badanych problemów, które pozwalają na 
konstrukcję wielomianowych optymalnych algorytmów rozwiązania dla szczególnych przy-
padków tychże problemów.

Słowa kluczowe: harmonogramowanie, efekt uczenia, efekt starzenia, wielomianowe 
optymalne algorytmy.




