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In order to improve and accelerate the speed of image integration, an optimal and intelligent method
for multi-focus image fusion is presented in this paper. Based on particle swarm optimization and
quantum theory, quantum particle swarm optimization (QPSO) intelligent search strategy is intro-
duced in salience analysis of a contrast visual masking system, combined with the segmentation
technique. The superiority of QPSO is quantum parallelism. It has stronger search ability and
quicker convergence speed. When compared with other classical or novel fusion methods, several
metrics for image definition are exploited to evaluate the performance of all the adopted methods
objectively. Experiments are performed on both artificial multi-focus images and digital camera
multi-focus images. The results show that QPSO algorithm is more efficient than non-subsampled
contourlet transform, genetic algorithm, binary particle swarm optimization, etc. The simula-
tion results demonstrate that QPSO is a satisfying image fusion method with high accuracy and
high speed.

Keywords: multi-focus image fusion, quantum particle swarm optimization, perfect reconstruction,
superior speed. 

1. Introduction

Usually, the cameras used in current computer vision systems have the problem of
a limited depth of field. As a result, in an image captured from these sensors, objects
within the depth of field are focused clearly, while other objects are blurred.
The purpose of multi-focus image fusion is to synthesize an image with every object
in focus. It is a convenient and effective technique to fuse different focused images
taken from the same scene into a new clearer one. The new fused image is quite
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useful for human or machine perception. In the past decades, it has been widely
adopted in computer vision, remote sensing, medical image processing, and military
purposes, etc. [1, 2].

A wide variety of techniques have been studied in multi-focus image fusion.
The techniques developed in the early days are based on multi-resolution approaches,
which usually employ discrete wavelet transform (DWT) and various pyramid
algorithms such as Laplacian pyramid, contrast-pyramid and wavelet-pyramid, etc.
The basic idea is to perform a multi-resolution decomposition on each source image,
then integrate all these decompositions to form a composite representation, and finally
reconstruct the fused image by performing an inverse multi-resolution transform [2].
Especially, DWT is a superior representative method. 

In recent years, some other innovative methods are commonly used in multi-focus
image fusion. For example, curvelet transform (CT) is suitable for analyzing image
edges such as curve and line characteristics. Non-subsampled contourlet trans-
form (NSCT) is a shift-invariant version of the CT [3]. Besides, a pulse coupled neural
networks (PCNN) model becomes popular since it has the advantages of processing
information similar to the mode of human visual processing, and the global coupling
and pulse synchronization of neurons that benefit image fusion with local image
information [4, 5]. However, all these above methods that belong to pixel-based will
produce more or less errors in the fusion results, as a very small error in registration
results in mismatch of all the pixels in consideration. Region-based techniques are
better in this respect [6]. Several novel algorithms have been applied in multi-focus
image fusion to optimize the block size by heuristic search, making fusion a better
performance.

A genetic search strategy called GA (genetic algorithm) was introduced into
multi-focus image fusion by ZHANG et al. [6, 7]. Later, they introduced a new fusion
method – binary particle swarm optimization (BPSO). Lots of image experiments
reveal that the two methods perform well both in zero reconstruction and increasing
the fusion quality of multi-focus images [6, 7]. Nevertheless, we expect efficient fusion
on the basi of good reconstruction results as far as possible. Currently, a different
intelligent particle swarm inspired by quantum mechanism (QPSO – quantum particle
swarm optimization) is proposed. The algorithm is globe convergent and has fast
executing time. In this paper, we adopt this new method in multi-focus image fusion.
The results of numerous fusion experiences show that QPSO achieves super perfor-
mance in both fusion effect and fusion speed. Especially for processing pictures of big
size, it can save a lot of time obviously.

This paper is organized as follows: Section 2 describes QPSO fusion algorithm for
completeness, and gives out a schematic diagram detailing the steps. Section 3 lists
the measures we suggested, which specially describe the definition of multi-focus
images. The parts in Section 4 carry out the experimental results and analysis on
artificial multi-focus images and digital camera multi-focus images, respectively.
Finally the paper is concluded in the last section.
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2. Multi-focus image fusion scheme based on QPSO search
In this section, first we adopt a contrast visual masking principle applied in multi-focus
image fusion, which states how all the clear regions are selected to synthesize a fusion
image. QPSO is an intelligence optimization search technique to choose the best block
decomposition and accelerate the block searching process in the iterations of fusion.
Here the basic algorithm QPSO is introduced. Also, the detailed process and procedure
of QPSO fusion algorithm are presented.

2.1. Contrast visual masking principle [7]

In human vision system, the definition of focus images is tested by a uniform
parameter, which can balance the deviations between the block pixel and the block
mean. Consider an image I as a two-dimensional array of pixels, and the pixel in
the i-th row and the j-th column shall be denoted by I (i, j ). With this notation, we
define dk, the uniform parameter of the partition block of an image I as follow: 

(1)

where μk is the mean of the image block Bk , and m×n is the block size.
In multi-focus image fusion, input images A and B are divided into non-overlapping

blocks sized of m×n. The i-th blocks of A and B images are denoted by Ai and Bi,
respectively. Then image fusion is performed based on the uniform parameter of each
block. Construct the i-th block Fi of the fused image as: 

(2)

where dAi and dBi are uniform parameters of the relative block Ai and Bi of two input
images A and B, respectively. The contrast visual masking model is to select the clearer
regions from source images to merge the image F. 

2.2. QPSO search fusion algorithm

Quantum particle swarm optimization algorithm is inspired by the concept and principle
of quantum computing, which has stronger search ability and quicker convergence
speed than conventional evolutionary algorithms. In a quantum mechanism system,
each single particle has quantum behavior. Different from PSO, a quantum bit is used
as probabilistic representation of particles, defined as the smallest information unit.
By the action of a quantum rotation gate, particles can be in any linear superposition
state of 0 and 1, but not only in the normal state 0 or 1, which increases the population
individual diversity [8, 9].
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In the standard particle swarm algorithm, particles converge to a rail form. It is
easy for particles to search at a fixed area with limited speed. While in quantum particle
swarm algorithm (QPSO), the search range is the whole quantum space. Particles can
search the whole feasible solution space with a certain probability. In evolution
equations of QPSO, the velocity vector is omitted. So it is easy to control with fewer
parameters [10]. 

The steps of QPSO method are presented as follows:
1. Initialize the population of a particle swarm and the position of each particle.

Determine the proper population number W  and initialize the position of each particle
by a stochastic method. The individuals of the population consist of two parameters
corresponding to length m and width n of the optimal block size for the desired
fused image. Suppose for an image of size M×N, the search range is (1, M – 1) and
(1, N – 1) in simplicity, so the position of the i-th particle Ci is coded as follows,
composed of block’s length and width:

(3)

where u refers to the position row code length (of size log2M ), v refers to the position
column code length (of size log2N ), and i  belongs to a range of [1, W ] [6].

2. Evaluate the population and calculate each particle’s fitness value. First, the input
images A and B are divided into non-overlapping blocks with the size of m×n. After
applying a contrast visual masking model for each corresponding block of the source
images, calculate the fitness value of the fused image by employing the spatial fre-
quency (SF). The larger SF is, the more advantageous the corresponding particle’s
position is, and the more possible to search its surrounding areas it is.

3. Use QPSO search strategy to find new solutions. In the quantum particle swarm
optimization problem, in D-dimensional space with W particles, the i-th particle’s
position at the (t + 1)-th iteration is updated by these following equations:

(4)

(5)

where mbest showed in Eq. (6) denotes the mean value of personal best positions of
all particles;  is the local attractor, which is calculated as Eq. (7). The parameter β
is called the contraction-expansion coefficient, which can be tuned to control the con-
vergence speed of algorithm. It is defined in Eq. (8). Parameter μ is a random number
distributed uniformly on [0, 1]

(6)
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(7)

(8)

where W is the number of individuals in a population; ϕ is a random number distributed
uniformly on [0, 1];  and  represent the personal best position and the global
best position in the t iteration; maxiter is the biggest population iteration times, and
count is the current iteration time. Figure 1 shows how mbest and pi update in detail.
Each bit of mbest is determined by the number of 0 and 1 in the corresponding bit of
personal best. If the number of 0 is more, the corresponding bit of mbest is 0, or it
denoted by 1.

4. Check whether the predefined stopping criterion is satisfied. If so, stop the algo-
rithm and output the result, otherwise run to step 3. Here, the terminate condition is
met when the operation reaches the maximum iteration, or the ratio of an average
fitness value of present population to that of parent population locates in the inter-
val [1, α ]. The choice of α should ensure a good convergence speed of the algorithm
and avoid the premature. In image vision applications, the optimal value of α is 1.005.
The folding operation times are no more than log2(MN /4) [6].
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Fig. 1. Update of mbest and pi. 
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5. Choose the optimized blocks to reach the best effect. Figure 2 illustrates the block
diagram of the proposed multi-focus image fusion scheme.

The detailed procedure of QPSO search strategy is described as follows:
Initialize the population size, the positions, the dimensions of

the particles and the greatest folding operation times
For t = 1 → maximum iteration

Compute the mean best position mbest of the population
For i = 1 → population size W
Compute the fitness function of each particle, respectively
Update the individual best position Pi and the global best position Pg
For j = 1 → dimension D
Calculate the local attractor pij

t

Update the position of particle
End for
End for

Judge whether the terminate condition is satisfied, if satisfied,
exit the loop

End for

3. Evaluation criteria

To evaluate the overall performance of all the used algorithms on multi-focus image
fusion, different assessment methods are studied in this paper to make the quantitative
comparison that measure the quality of fusion image objectively. Metrics are used that
can either employ or not employ a reference image. Moreover, time is employed as
an important evaluation of the efficiency of fusion methods. Consider R  is the reference
image and F is the fused image. A and B are the two source images, respectively. They
are all of size M×N. F(i, j ) is the gray value of pixel at the position (i, j).

3.1. Root-mean-square error (RMSE) [11]

RMSE is the most valuable performance evaluation criterion when the reference image
is available. It is defined as

(9)

If RMSE equals 0, it corresponds to perfect image reconstruction. Namely, the fused
image is a perfect image, which has been achieved through accurate reconstruction of
multi-focus images to the reference image.

3.2. Spatial frequency (SF) [12]

Spatial frequency indicates the overall active level of an image. At the same time it
represents minus details of contrast and texture commutation characteristics. Spatial
frequency could be used as a measure to quantify the clarity of image, which could
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be calculated through the mean-square root of the spatial row frequency (RF) and
the spatial column frequency (CF) as follows: 

(10)
where 

(11)

(12)

Usually, a larger SF indicates that the image is clearer.

3.3. Energy of gradient (EOG) of the image [12]

Image gradient energy reflects the image gradient information. And, to some extent,
it can be used to characterize the image characteristics and clarity gathered. The formu-
la EOG is as follows:

(13)

Generally, the image is better with a larger value.

3.4. Mutual information (MI) [3]

Mutual information is a metric that measures the dependence degree of two images.
It is defined as the sum of mutual information between each input image and the fused
image

(14)

(15)

Thus the image fusion performance measure can be defined as

(16)

where pAF is the jointly normalized histogram of A and F ; pA and pB are the normalized
histograms of A and F, respectively. The mutual information IBF is similar to IAF .

SF RF2 CF2+=

RF 1
M N×

-------------------- F i j,( ) F i j 1–,( )–
2

j 2=

N

∑
i 1=

M

∑=

CF 1
M N×

-------------------- F i j,( ) F i 1– j,( )–
2

i 2=

M

∑
j 1=

N

∑=

EOG Ix
2 i j,( ) Iy

2 i j,( )+
j 1=

N

∑
i 1=

M

∑=

IAF pAF i j,( )
pAF i j,( )

pA i j,( )pF i j,( )
------------------------------------------log

a f,
∑=

IBF pBF i j,( )
pBF i j,( )

pB i j,( )pF i j,( )
------------------------------------------log

b f,
∑=

MIF
AB IAF IBF+=



686 ZHANG LE et al.

It indicates that MI measure reflects the total amount of information that the fused
image F contains of A and B. Generally, the larger MI value is, the better the fusion
result will be. 

3.5. Transfer of edge information QAB/F [3]

The QAB/F is a metric which considers the amount of edge information transferred
from the input images to the fused images. This method uses a sobel edge detector to
calculate the strength and orientation information at each pixel in both source and fused
images. QAB/F is defined as follows:

(17)

where ;  and  are the edge strength
and orientation preservation values, respectively. QBF(i, j ) is similar to Q AF(i, j ).
wA(i, j ) and wB(i, j ) are the influence parameters of Q AF(i, j ) and QBF(i, j ),
respectively. The dynamic range of QAB/F is [0, 1]. A larger value implies better
quality, and the ideal fusion should be QAB/F = 1.

4. Results and discussion
Experiments are performed on several sets of images to evaluate the proposed fusion
algorithm and other typical methods. Both artificially produced and naturally acquired
multi-focus images have been experienced by seven different fusion methods. All
experiments have been done in a machine with Intel Core 4 processor 2.99 GHZ with
2 GB memory. The version of simulation software is Matlab 8.01.

4.1. Fusion of artificial multi-focus images

This experiment is conducted on a set of 8-bit gray level 256×256 sized images in
Fig. 3 without overlapped blurred regions. It is assumed that they are fully registered
before fusion. The house source images are focused either on the top or the bottom.
A reference image is used to assess the quality of fusion image. It is hard to subjectively
find the difference of fusion results among the seven algorithms. So we use RMSE to
evaluate the overall performance of the different algorithms, and use SF, EOG to
evaluate the definition of the fused images. In addition, MI and QAB/F are employed
to measure the transferred information obtained from source images. What is more,
time is used as another important critical metric to test instantaneity of different
methods.

Table 1 shows the fusion results of DWT, CT, NSCT and NSCT-PCNN methods.
Considering the randomness of GA, BPSO and QPSO methods, 100 repeated runs are
performed, and the average results are summarized in Tab. 2.
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In Tables 1 and 2, we can see that the fused images of DWT, CT, NSCT and
NSCT-PCNN all have some small errors according to RMSE, while QPSO as well as
GA and BPSO methods can accomplish absolute restoration with RMSE = 0. Fur-
thermore, when compared to the average value of RMSE, QPSO achieves the smallest
value. That is to say, the proposed method is a satisfied fusion technique with smaller
error. According to EOG and SF, there is not much difference among all used methods.
However, the indexes MI and QAB/F indicate that GA, BPSO and QPSO performance
is more advantageous than the former four methods in obtaining information from
the source images. That also means, QPSO improves the convergence ability. We can
see that NSCT and NSCT-PCNN methods are the most time-cost; QPSO has the fastest
execution speed. In house images test, QPSO improves 50.1% speed of GA and
46.5% speed of BPSO.

4.2. Digital camera multi-focus images application

In practice, images are usually captured by digital cameras. As the limited depth-of-
-field, it is often not possible to get an image that contains all relevant objects sharply
focused. And the multi-focus digital camera images are usually not registered. So it is
an important issue to study multi-focus image fusion of digital camera images.

In this section, the experiment is performed on a set of images acquired by a real
lens. The toy images (size of 512×512) are as shown in Fig. 4. It is without a reference
image. Table 3 presents the fusion results of DWT, CT, NSCT, NSCT-PCNN, GA,
BPSO and QPSO methods.

As illustrated in Table 3, we can see that QPSO performs excellent fusion and has
the fastest speed. In indexes MI and QAB/F, QPSO gets larger value as well as GA and
BPSO methods, which means it can extract more legible information from source
images. According to the other four evaluation measures, the fused image definition
of QPSO method is either better or worse than the other methods. It is proved that
QPSO method achieves satisfactory performance from both the visual and statistical
standpoints. From Table 3, we can see that the run time of QPSO method is 0.3407 s,
which is the shortest. Compared with other methods, it decreases by 14.95%, 93.88%,

T a b l e 3. Objective fusion performance. 

Evaluation metrics
Algorithm EOG SF MI QAB/F Time [s]
DWT 220.9301 29.6432 6.3561 0.6813 0.4006
CT 218.1479 29.4559 7.1671 0.7203 5.5720
NSCT 219.4097 29.5405 7.1036 0.7225 433.6872
NSCT-PCNN 214.5736 29.2129 7.3271 0.7283 317.9738
GA 213.5696 29.1451 8.6779 0.7567 1.1224
BPSO 214.2117 29.1887 8.6728 0.7557 0.8592
QPSO 213.4527 29.1371 8.6874 0.7567 0.3407
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99.92%, 99.89%, 69.64% and 60.35% of DWT, CT, NSCT, NSCT-PCNN, GA and
BPSO, respectively. These data demonstrate that QPSO is an excellent optimization
technique with high speed.

5. Conclusions

In this paper, a new intelligent particle swarm search strategy QPSO is presented and
applied in the field of multi-focus image fusion. The proposed method is a variant of
basic particle swarm optimization inspired by quantum mechanism, especially with
stronger search ability and accelerated executing speed. Several artificial and digital
camera multi-focus images are employed in experience to analyze the performance
of QPSO. When compared with the previous methods, we use objective definition
measures to evaluate the fusion performance, and time to compare the instantaneity of
methods. The experience results of artificial image fusion show that QPSO method
can realize absolute restoration with zero error, when compared to the reference
images. Besides, the digital image fusion results demonstrate that QPSO method can
optimize fusion of multi-focus image. And both kinds of experience show QPSO has
superior execution speed. So we can conclude the proposed method is an adaptive and
reliable image fusion technique with high speed and high accuracy.
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