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Direct Recovery Problem in Incoherent Imaging**

The d irect recovery problem , as form ulated in  the in troduction  below, was first considered in  the  papers 
[ l] - [4 ] .  In  particu lar th e  paper [4] was devoted to the developm ent of a general m ethod of reconstruction  of the  
image and object in tensity  d istribu tion  for incoherent imaging, based on w hat is called here the  incoherent approx i­
m ation. The present paper is a generalisation of [4] in the sense th a t the  p a rtia l coherence in troduced  by the 
im aging system s is taken  in to  consideration. For the sake of sim plicity th e  recovery problem  has been restric ted  
to  the case of no a priori inform ation about the object.

I. Introduction

In a large class of optical imaging procedures 
the goal is to improve the analysis of the in­
formation content of some optical objects. 
Thus, instead of analyzing the object, we 
analyze its image, hoping that the latter is 
better matched to our actual equipment, than 
the object itself. However, as the information 
of interest is in the object space rather than 
in the image plane the question arises: what 
information about the object may be obtained 
from the image and to what accuracy. There 
is a variety of possible approaches to this 
question starting from traditional problems 
of image assessment to such modern techniques 
as image processing or character recognition***. 
A common feature of almost all the approaches 
is that the image is usually assumed to be 
given in the sense that its intensity distribution 
is known at all the image points. This assum­
ption does not meet the typical experimental 
conditions of image determination, as the latter 
is generally limited by two factors: 1) it is 
possible to collect only a finite number of data 
about the image as a result of its scanning by 
an appropriate device; 2) if the data are asso­
ciated with a particular set of points in the 
image plane (defined, for example, by positions 
of the scanning system with aspect to the 
image), they are not identical with the image

* A ddress: In s ty tu t F izyki Techniczuej Poli-
techniki W rociawskiej, W roclaw, W ybrzeze W yspiaii- 
skiego 27, Poland.

** The work done during the au th o r’s stay  a t The 
In stitu te  of Optics, U niversity  of Rochester.

*** F or lite ra tu re  see, for exam ple, [5],

intensity at those points****. Thus, the image 
is practically given in the form of a definite 
set of measurement results associated with 
a definite configuration of the properly chosen 
points in the image plane. We will call this 
association-measurement representation of the 
image.

As this measurement representation of the 
image is not identical with the image intensity 
distribution, the latter must be recovered in 
some way. Thus, in a more realistically for­
mulated recovery problem with measurement 
representation as a starting point we must 
recover both the image and the object. This 
approach will be called direct recovery problem, 
to emphasize the fact that the recovery pro­
cedure will start directly from the results of 
measurement and not from more or less spe­
culative image intensity representation of 
usually unknown accuracy.

Three approaches to the solution of the direct 
recovery problem for incoherent imaging were 
developed in papers [2 ]—[4 ] on the base of the 
terminology proposed in [4]. There the object 
was assumed to be incoherent and the treatment 
was approximate as the partial coherence 
in the image was ignored. The purpose of the 
present paper is to generalize the method 
developed in [4] by including the partial

****The relationship between the results of m easure­
m ent at a p articu la r position of the  scanning system  
and the in tensity  a t the corresponding po in t in  the im age 
plane may be d ifferent for different models of the 
scanning system . A particu lar construction  of the 
scanner m ay allow, th a t  th e  results of m easurem ent 
m ay he closer to  th e  said po in t in tensity , th a n  the 
others. However, the iden tity  is never possible.
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coherence into consideration. The other goal 
will be to discuss the accuracy of reconstruction 
and obtain some explicit formulas for its 
estimation. Finally, the role of the a priori 
knowledge about the object, available before 
measurement in the recovery procedure and 
its influence on the reconstruction error will 
be quantitatively evaluated.

Π . Notation, Terminology and Problem 
Formulation

Before describing the recovery procedure 
it is convenient to develop terminology for the 
experimental situation shown in Fig. 1. There, 
an unknown incoherent object with the in­
tensity distribution I  {a), located in the plane 
P 0 is imaged to the plane P  by an optical 
system B  (referred to below as imaging system) 
producing the image I im(p). Next, the latter 
is being scanned by an observing system 
consisting of the imaging part C, producing 
image of I lm(p) in the plane Q, where an 
integrating element E  is located. The integrating 
element E  is considered to have the property 
tha t the whole light flux falling on it is being 
absorbed and changed into a signal of different 
nature (current, voltage or others). For the sake 
of simplicity we will use the following notation 
(see Fig. 1)

a =  (α,β) — radius vector in the object 
plane P 0,

da =  άαάβ,
P =  (p, q) — radius vector in the image 

plane P,
dp =  dpdq,

a = (a, b) — position vector of the obser­
ving system,

u = (u,s) — radius vector in the obser­
vation plane A,

du = dudv,
z1z2 — object and image distances for ima­

ging system,
z\z." — object and image distances for obser­

ving system.
Under these circumstances the mechanism 

of measurement result creation in a fixed po­
sition a of the observing system with respect 
to the examined image may be described as 
follows:

As a result of imaging by the system B  the 
incoherent object intensity distribution I ob(a)

E

Fig. l

is transformed into mutual intensity distri­
bution (see, for example, 6)

riPnPz) = D /  I{a)Kim[----- 1----- \
p o \ ζι  ζ ι I

x K * J ^ + - ) < T a ,  (1)
\ *i zi l

I P i  e  \where K im I---- 1------1 is the amplitude spread
\ Z 1 Z 2 !
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function* of the imaging system and

denotes its complex conjugate taken at a 
different point. The quantity D is of the form

/  | \
where D' =  G'{A[, A2, z% z2, A) exp ik I ----— f

\ 222 /
with inclination factors A 1 and A2 of the obse­
rving system considered as constants, and

D" = D G.

T* m  * Λ **(ΡΪ-ΡΪ)-D =  £(Aj, Λ» «2) ^)exp----- --------,

where inclination factors A x and A2) the 
wavelength λ, and consequently the wave 
number k are considered to be constant.

Hence, the image intensity distribution I im{p) 
may be readily found by setting in (1) p x = p 2, 
which yields

/ im(P) =  G f I ob{a)\Klm ( ^ -  -  — \ l*da =

=  G f  I ob(a)<p(jp, a ) d a ,  (2)
Po

where <p(p,a) is the intensity spread function 
of the imaging system. Transformation by the 
observing system is more complicated and two 
steps may be distinguished here:

Again, the intensity distribution I ( u ,a )  in 
the observation plane Q for the established 
position of the observing system is obtained 
by setting in (3) p 1 = p 2 = p.  Hence

/(« ,« >

x £ ,m( A  + 1 ) e i p t t ( P , - ) ‘ + ( P - ) °
\ *2 zL / 2zx

M l +V M 1 +%"*·)} <«
X d a d p ^ p i ,

where G" =  G-G'.

(B) The second step.

(A) The first step.
Because of the partial coherence in the image 

introduced by the imaging system B  it is mutual 
intensity Γ (ρ 1, p 2) rather than intensity I im(p) 
that is subjected to transformation by the 
optical part C of the observing system located 
a t the position a with respect to the scanned 
image. Thus, the resulting mutual intensity 
in the observation plane Q is given by

Γ(«,, w2, a) =  H* 1 J Ja P m P j)

Γ-, (P i-e )2- ( P 2- o ) 2·]
expr  — a*,— J

x κ [Zv -1- P'~a\ XT* ( *  P ^ - a \l
obeU  2? ) \  z°2 n z\ 1 j

X dp,dp2 =  D " f  J {  I ohCa)Klm

p 2- « \|
x * o b e +  9  z? ) K°ba ( +  "«·  )|
X d a dp  ̂ ^ 2, (3)
* The form  of am plitude spread function used in

(1) implies assum ption of sta tio n arity . All the  trea tm en t 
is essentially tru e  w ithou t th is  assum ption as will be
po in ted  ou t below.

Only that part of the intensity distribution 
I ( u ,a )  in the observation plane Q, which falls 
within the element E, contributes to the mea­
surement. This means, that the actual result 
of the measurement registered by the observ­
ing system at the point a is

x(a) = J  I ( u ,a ) d u .  (5)
E

Substitution of (4) into (5) gives

x

x{a) =  G" f f  f  I ob(a)Kim^ ~  +  

/ «  P i ~ » \ „  ( »  , P i ~ a \
obeU ° / ob8\ 4  ' z\ )

X dadp1dp,du.

Defining

r ,7(Pi—<*)2 — (p2—a)2(p{pi —a-ip 2—a ) = j t t p i k ^ -  
E

2 z\

_  j u  P i  — a \ l u  p 2 —a \  _

x oba\ z l  + ^ ~ j KobB\ 4  + ^ r ) dw’

( 6 ).
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we will call φ(Ρί — a , p 2 —a) an incoherent 
instrumental function. Note that the incoherent 
instrumental function* completely characterizes 
the observing system including the integrating 
element. Thus, the result of measurement may 
be presented in the form

x(a) = G" i f  I oh(a)Kiml—  + ]
H 0 Zi! (7)

X K 'r i— -  —) Φ (Pi - a , p 2 -  a) dprdp2 da,
\ *2 *1 /

where the roles of the imaging system and 
observing system in producing the x(a) are 
easily distinguishable.

Now, let the function x(a) for all (a)eP, 
being the measured representation of the
image I im(p), obtained by scanning it with
the observing system, be called the observed 
image to distinguish it from the real image 
I lm(p). Let the value x(ak) for fixed (ak) be 
called the observed image point, while the
corresponding value of the image intensity 
I im(a)k is called the real image point. Then, 
the recovery problem may be roughly formula­
ted in the following way:

1. Given (in certain sense, for details see 
the next section) an observed image x(a), 
we wish to recover (in the corresponding sense) 
the real image Zim(p). This problem will be 
called the direct recovery problem of the image 
intensity distribution.

2. Given (as above) an observed image 
x(a), we want to recover the object intensity 
distribution / ob(a). This problem will be called 
the direct recovery problem of object intensity 
distribution.

Both the recovery problems are closely related 
to each other, so that they should be considered 
jointly rather than separately. It is only for 
the sake of simpler presentation that we discuss 
them separately.

III. Direct Recovery Problem of Image 
Intensity Distribution

about the object is available before the measure­
ment. Then, from (7)

x(a) — D" f  [  I„u(a)Kim( Pl > -
H n *1/

* / » 2 a \ — _  _  .
X h-im| —  H---- 1 φ{ρι — α, p 2—a)dp1dp2da

\Zl «2/
and as can be easily seen from this formula, 
there is no immediate relation between the 
observed image x(a) and the real image I im(p) 
given by (2). There are two possible ways of 
directly relating x(a) and Zim(p) both at the 
expense of accuracy of the treatment. The 
first one consists in ignoring the partial cohe­
rence in the real image and was considered 
in [4], where a detailed solution was given. 
The other possibility consists in assuming that

φ ( Ρ ι - α , ρ 2- α )  =  δ { ρ 1 — ρ 2)

and setting p  = a in (2). Then

®(«) =  l im(a). (8)
However, the last approach is physically 
unrealizable though it contains suggestions 
on how to construct the observing system 
to get the observed image as close to the 
recovered real image as possible.

We will consider the recovery problem as 
given by equations (7) and (2) without any 
artificial simplifications.

There are at least three possible approaches 
to the problem of the real image recovery:

a. Integral approach: Given the observed
image x(a) for all points (a)eP, recover the 
real image l lm(p) for all points (p)eP.

As there is no immediate relation between 
x(a) and I im{p) the problem splits into two 
parts. The first one consists in solving the 
integral equation

with 

B(a, a)

x{a) = G" J  I oh(a)B(a, a)da

XΦ(Ρι~α , p 2 — a)dp1dp2,

(9)

In this section we will solve the image reco­
very problem for the case, when no information

as the kernel and I oh(a) as the sought function 
7im(P) may be determined by substituting 
I oh(a) obtained as a solution of (9), into

* F or detailed in te rp re ta tion  of its  physical m eaning 
see [1], where a special case, obtained by neglecting 
p artia l coherence in imago I lm (p), is discussed.

2

da.
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However, this problem cannot be solved strictly 
for many reasons. Firstly, from the experi­
mental point of view x{a) can be determined 
for a finite* number of points (%), k = 1, ... 
. . . , N <  oo rather than for all (a)eP , though 
an interpolation procedure may be applied to 
obtain approximate representation of x(a) 
in the plane P. Secondly, from the mathematical 
point of view it is necessary to prescribe some 
analytical properties to I oh{a) like continuity 
and boundedness to make the problem solvable. 
This requirement may not be met by a real 
object. Thirdly, there exist only approximate 
methods of solution of (9), which may be used 
in this case (see [7]—[9]). Summarizing, the 
approximation of a solution in this way obta­
ined is very difficult to evaluate, which makes 
the problem of theoretical rather than practical 
interest. A solution of this integral approach 
based on variational methods was obtained 
in [2] for a special case obtained by neglecting 
partial coherence in the image.

b. Local approach: Given a single observed 
image point x(a„), find the corresponding real 
image point Zim(a„). This problem can, in 
principle, be treated (see [3] for the said 
special case), but practically, it is never neces­
sary to estimate the real image point I im(a0) 
on the base of one observed image point x(a0) 
only, without investigating its surrounding. 
Thus this formulation is somewhat artif­
icial.

c. General approach: Given a finite set of 
the observed image points x(ak) for (ak)ea, 
k =  1, . . . ,  N , where σ is a part of the image 
(of particular interest) chosen for reconstruction. 
Recover the set of the corresponding real 
image points I im(ak) k =  1, . . . ,  N  and Zim(a),
(a)e(T.

The last approach is in some sense more 
general, when compared to those defined in a) 
and b). Namely the local approach can be obta­
ined from it by letting N  = 1, while the integral 
approach is received, when σ — P  and N  - - oo **. 
The main advantage of this formulation consists 
in the fact that it is both physically pleasing 
and free of formal difficulties associated with 
integral approach. For these reasons we restrict

* S trictly  speaking we can do scanning continuously 
along a lino b u t not across a tw o-dim entional region.

** S trictly  speaking the N  m ust go to infin ity  so
th a t  all the  scanning spot distances tended to zero.

our attention to the recovery problem as for­
mulated in the general approach. A method 
of its solution will be the subject of the next 
section.

IV. Method of Image Recovery

As has been mentioned above we are con­
cerned with the image recovery for the case, 
when no a priori information about the object 
intensity distribution Zob(a) is available before 
the measurement. The method of recovery 
suggested below consists in considering some 
extreme situations in the object region δ = 
o'/yL? where ylra is the magnification of the 
imaging system, which are consistent with the 
given set of the observed image points x{ak) 
k = 1, N, and which determine the maximal 
and minimal possible a posteriori values of 
the real image points I im(ak), k = 1, N. 
Denoting them by Zgfx(afc) respectively, we can 
accept their average values

f.m(«*) =  K ^ i r X)(«t ) +  iim n)(%)]
k = 1, . . . ,  N  (10)

as recovered real image points, while the values

A I M  =  - / Ι , 'Γ ’Κ )  ] (11)

as the measure of the maximal possible a po­
steriori error of reconstruction.

To determine the upper bound values Zi<j"ai) 
(ak) of the real image points l im(ak) consistent 
with the given set of the observed image points 
x{ak) k = l , . . , N ,  it is natural to assume 
that the intensity in the object region σ is 
concentrated in the points (ak), which contri­
butes mostly to the corresponding observed 
points. For the sake of simplicity we shall 
assume*** that the points (ak) are related to
(«*) i»y

i.e. are identical with the gaussian points in 
the object plane, optically conjugated with 
the scanning points ak. This implies that the 
object intensity distribution is of the form

*** For the m ajority  of real im aging system s it m ay 
be too rough an assum ption because of d istortion  b u t 
the corresponding correction is s tra igh t forward.
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( 12 ) (14a)/„b(«) = Σ <!ηδί'α -a»)j
where c„ are unknown coefficients.

To determine the lower bound values /J™1"1 (ak) 
of real image points I lm(ak), still consistent 
with the same observed image points x(ak) , 
we shall assume that the intensity in the object 
region <5 is concentrated at the points ak being 
located in-between the set of the points ak, 
as may be seen in Fig. 2. This implies the object 
intensity distribution to be of the form

Fig. 2
A. Region a chosen for reconstruction  in  th e  image 

plane. 0 -point of intersection w ith  op tical axis
B. Corresponding region a/y*m in th e  object p lane P 0.

«fc =  ak/Yim 

N
U f a  = 2 ’c»<5(«-4), (13)

71=1

where c'n for « =  1 , . . . ,  A, is another set of 
unknown quantities.

In  order to evaluate cn and c'n in a unique 
way we substitute successively (12) and (13) 
into (7) for a =  ak k =  1, . . . ,  N. After a rear­
rangement we obtain

N

n(»k) = X C"Bnk
n = 1

k =  1, . . . ,  N
N

®(<ik) = 2 CnK k  (14b)
n= 1

where*

Bnk =  B(an, ak) = j  δ ( ά - α η)Β(α , ak)da (15a) 
'o

B'nk =  B(an, ak) =  f  δ ( α - α η)Β(α, ak)da (15b) 
''o

and B(a, ak) is defined by (9) for a =  ak.
Let us call the matrices of the equation 

systems (14a) and (14b)

Bnk and B'nk

the upper and lower bound reconstruction 
matrices for the incoherent imaging respectively. 
The matrices contain all the information about 
the imaging and observing systems necessary 
for reconstruction. From (9) and (15a, b) we 
have

x φ ( Ρ ι - α Ιί, p 2- a k)dpldp2 (16)
and

x <f>(pl - a k, p 2- a k)dp1dp2.

Thus, the information required on the part 
of the imaging system has been reduced to 
the knowledge of amplitude spread function 
around the object points an and an, while the 
observing system is represented by its instru­
mental function centered at the scanning points 
ak. The physical meaning of the matrix ele­
ments Bnk and B'nk may be easily deduced 
from (14a and b). They are simply measures 
of the relative contributions to each observed 
point x(dk) from each object point an and an 
respectively, when the object intensity coeffi­
cients c„ and cn are normalized to 1. The 
solution of the linear systems of equations (14a) 
and (14b) with respect to cn and c„ is straight­
forward. The roots are simply given by

* The in tegration  in (15) over th e  definite region 
Γ0 im plies th a t an e δ (Γ0 w hich is in accordance w ith 
our trea tm e n t of th e  recovery problem .
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(20a)

c N

Β ι , ι  > · ·■ · > B, „ .  j , a · , , B j . n + I » ■ · · , B 1 J f

B y ,  1! · • · > Β Λ- B_ j , /  γ , B j v .n + 1 1 · · ■ > B v  v

l{B n,*}|
(17a)

B,., 1 · · · ι Β1η_1 > ·®ι> Bln+1, · · · > Β1Λ·

B y ,  !>··■> Β ν ,π - 1 1 X N 1 Β χ , η  i n  " · ) ^ ν , ν

(17b)

where xk = x(ak), fc =  1, JV. The notation 
c'n and c'n takes into account the fact that 
the recovery in the region a under consideration 
is limited to N  measurements. I t may be 
interesting to notice that in consequence of 
linearity of (14a, b) the recovered values 
and c 'f  have been determined uniquely by 
x 1, . . . ,  xn, provided that the reconstruction 
matrices B nk and B'nk are nonsingular. In 
particular, if xk =  ... = xN =  0 then c* = c'* 
=  0 for η =  1, . . . ,  N, the result being in 
accordance with the measurement intuition.

Consequently, the extreme possible a poste­
riori distribution of object intensity, consistent 
with the observed image points x(ak), is also 
uniquely reconstructed (within the region σ) 
in the form of equations

N

= Σ<£ b ~a «»)’ <18a>n= I
N

4Ζ °(« ) =  i > ^ ( « - « ; ) .  (tab)
n = l

Substituting (18) into (2) gives two estimations 
of image intensity distribution

I {™ X)(P) =  fP X * \ a )< p (p ,a )d a

N

= Σ  °ηψ(ρ , ®n) (19a)
n = l

and

I ^ H p )  =  J l {X a)(a)<pCp,a)da
p o

N

=  Σ C'n(P(Pl «»)· (19b)

The first of them (19a) has the property that 
at the points p  =  ak the image intensity takes 
the maximal possible a posteriori values 
equal to

Λ’
A'mX>(»k) = Σ  Cnf(<ik, ttn),

η— I

consistent with the x(ak) for h = 1, . . . ,  N, 
while the second reconstruction (19b) takes 
the minimal possible a posteriori values (for 
p  — ak) equal to

.v
Am"“’(«*) =  „α»), (20b)

n = I

the latters being also consistent with the same 
set of the observed image points. Again, 
substituting (20a and b) into (10) and (11), 
we obtain respectively

*«»(«*) =  |  [ i £ “ ’(et )-f

1 N
= an)+c*<P(<*k, «4)1 (21)

h  =  1 ,  . . . ,  N

as the reconstructed real image points cor­
responding to the observed image points 
x(ak), and

AIim(ak) =  ± ^ [ I i r x)(«fc) - ^ in)(«fc)]

1 Λ
=  ±  Σ  icn<P(ak, «„) -  ('nV(ak, an)~] (22)

Δ w-1

as the measure of the reconstruction error. 
I t is worth noticing that in the final formulas 
(21) and (22) the intensity spread function 
is represented only by its N 2 values taken at 
the points ak and an n , k  — 1, N. Howe­
ver, the evaluation of the upper and lower 
bound reconstruction matrices elements Bnk 
and B'nk necessary for the determination of 

and c'nN requires the knowledge of amplitude 
spread function of the imaging system. This 
makes the practical application of the developed 
method complicated by the fact that the lens 
designers do not have methods for exact 
evaluation of the amplitude spread functions 
for the majority of the real systems. However, 
some reasonable approximations may be made. 
If, for example, the imaging systems, as well 
as the optical part of the observing system, are 
good enough to be considered to a good appro­
ximation as diffraction limited, then we have 
exact expressions for their amplitude spread 
function in the case of a circular aperture 
(see, for instance, [6]). The other approximate
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treatment, as indicated above, may consist 
in neglecting the partial coherence in the image 
plane and then the problem is formulated in 
terms of intensity spread functions of both 
the imaging and observing part of the whole 
optical system. The last approach has been 
widely discussed in [4],

Finally, it is important that the formulas 
(19a, b) provide a very natural and convenient 
interpolation procedure to evaluate the image 
intensity in the vicinity of the scanning points 
ak. I t  is obvious to assume I im{p) for (p)ea 
in the form

4 »  =  2 U(r xHp)-\ I (£ n](p)l

n  (23)
=  ^[.θξψ{ρ,~αη) + ο^φ(ρ

n = 1

Note that strictly speaking the error of this 
representation of image intensity distribution 
is unknown except for the points p  = ak. 
However, in the most cases it may be assumed 
that the error of the reconstructed values of 
I im(p) at all (p) within the region contained 
between any four closest scanning points 
does not exceed the value of the largest error 
for those four points.

as limiting cases (see Eq. (18a, b)). One of 
those distributions, which seems to be more 
adequate to the common intuition, is the half­
tone screen object representation, which may 

be easily obtained from (18) in the following 
way.

VI. Method of Object Recovery Involving 
the Half—Tone Screen Approximation

Let the region θ =  σ/γ -m in the object space 
be divided into small cells 6k centred at the 
points (ak) (see Fig. 3a) or into cells θ[. around 
the points (ak)' (see Fig. 3b). Now, let the object 
intensity, concentrated at the points (ak) and

V. Direct Recovery Problem for Object 
Intensity Distribution

When developing the method of real image 
recovery, we have uniquely determined two 
object intensity distributions, which were pre­
sumed to be the extreme possible a posteriori 
situations still consistent with the given set 
of the observed measurement points. Thus, 
we have shown that if no information about 
the object was available in the examined region 
before measurement, we are forced to admit 
a vast class of possible a posteriori object 
intensity distributions contained between

n = 1

and

4rn)(«) = ^̂ '<3(0-4)
n = l

A. Regions 0k of tho upper bound halftone screen
B. Regions of the lower bound halftone screen

uniquely determined by the upper bound 
reconstruction procedure, be spread in some 
way over the corresponding regions 0fc. If we 
assume a uniform spreading within the regions 
0k, then the resultant intensity within each 
of them may be described as follows:
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Job[(®)e(y*> ■■■>*»)

0k
k = 1, N .  (24a)

By applying the same procedure to the lower 
bound recovery, we get from (18a)

f ob[(e)e0*/a?, ···, .̂v) =  y  fc 'k '*(a- a'k)da
‘  «*·

C;N
=  y  * = 1 , . . . , - ^ .  (24b)

As the object intensity distribution, recovered 
to the half-tone screen approximation, we can 
assume either

I  oh ( (« )e f l/® , ■··, '*w) =
* xv,  c,y (25)

=  2 j [( «) e °klXi
k I *=1

or

,evcc
ck for (a)eO’k
0 otherwise ’

we can simplify the formulas (25)-(27) for the 
case, when 6k =  0k = θ0 for k =  1, . . . ,  N.  
Then (25), (26) and (27) become respectively

ίοΐ[(«)Ε^ ι · · · ! % ] = 7  V i ,  (25a)
*=i

.v
f»b [(«) - »;/*, · · ■, % ]  -  y  <>**, (26a)

ϋ

N

hh  [ ( « ) « » ] -  “  2 (if̂  +  c'kN) ’ (27a)
“ 0 fc--l

I t  is easy to notice that formula (27a) is equi­
valent to dividing each sampling cell 6k (or 0'k) 
into four equal parts and taking the average 
value of overlaping functions ck and ckw in 
each of them.

•fob {(a) € 0/x , . . . , Χχ) —
N

^ T o b  [ ( « ) £ 0 * / * , · · · , ® Α ’] =
k  = 1

or finally

f » b ( ( « M )  =

V , v
y  ck

Z j  e’kk= l

(26)

=  f o b  [ ( « }  eO/x,. . . ,  xN~\ + T ob [ ( o )  tO/x, . . . ,  a y }

v K λ **

I r i  \ °k O’k
(27)

v »v. ck ckNote that as the expressions - and are

functions of (a) of the type
0k Ok

4  |1 <$IOk for (a) e 6k;

Ok 1° otherwise

_  I1 c f i o ’k for (a)edk

O'k lo otherwise

The summation in (2f>)-(27) consists in adding 
rectangular functions rather than constant 
values. Considering ck and c',:s as rectangular 
functions of a given by

X _ \ ck for (a)eOk '
10 otherwise

VII. Concluding remarks

The goal of the present paper was to suggest 
a method of solving the direct recovery problem, 
consisting in both the image and object re­
construction starting with their measurement 
representation. For the sake of simplicity we 
have restricted our consideration to the case, 
when no a priori information about the object 
is available before the measurement.

There are two points which should be em­
phasized here.

Firstly, even if there is absolutly no a priori 
information about the object the image reco­
very may be succesfully considered in a reaso­
nable way and the recovered image represen­
tation (23) is physically pleasing. In  contrast 
to that the reconstructed object representations 
(18a, b) are almost implausible. The alternative 
object representations (25), (26) and (27), 
obtained by assuming the halftone structure 
of the object, seem to be more appealing. 
However, the said assumption can not be 
rigorously justified in the case of the complete 
a priori ignorance.

Secondly, this unfortunate situation results 
in the fact, that no theoretically satisfactory 
measure of the object reconstruction error
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can be obtained. This is again in contrast to 
the image recovery where the formula (22) 
for the maximal a posteriori reconstraction 
error at the image points (ak) is physically 
pleasing.

This means that also in the direct recovery 
problem as formulated in this paper almost 
no information about the object intensity 
distribution can be gained without some a priori 
knowledge about it; the fact being well known 
in the literature for the differently (and as 
a rule less realistically) formulated recon­
struction procedures.

Fortunately, in practice we are never in 
a position of absolute a priori ignorance. Almost 
always the up to now experience would suggest 
what kind of choice should be taken among the 
available object representations, even if we 
have no quantitativly expressible arguments 
to justify this selection. For instance we would 
accept the representations (25)-(27) rather 
then those expressed by the formulas (18a, b).

For this reason the influence of the a priori 
information on the recovery procedure and its 
accuracy should be carefully discussed. We 
will give an analysis of the subject in the next 
paper.

Probleme de la reconstruction immediate dans l’image 
incoherente

Le problem e de la  reconstruction im m ediate sous 
la  form e donne dans l’in troduction  a ete etudie pour 
la  prem iere fois dans les trav au x  [ 1 ]—[4]. E n  p a r ti - 
culier, le travail [4] a ete consacre a la  m ethode gene- 
rale  de reconstruction im m ediate de la  d istribu tion

d’in tensite  dans l’objet e t dans l’image en approxi­
m ation dite incoherente. Le p resen t trav a il est une 
generalisation du  problem e traitis dans [4]; on y  prend 
en consideration la coherence partielle in trodu ite  p a r 
le system e optique. P our faciliter les considerations 
on se borne au cas ού il n ’y  a a priori aucune inform ation 
sur l’ob je t optique.

IIpo6jieMa HenocpeucTBeHHoii peKOHCTpyKimn npn 
neKorepeHTiioM moSpaxcemiH

Bonpoc HenocpeflCTBeHHoK peKOHCTpyKUHH, κοτορΒίή 
npuBOflHTCH b BBefleHHH, nepBbift pa3 o6cy*AaJTCH b pa6oTax
[1]—[4]. B HacraocTH pa6oTa [4] nocBmneHa 6bina o6meMy 
MeTOfly HenocpencTBeHHoft peKOHCTpyKmui pacnpenejieHHH 
HHTCHCHBHOCTH B Πρβ^ΜβΤβ H H3o6pajKCHHH ΠρΗ Tax Ha3bIBae- 
mom HexorepeHTHOM πρΗδηΐΒκβΗΗΗ. 3 i a  pa6oTa HBJweTca 
o6o6meHncM [4], 3aKJnoHaK>mnMCH b tom, uto yTHTbieaeTcs 
uacTHKHaa xorepeHTHoerb, BBeneuHaji orodpaacaiouiefl ch- 
CTeMofi. /fjiH ynpomemm paccyacfleHuh orpaHHHHJiHCb TOJibKo 
κ cjiyaaio, xoraa Ηετ HHKaKoft ΗΗφορΜΒίρπι o6  onTHHecxoM 
πρβΑΜβτβ.
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