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Various numerical methods were proposed for analysis of the light scattering phenomenon. An im-
portant group of these methods is based on solving the volume integral equation describing the light
scattering process. The popular method from this group is the discrete dipole approximation. Dis-
crete dipole approximation uses various numerical algorithms to solve the discretized integral
equation. In the recent years, the application of the Monte Carlo algorithm as one of them was pro-
posed. In this research, we analyze the application of the Monte Carlo algorithm for two cases: the
light scattering by large particles and by random conglomerates of small particles. We show that
if proper preconditioning of the numerical problem is applied, the Monte Carlo algorithm can solve
the underlying systems of linear equations. We also show that the efficiency of the Monte Carlo al-
gorithm can be increased by reusing performed computations for various incident electromagnetic
waves and the applicability of the Monte Carlo algorithm depends on the particular use case. It is
unlikely to be used in the case of light scattering by the large particles due to computational times
inferior comparing with the other numerical methods but may become useful in the case of light
scattering by the random conglomerates of small scattering particles.
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1. Introduction

The light scattering phenomenon is an important field in both basic and applied research.
The large part of this research is the development of numerical methods that would
facilitate analysis of light scattering in various cases such as light scattering by single
scattering particles with arbitrary shapes and sizes [1–4], scattering by agglomerates
of such particles [5], or scattering by macroscopic size random media [6, 7].

Up to date, various numerical approaches to light scattering problems were devel-
oped. One of them is direct solving of Maxwell’s equations by such methods as finite
-difference time-domain (FDTD) or finite element algorithms [8, 9]. Other approach
is to use the mode-matching method similar to the classical method for solving light
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scattering problem on arbitrary sized spherical particles developed by Mie [2, 10]. This
approach allows us to simulate the light scattering process by both single particles as well
as by the particle aggregates [2].

The research presented in this paper is focused on the approach based on the so-called
volume integral equation (VIE) for light scattering simulations. This method consists in
transforming the Helmholtz differential equation into the integral form using the Green’s
function formalism [2, 10, 11]. Probably the most popular version of the VIE approach
is the discrete dipole approximation (DDA) that was successfully applied to scattering
of light by single particles with arbitrary shapes and sizes [1]. The VIE itself is not
a numerical method but only the equation describing the light scattering phenomenon
that can be solved in more than one way. Usually, the equation is discretized that leads
to the system of algebraic equations. For small problems, these system of equations
can be solved directly using the lower–upper (LU) decomposition. Larger problems
required iterative methods, e.g. the conjugated gradients or the generalized minimum
residual (GMRES) algorithm [1]. One can also exploit the regularity of the discreti-
zation grid to accelerate the iterative solvers using the fast Fourier transform (FFT)
algorithm for matrix-vector multiplication [1, 12].

An interesting approach to solve VIE is the Monte Carlo (MC) algorithm. It is well
known that the MC methods can be used to solve Fredholm integral equations like the
VIE for light scattering problems. This approach has been studied in different fields
of science [13–16]. Also, there are few reported attempts to use the MC algorithm for
light scattering simulation but no actual analysis of its performance and usefulness has
been provided [17, 18]. To the best of our knowledge, the topic of using the MC algo-
rithm to solve VIE in light scattering problems was not deeply analyzed in the scientific
literature. In particular, there is lack of research on preconditioning of the numerical
problem solved by the MC algorithm, which we show to be crucial for its successful
implementation.

At this point, we would like to resolve a possible naming ambiguity. In the light scat-
tering studies, there is another widely used numerical method that also comes with the
name of the MC method [6, 7]. This is a popular numerical approach to solve the ra-
diative transfer equation (RTE) describing the propagation of the radiation in the av-
eraged realization of the random scattering medium. This is a different problem than
analyzing of the light scattering by the VIE that is discussed in this paper. The RTE is
used in the problem of light propagation in the large volume of the averaged realization
of the scattering medium and does not directly concern the wave nature of the radiation.
On the other hand, the VIE is used for analyzing scattering of light on objects with
dimensions in range up to hundreds of micrometers and directly treats the wave nature
of the electromagnetic radiation. Further, in this paper we will use the term MC method
only for a method of solving the VIE. 

The goal of the presented research was to analyze the applicability of the MC method
in the light scattering problems. First, we present the mathematical framework for ana-
lyzing light scattering using the VIE along with the well-known DDA method. Next,
we present the MC algorithm for solving the VIE as well as the convergence criterion
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for this algorithm. We show that in its simplest implementation, the MC algorithm has
a simple physical interpretation of sampling various paths of the electromagnetic wave
scattered by small particles. However, without the proper preconditioning of the numer-
ical problem, the MC algorithm fails to converge for many typical light scattering prob-
lems. Finally, we compare the MC and other algorithms in terms of speed and accuracy.

We conclude that the MC algorithm offers certain advantages over other methods
since it is easy to implement and does not require the storage of large dense matrices
in the computer memory. It can also provide a solution of the scattering problem but
only with limited accuracy that limits its range of applications. The behavior of the
MC algorithm also depends on its specific implementation and the parameters of the
analyzed problem and since that its wide application in studies of the light scattering
phenomenon requires further research. 

2. Description of the numerical algorithm

2.1. Volume integral equation for light scattering problem

The VIE for light scattering problem can be derived directly from the Helmholtz equation

(1)

where r is the position of the point in space, E is the complex amplitude of the electric
field, k0 is the wave number in the vacuum, and n is the light refractive index.

Further part of this paper concerns a conglomerate of small scattering particles in-
side the free space. Therefore, we assume that n2(r) = 1 everywhere besides the interior
of the particles. 

Using the Green’s function formalism, Eq. (1) can be transformed into the integral
form 

(2)

where Einc(r) is the electric field incident onto the particles (e.g. from an external light
source),  is the dyadic Green’s function, U(r' ) is the so-called scattering po-
tential, V is volume, and the integral in Eq. (2) is evaluated over the entire space.

The dyadic Green’s function is given by equation 

(3)

where  is the identity dyadic and  is a dyadic defined by two vectors a and b
[2, 11].

The scattering potential is equal to:
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The detailed derivation and discussion of Eq. (2) can be found in numerous textbooks
on optics and light scattering [2, 11]. Here we just point out a few of its features. First,
Eq. (2) divides the total electric field of an electromagnetic wave E(r) into the incident
field and the scattered field:

E(r) = Einc(r) + Esca(r) (5)

where Einc(r) is the incident field and Esca(r) is the scattered field equal to

 

Secondly, the scattering potential U(r) = 0 everywhere outside the scattering parti-
cles, so the integral in Eq. (2) need to be evaluated only for the volume inside the particles.

2.2. Discretization of the equations

Discretization of Eq. (2) is consists in the division of the volume V for N non-overlap-
ping subvolumes (particles). It is assumed that the particles are small enough, so that
the electric field and scattering potential inside them are constant.

Integration of Eq. (2) for all particles leads to the following equation:

(6)

where Ei ,  Ui , and Vi are the total electric field, the incident electric field, the scat-
tering potential, and the volume of the i-th particle, respectively,  is the dyadic
Green’s function for r = ri being the position of the i-th particle and r' = rj being the
position of the j-th particle. 

Exclusion of index j = i from the sum in Eq. (6) and addition of term 
comes from the fact that the dyadic Green’s function has a singularity for r = r' and this
case needs to be treated separately. A more detailed discussion of this problem is out
of the scope of this paper and can be found, e.g. in works [1, 19].

We further follow the DDA approach presented in [3] where Eq. (6) is being solved
not for the total electric field but for the total polarizations of the particles 

(7)

what leads to the following equation [1]:
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By collecting equations for polarizations of all particles, one can obtain the system
of linear equations that can be presented in the standard form

Ax = B (10)

for

(11)

and

(12)

The MC algorithm is based on Eq. (10) transformed into the different form

x = b + Gx (13)

for G = I – A.
In further part of this paper, we apply the above mathematical formalism to the two

problems. The first problem concerns light scattering by a large spherical particle
(Fig. 1a). In this case, the entire particle is divided into the numerous small subparticles
(usually called as dipoles) for which Eq. (8) is solved. The dipoles are tightly packed
and fill the entire particle volume. The second problem concerns the scattering of light
by a conglomerate of sparsely distributed scattering particles (Fig. 1b). We assume that
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Fig. 1. Geometry of analyzed light scattering problems: light scattering by a large spherical particle (a),
and light scattering by a random conglomerate of small particles (b).
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particles are small enough, so that each of them can be represented by a single dipole.
We show a comparison of solving Eq. (8) for both types of problems using the GMRES
algorithm and MC algorithms. 

2.3. Monte Carlo algorithm for solving the system of linear equation

The system of linear equations in the form given by Eq. (10) can be solved using the
well-known MC algorithm [13–18]. This approach is based on the Neumann expansion
of Eq. (13): 

x = b + Gb + G2b + G3b + ... (14)

By using the MC algorithm, one can obtain a random estimator of the solution to
Eq. (14) by the random sampling of the trajectories of a Markov chain process. Here
we describe the MC algorithm using the analogy to sampling paths of photons scattered
by small particles.

The first term b in the right-hand side of Eq. (14) is simply a polarization of particles
caused by the incident electromagnetic wave. The second term Gb can be interpreted
as a polarization of particles caused by the incident wave scattered only once by each of
the scattering particles. The third term G2b can be interpreted as the polarization caused
by the wave scattered twice, etc. While this analogy does not fully represent the phys-
ical process of light scattering [2], it is useful for understanding the principles of the
MC algorithm. Hence, it is possible to think of Eq. (14) as of the sum of polarization
caused by the wave scattered multiple times between the particles and of the MC algo-
rithm as of the random sampling of the wave trajectories. Instead of summing all pos-
sible wave trajectories, we consider only a randomly selected finite subset of them.

We define the transition matrix T as a matrix of probabilities that fulfills the fol-
lowing conditions:

(15)

(16)

(17)

where gi, j and ti, j denote elements of the matrices G and T, respectively, and M  is the
dimension of the matrix G. We will denote ti, M + 1 as the termination probability.

To estimate the solution vector x, we generate the Markov chain (trajectories) from
the Markov process with M  + 1 states. The transition probabilities between states are
given by the matrix T. From Eq. (17), it is clear that the state M  + 1 is the absorbing
state. We will further denote the set of states of the generated trajectory with length K
as {i0, ...,iK–1}. We also denote the probability of the initial state being i0 to αi0
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For every trajectory we build the estimator to the vector x according to equation

(18)

where  is the j-th component of the estimated solution to Eq. (14), bi is the i-th com-
ponent of the vector b, and δi, j is the Kronecker delta. Note that a single trajectory is
used to estimate only one entry of the vector x.

The final estimation of the vector x is given by the average of numerous estimators
given by Eq. (18). It is known that this estimator is unbiased [13]. 

2.4. Modifications of the Monte Carlo algorithm

In this paper, we propose the usage of the modified version of the MC algorithm de-
scribed in the previous section. First, we generate only trajectories with the length not
exceeding a certain threshold. This introduces the bias to the estimator from Eq. (18)
but reduces its variance. Therefore, provided that the convergence criterion is met, long
trajectories have a decreasing impact on the overall result. 

Second, we reuse generated trajectories to obtain the estimation of all entries of
the solution vector x. This modification uses the fact that all terms in the product from
the right-hand side of Eq. (18), except for the two first of them, repeat in estimators
of different entries of the solution vector.

Finally, we deterministically include all trajectories with only one state. This can
be interpreted as approximating the total electric field on the scattering particles as be-
ing equal to the incident electric field and the usage of the MC algorithm only to include
a higher-order term in the Neumann expansion. 

It is also possible to reuse the generated trajectories to simulate the solution for
various vectors b. This can be useful if simulations need to be repeated for the same
scattering object but for different parameters of the incident wave, e.g. the polarization,
the propagation direction etc. In Section 2.3, we show computational speed-up that can
be obtained using this technique.

2.5. Motivation for using the Monte Carlo algorithm

It is known that the MC algorithm described in Section 2.4. requires a lot of compu-
tational time in order to provide high accuracy solution to the underlying system of
equations. However, it has certain advantages that make it worth exploring [13]:

– it can quickly provide an approximate solution to the analyzed problem,
– it allows us to solve simultaneously for multiple vectors b,
– it allows us to find a solution only for a particular element of the desired solution,
– it is easy to implement and does not require large amounts of computer memory,
– it is easy to parallelize using processors clusters.
In Section 2.4, we discuss if and how these advantages can be exploited in the field

of light scattering simulations.
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2.6. Convergence and preconditioning of the Monte Carlo algorithm

The MC algorithm converges if the Neumann series from Eq. (14) is convergent, which
is true if the spectral radius of matrix G is smaller than one [13, 15]: 

ρ(G) < 1 (19)

In the further part of this paper, we show that for typical scattering problems solved
with the VIE approach, the condition (19) is not fulfilled. For this reason, it is impos-
sible to use the MC algorithm directly on Eq. (13).

The way to deal with the convergence properties of the MC algorithm is the proper
preconditioning of the numerical problem. This means transforming the system of lin-
ear equations given by Eq. (10) into the system having the same solution but for which
the convergence condition of the MC algorithm is not violated. In this research, we used
the so-called left diagonal preconditioning which consists in splitting the matrix A into
its diagonal and non-diagonal parts [20]: 

A = D – E (20)

where D and E are a diagonal and a non-diagonal part of matrix A, respectively.
Substituting Eq. (20) into (10) gives 

Dx – Ex = b (21)

and

x = D–1b + D–1Ex (22)

For b' = D–1b and G' = D–1E, Eq. (22) can be transformed into the same form as
Eq. (13): 

x = b'  + G' x (23)

Since D is a diagonal matrix, both b' and G' can be find in a short time and Eq. (23)
can be solved using the MC algorithm. In Section 2.3 we show that this approach indeed
allows us to use the MC algorithm for analyzing the light scattering problems.

3. Numerical simulations

3.1. Scattering by a large spherical particle

We tested the MC algorithm by using the DDA method to compute the scattering cross
-section of the spherical particles with the refractive index 1.33 and the diameters var-
ying from 0.25λ to 1λ, where λ is the wavelength of the light in the vacuum. The number
of dipoles into which the sphere was divided was varying from 32 to 912. The matrices
from Eq. (10) were generated in MATLAB environment using the open-source DDA
Toolbox [21] that implements the DDA method described in [3]. The scattering cross
-section was computed using the GMRES and MC algorithms. The residual error for
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the GMRES algorithm did not exceed 10–5. The number of iterations in the MC algorithm
was varying from 102 to 104. The length of the trajectories in the MC algorithm was
limited to three what corresponds to estimating first three terms in Neumann expansion.
The MC algorithm was implemented in high level programming language – C#.
The computations were performed on Intel i7-6700 HQ CPU operating with 2.4 GHz
clock and 32 GB of RAM.

For comparison, the scattering cross-sections were also estimated by direct comput-
ing of the Neumann expansion limited to one, two, and three terms. For both MC and
direct estimations of Neumann expansion, the preconditioning described in Section 2.6
was used. Since, for the case of direct computation, this preconditioning is the same
as in the Jacobi iterative scheme for solving the linear equations, the direct computa-
tions are further denoted as Jacobi iterations. 

To check the convergence criterion and effectiveness of the applied preconditioning,
a spectral radius ρ(G) of the system without preconditioning and ρ(G' ) of the system with
preconditioning were computed. For every case, values of ρ(G) exceeded 104 that makes
the MC and Jacobi iterations divergent without the preconditioning. Values of ρ(G' ) are
presented in Table 1. The results show that for most of the analyzed cases the conver-
gence criterions were met.

The results of computation are presented in Table 2. Accuracies were defined as
the relative errors of the computed scattering cross-sections compared to the results
obtained with the GMRES algorithm. The calculated cross-sections were compared to
the GMRES results and not to the analytical solution obtained with the Mie theory,

T a b l e 1. Effect of preconditioning on solving the discretized VIE for light scattering by the spherical
particle with refractive index 1.33.

Number of dipoles Sphere diameter [λ] ρ(G' )

32 0.25 0.62

32 0.5 0.64

32 0.75 0.67

32 1.0 0.72

280 0.25 0.75

280 0.5 0.77

280 0.75 0.87

280 1.0 1.31

552 0.25 0.77

552 0.5 0.79

552 0.75 1.20

552 1.0 1.75

912 0.25 0.78

912 0.5 0,87

912 0.75 1.50

912 1.0 2.02
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T a b l e 2. Accuracy of the Monte Carlo simulation of light scattering by spherical particles with refractive
index 1.33.

Number 
of dipoles

Sphere 
diameter [λ]

Monte Carlo simulation accuracy Jacobi iteration accuracy

102 it. 103 it. 104 it. 1 it. 2 it. 3 it.
32 0.25 8% 5% 1% 4% 1% 0%

32 0.5 15% 5% 1% 12% 2% 0%

32 0.75 1% 3% 2% 26% 5% 1%

32 1.0 29% 14% 3% 40% 9% 2%

280 0.25 36% 13% 5% 14% 2% 0%

280 0.5 14% 31% 6% 46% 11% 2%

280 0.75 40% 50% 40% 87% 34% 17%

280 1.0 90% 56% 33% 107% 46% 27%

552 0.25 9% 10% 3% 21% 4% 1%

552 0.5 23% 48% 15% 67% 19% 5%

552 0.75 98% 80% 21% 97% 41% 25%

552 1.0 78% 70% 69% 118% 64% 49%

912 0.25 10% 25% 15% 29% 6% 1%

912 0.5 61% 26% 31% 89% 35% 18%

912 0.75 119% 130% 62% 119% 62% 43%

912 1.0 91% 107% 65% 127% 80% 66%

T a b l e 3. Time of the Monte Carlo simulation of light scattering by a spherical particle with refractive
index 1.33.

Number 
of dipoles

Sphere 
diameter [λ]

Monte Carlo simulation time [ms] Jacobi iteration time [ms]

102 it. 103 it. 104 it. 1 it. 2 it. 3 it.
32 0.25 0.38 1.91 18.9 0.03 0.03 0.03

32 0.5 0.38 2.03 18.30 0.02 0.02 0.03

32 0.75 0.32 2.68 18.60 0.001 0.03 0.05

32 1.0 0.38 2.28 20.60 0.02 0.01 0.03

280 0.25 3.69 34.43 341.80 0.001 0.32 0.66

280 0.5 3.98 33.77 322.30 0.002 0.30 0.61

280 0.75 4.12 33.69 322.20 0.002 0.29 0.49

280 1.0 4.17 33.06 321.60 0.002 0.41 0.92

552 0.25 7.9 77.55 774.70 0.01 2.24 4.00

552 0.5 11.54 88.17 946.10 0.002 2.19 4.14

552 0.75 9.43 83.94 894.50 0.002 2.13 4.04

552 1.0 7.64 80.07 769.60 0.002 2.18 3.86

912 0.25 18.07 169.61 1688.10 0.002 6.62 11.82

912 0.5 13.50 132.20 1347.80 0.002 6.37 11.22

912 0.75 17.74 160.23 1758.70 0.002 6.06 12.42

912 1.0 13.50 130.95 1316.90 0.002 5.59 12.80
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since the scope of this research was to validate the MC method of solving the dis-
cretized VIE and not to validate the accuracy of the DDA itself. The required compu-
tation times are presented in Table 3.

3.2. Simultaneous computations for multiple incident electromagnetic waves

In order to estimate the reduction of the computation time by reusing the computed
MC trajectories for different incident electromagnetic waves, we performed the MC com-
putation for the sphere divided into 552 dipoles and the trajectories length limited to
three. The trajectories were reused to estimate the solution vector x for multiple vec-
tors b. The number of MC iterations was equal to 104. The required computation times
and computational speed-up are presented in Fig. 2. The computational speed-up was
defined as 

(24)

where s is the speed-up, k is the number of simultaneously analyzed waves, and t(k)
is the time required for computation with simultaneous analysis of k waves.

The presented examples show that using the proposed method allows to speed-up
the computation several times. Although in the absolute scale the difference between,
e.g. 1 and 6 seconds seems small, it should be noted that the presented problem of light
scattering calculations may be a part of a larger problem, in which the calculation of
scattering should be performed repeatedly for different input data. Such a situation may
occur, for example, in the inverse problem, where on the basis of the measured distri-

8

6

4

2

0

0 20 40 60 80 100

10

5

0

S
im

u
la

tio
n

 t
im

e
 [

s]
S

p
e

e
d

-u
p

Number of incident waves

Fig. 2. Computational speed-up obtained by reusing computed trajectories in the MC algorithm to simu-
late the scattering of different incident electromagnetic waves.

s k  k
t 1 
t k 

--------------=



12 M. KRASZEWSKI, J. PLUCIŃSKI
bution of scattered radiation intensity resulting from different trajectories of individual
scattering photons, the distribution and parameters of the scattering particles are de-
termined. Such calculations are carried out using iterative methods, changing the pa-
rameters or the distribution of the scattering particles in each iteration. With many
particles, the number of needed iterations can reach tens of thousands or more, which
requires dozens of hours of calculation. In this case, shortening the calculation time
several times can lead to the significant saving of time.

3.3. Scattering by a random conglomerate

The same numerical procedure as described in Section 3.1 was applied to compute the
scattering cross-section of a random conglomerate of particles with a diameter equal
to 0.2λ. The volume of the conglomerate was equal to (10 × 10 × 200)λ3. The number
of particles inside the volume was varying from 1000 to 5000. Each particle was rep-
resented by a single dipole. Obtained accuracies and computation times are presented
in Tables 4 and 5.

4. Discussion and conclusions

The presented research shows that for a typical light scattering problem treated by the
VIE and DDA methods, i.e. scattering of the light by a particle with a size comparable
with the light wavelength, the MC algorithm is of a limited use. First, the direct treat-
ment of the underlying system of equations with the MC algorithm cannot be done due
to the problems with convergence. However, we showed that this problem can be easily
solved using the proper preconditioning technique. With such preconditioning, the

T a b l e 4. Accuracy of Monte Carlo simulation of light scattering by the random conglomerate of particles.

Number 
of dipoles

Sphere 
diameter [λ]

Monte Carlo simulation accuracy Jacobi iteration accuracy

2 × 102 it. 103 it. 1 it. 2 it. 3 it.

1000 0.25 2.65 × 10–3 2.79 × 10–3 2.45 × 10–3 3.65 × 10–3 5.08 × 10–3

2000 0.5 0.41 × 10–3 0.30 × 10–3 2.33 × 10–3 0.07 × 10–3 0.01 × 10–3

3000 0.75 0.56 × 10–3 0.23 × 10–3 3.60 × 10–3 0.01 × 10–3 0.00 × 10–3

4000 1.0 1.42 × 10–3 0.52 × 10–3 4.92 × 10–3 0.10 × 10–3 0.02 × 10–3

5000 0.25 0.34 × 10–3 0.49 × 10–3 5.93 × 10–3 0.05 × 10–3 0.01 × 10–3

T a b l e 5. Time of Monte Carlo simulation of light scattering by the random conglomerate of particles.

Number 
of dipoles

Sphere 
diameter [λ]

Monte Carlo simulation time [ms] Jacobi iteration time [ms]

2 × 102 it. 103 it. 1 it. 2 it. 3 it.

1000 0.25 48.0 161.2 0.074 10.2 15.8

2000 0.5 66.2 323.5 0.123 29.0 58.4

3000 0.75 104.0 503.1 0.011 64.2 125.4

4000 1.0 155.8 816.7 0.004 110.9 190.1

5000 0.25 221.2 1119.2 0.016 156.8 309.3
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MC algorithm is convergent and leads to satisfactory results even if the length of the
trajectories is limited to a small number. However, the efficiency of this method is inferior
comparing to the Jacobi iteration scheme. Therefore, even if one needs to perform a fast,
approximate solution to the analyzed scattering problem, it is more efficient to use the
Jacobi iteration.

There are two rules of thumbs that concern the DDA computations: i ) the distance
between the two dipoles should be smaller than 0.1 of wavelength inside the scattering
particle and ii) the number of dipoles along the smallest dimension of the particle
should be greater than 10 [22]. Since the goal of this study was to compare two algo-
rithms for solving the linear system, these rules were not met in a part of the presented
simulations. However, the data presented in Table 1 show that meeting these require-
ments may be difficult if one wants to achieve the convergence of the MC algorithm.
Also, one should notice that the above-mentioned rules of thumb were developed for
large scattering particles and not sparsely distributed random media.

In the presented study, we considered only non-absorbing particles. However, the
application of the MC algorithm for particles with the nonzero imaginary part of the re-
fractive index is straightforward. This simplicity of dealing with absorbing particles is
characteristic for the entire group of numerical methods that solve Maxwell’s equations
in the frequency domain.

The efficiency of the MC algorithm can be improved by various methods. For ex-
ample, the so-called importance sampling technique [13], in which the trajectories with
higher impacts are generated with higher probabilities might be applied. Also, the
MC algorithm can be very easily parallelized. However, there are efficient algorithms
for parallelizing matrix multiplication that is the main part of the Jacobi iterations. Also,
such multiplication can be speed-up using the fast Fourier transform (FFT) algorithm.
The comparison of highly optimized versions of both the MC and Jacobi iterations should
be performed and reported in future studies. However, it is unlikely that the difference
exceeding one order of magnitude shown in the results presented in this paper will be
evened just by the optimization of the numerical method.

The results presented in Section 3.2 show that the efficiency of the MC algorithm
can be increased if the numerical analysis needs to be done with not one but many dif-
ferent incident electromagnetic fields. This included changes in the polarization, the
propagation direction, and the shape (e.g. the Gaussian beam with various parameters).
The former two cases are especially common in the numerical analysis of light scat-
tering. In the presented research, the reduction of computation time up to six times was
achieved. This number is likely to increase in the case of longer trajectories when the
larger part of the computations can be reused.

The comparison of the MC algorithm and the Jacobi iteration leads to different con-
clusions in the case of light scattering by conglomerates of randomly distributed par-
ticles. The results presented in Section 3.3 show that using only 200 trajectories in the
case of over 1000 particles can improve the relative error of the result comparing to the
approximation of the total electric field with the incident electric field. Still, the needed
computation time was slightly higher than that for the two iterations of the Jacobi scheme,
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which leads to better results; but if one considers the computation speed-up presented
in Fig. 2, the performance of the MC algorithm can be better.

The arguable issue is whether the decreasing of the relative error by including higher
-order terms of Neumann series is required if the approximation of the total field by the
incident fields leads to the relative error lower than 1%. This is certainly the satisfactory
accuracy in many applications but there are known physical phenomena that are attrib-
uted to the multiple scattering of light which is represented by the higher order terms of
Neumann expansions. An example of such a phenomenon is the coherent-backscattering
effect that increases the amplitude of the wave scattered at the angle of 180° [23, 24].
Numerical analysis of such phenomena requires better approximation of the scattered
waves and for that the MC algorithm may be used.

The main conclusions from the presented research are: i ) with proper conditioning,
the MC algorithm can be used to solve discretized VIE for light scattering problems in
the cases of both large particles and random conglomerates of small particles, ii) the ef-
ficiency of the MC algorithm can be increased several times by simultaneous analysis
of different incident electromagnetic waves, iii ) it is unlikely that the MC algorithm
will be competitive with other approaches to analyzing light scattering by the single
large particles, and iv) it is possible that the MC algorithm might be useful for analysis
of light scattering by random conglomerates of small scattering particles.
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