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The article presents a method for image analysis using asynchronous delay-tap sampling (ADTS)
technique and convolutional neural networks (CNNs), allowing simultaneous monitoring of many
phenomena occurring in the physical layer of the optical network. The ADTS method makes it pos-
sible to visualize the course of the optical signal in the form of characteristics (so-called phase por-
traits), which change their shape under the influence of phenomena (including chromatic
dispersion, amplified spontaneous emission noise and other). Using the VPIphotonics software,
a simulation model of the ADTS technique was built. After the simulation tests, 10000 images were
obtained, which after proper preparation were subjected to further analysis using CNN algorithms.
The main goal of the study was to train a CNN to recognize the selected impairment (distortion);
then to test its accuracy and estimate the impairment for the selected set of test images. The input
data consisted of processed binary images in the form of two-dimensional matrices, with the position
of the pixel. This article focuses on the analysis of images containing simultaneously the phenom-
ena of chromatic dispersion and optical signal to noise ratio.

Keywords: deep learning, convolutional neural networks, chromatic dispersion, OSNR, asynchronous
delay-tap sampling.

1. Introduction

According to the guidelines of the International Telecommunication Union (ITU), the
most important parameters in the design of optical networks are chromatic dispersion (CD)
and polarization mode dispersion (PMD), optical signal to noise ratio (OSNR), crosstalk
and attenuation. For the management, monitoring and diagnostics of optical connec-
tions, CD, PMD and OSNR are the most measurable key parameters. The parameters
of the CD and PMD are crucial during the modernization of the network, enabling prop-
er tuning of the devices or increasing the range. OSNR is in turn, important in designing
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and maintaining the correct operation of optical links, because its value clearly trans-
lates into the level of errors in the channel. Table 1 presents required levels of accuracy
for key monitored parameters.

These phenomena occur in the physical layer of the optical network. To be able to
ensure the proper quality and correctness of transmission, they should be constantly
monitored. Phenomena may occur simultaneously, therefore it is important to provide
an appropriate method that will allow simultaneous monitoring and determination of
individual disturbance values. Early techniques allowed for the measurement of these
phenomena, but to a limited extent and in an individual way for each phenomenon.
This involved the necessity of using several methods at the same time, which resulted
in an increase in the operating costs and maintenance of the monitoring system as well
as an increase in the complexity of the measurement system. Along with the develop-
ment of optical networks, new methods have been proposed and introduced, which by
their action began to include simultaneous monitoring of many phenomena. The fol-
lowing methods are currently used to monitor parameters in the physical layer: eye
chart, methods based on monitoring of the signal subcarrier, asynchronous amplitude
histogram technique, techniques of measuring relative delay between sidebands, para-
metric asynchronous eye diagram, asynchronous delay-tap sampling (ADTS). Each of
the mentioned methods is characterized by different properties and limitations [2–5].
Very good properties are characterized by asynchronous techniques, which are char-

T a b l e 1. The level of accuracy required for the parameter being monitored [1].

Monitored parameter Accuracy required

CD better than ±2%

PMD better than ±2%

OSNR better than ±0.5 dB

T a b l e 2. Summary of asynchronous delay-tap sampling techniques [5].

Data analysis techniques Formats demonstrated Impairments demonstrated (range)

Support vector machine
[3, 4, 6, 7]

10G NRZ, 
40G NRZ-DPSK, 
40G RZ-DQPSK, 
80G PM-DQPSK

OSNR (10, 30) dB, 
CD (–1400, 1400) ps/nm, 
PMD (0, 60) ps, 
In-band crosstalk (15, 25) dB, 
Filter offset (–12, 12) GHz

Hough transformation
[8–10]

10G RZ-DPSK, 
20G RZ-DQPSK,
40G NRZ-DPSK

OSNR (8.7, 35) dB, 
CD (–600, 600) ps/nm

Homodyne detection
[11]

10G NRZ-DPSK OSNR (10, 30) dB, 
CD (0, 800) ps/nm

Hausdorff measure
[12]

10G NRZ OOK, 
40G NRZ-DPSK

CD (0, 400) ps/nm

Artificial neural networks
[13]

10G NRZ OSNR (15, 30) dB, 
CD (0, 55) ps/nm, 
PMD (0, 10) ps
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acterized by the simplicity of measurement systems. The use of asynchronous methods
allows to observe disturbances in the form of characteristics that change their shape
depending on the phenomena that occur. Characteristics with interference should be
further analyzed in order to determine their numerical values. Appropriate techniques
for data analysis are required for this, the most popular are presented in Table 2.

Each of the presented data analysis techniques has limitations primarily in terms
of measurability.

The paper presents research based on new and previously not investigated method
that utilizes convolutional neural networks (CNN). Next section describes asynchro-
nous delay-tap sampling, CNNs and their application for predicting values of chromatic
dispersion and OSNR.

2. Background asynchronous delay-tap sampling

The presented asynchronous delay-tap sampling (ADTS) method [3] enables the direct
measurement of signal distortion without the need of recovering the synchronization
clock. In this method, the received signal is subjected to demodulation and converted
from the optical to the electrical domain. Then, the electric signal is separated into two
feed lines, one of which introduces inflict physical delay ∆t. Thus, the delay line prop-
agates a delayed copy of the original signal. Both the original and time-shifted signals
are directed to the two inputs of the analyzer, in which the sampling process is being
activated. Sampling results in a creation of coordinates for a single point (pairs x1, y1,
etc.). The processed signals from two feed lines represent a pair of samples (x, y co-
ordinates) and are shown in Fig. 1.

Red vertical lines in Fig. 2 show the moments of sampling of the signal. As one may
observe, the samples are extracted from different locations of the waveform with the sam-
pling period Ts that is not related to the rate of the signal being monitored. The sampling
period can be adjusted across several orders of magnitude. The obtained sample pairs
are used to create dotted plots on which sample values xi and yi are the coordinates of
a particular point on the chart. The shape of the dot plots is disturbed by various signal
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Fig. 1. A method of sampling the waveform in ADTS method, where ∆t – bit delay, Ts – sampling period,
(xi, yi) – pair of consecutive samples.
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parameters, and therefore the presented test method can be used to monitor among oth-
ers: chromatic dispersion, polarization mode dispersion, and OSNR [14]. Methods
based on the asynchronous delay-tap sampling allow to monitor signals of different bit
rates and modulation formats. The measurement system is not simple, because it requires
a precise matching of the delay ∆t used in the delay line. This matching is done based
on the second sample pair. Nevertheless, the significant advantage of this method is
its asynchronous capability that makes the recovery of the synchronization clock in
the receiver part unnecessary [3, 15].

In the ADTS method it is significant that each parameter has a different effect on
the shape of the dotted plots. For a ∆t delay the following distortions may be observed:
chromatic dispersion bends the upper right edge of the plot to the center, ASE noise
causes the blur of the edges of the plot, DGD characteristically rounds up the upper
left and lower right corners of the plot.

The described simulation method was carried out using VPIphotonics software.
The discussed test case scenario was carried out for the bit rate of 10 Gbit/s, non-return
-to-zero (NRZ) coding, and a wavelength of 1550 nm. The simulation model and the
type of interference, delays and bit sample portraits phases are shown in Fig. 2.

3. Background convolutional neural networks

In the proposed approach, we use machine learning methods for providing predictions
about particular parameters in optical performance monitoring systems. In principle,
information about chromatic dispersion and optical signal-to-noise ratio may be re-
trieved from simple signal representations such as delay-tap plots. It is desired to have

Fig. 2. Asynchronous delay-tap sampling – simulation model and impairments in physical layer.
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methods for automated detection of certain impairments in the optical system. In data
science we refer to this kind of tasks as classification problems. Moreover, such system
may not only classify certain optical phenomena, but also provides qualitative infor-
mation about them. Such task is a problem of regression – providing a qualitative pre-
diction about a certain feature. In this work we focus on providing predictions about
the chromatic dispersion and OSNR based on delay-tap plots. We used convolutional
neural networks (CNNs) as our regression model for this problem.

3.1. Convolutional neural networks

Convolutional neural networks (CNNs) are artificial neural networks, which use the
convolution operation to process high-dimensional inputs such as images. The convo-
lution is basically defined for two continuous functions f : R → R and g : R → R as
follows:

(1)

where f  * g denotes convolution of functions f  and g, see, e.g., BRACEWELL [16],
SMITH [17]. The convolution has regular algebraic properties, e.g., it is commutative,
associative, distributive over addition and associative with scalar multiplication. In
many areas of applications, such as signal processing or computer vision, the convo-
lution of discrete functions is used:

(2)

where f : Z → Z and g : Z → Z. 
In image processing, where images can be represented as matrices of pixels, the

convolution of two dimensional discrete functions is used:

(3)

where f : Z × Z → Z and g : Z × Z → Z.
In our situation, a black-and-white image is represented as matrix of pixels Mm, n

where mi, j represents a particular pixel and mi, j  {0, 1, ..., 254, 255}, i.e., elements
of matrix Mm, n represent shades of grey (where 0 stands for black and 255 for white).
Such image is represented by two dimensional function h : Zm × Zn → Z256, where
Zk := {0, 1, ..., k − 1}. In image processing very often one of the convoluted images is
much smaller then another and is used as a filter, therefore, in fact, the commutativity
of convolution is not needed. Thus in image processing, a convolution of images is
often defined as matrix multiplication (which, in general, is not commutative).

CNNs were first introduced by LECUN et al. [18]. The convolution operation uses
several feature maps (filters), by which a portion of the pixel map is processed. Those
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feature maps are learned by the network. Next, the outputs of those filters are subsam-
pled and provided to the next convolutional layer. This process may be repeated several
times. The output of the last convolutional layer is provided to a fully connected layer
of neurons, and finally to the output of the network. CNNs provide superior perfor-
mance in image recognition tasks such as handwriting recognition or medical image
analysis. Figure 3 presented an example of architecture of a CNN.

3.2. Data preprocessing

The ADTS methods provides a stream of (x, y) pairs, where x is the sampled value of
the non-delayed signal and y is the sampled value of the 1-, or ½-, or ¼-bit delayed
signal. The delay-tap plots are basically plots generated from a N-element series of
(x, y) pairs. CNN uses images as the input data, which are 2-dimensional matrices of
values of shape W × H, where W, H are the width and height of the image, respectively.
In our approach, we will use input images of size 100 × 100. 

To generate the input matrices, we use the following procedure. First we take N
(x, y)-pairs and rescale all pairs such that 0 < x < W and 0 < y < H. Then we quantize
x and y values to the natural numbers by calculating the floor value of each. Finally,
we create a W × H matrix M filled with zeros; for each processed (x, y) in our list we
set M (x, y) to 1. The M matrix contains the representation of our delay-tap plot. 

For training our regression model, a dataset containing many examples is needed.
The examples in such dataset must contain pairs of input values and corresponding tar-

Input

Feature maps

Output

Fully connectedSubsamplingConvolution

Feature
maps

Feature
maps

SubsamplingConvolution

Fig. 3. Example of convolutional neural networks schema (source: based on Wikipedia).

Fig. 4. Example input from dataset which shows 1 bit delay in images and 100 × 100 image resolution
which were used in the experiment.
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get values. In our case, as we want to predict dispersion and its value and ASE noise
and its value, such pairs will consist of a matrix M, representing the delay-tap plot, as
the input value; and the corresponding chromatic dispersion and ASE noise as the out-
put values.

For experiments we created one dataset for size of the delay-tap plot 100 × 100
and for ∆t = 1 bit-delay. Dataset consists of 10000 examples, which were created for
CD values ranging from 0 to 2000 ps/nm and OSNR values ranging from 10 to 40 dB.
The example input image from dataset is shown in Fig. 4.

3.3. Model and setting network parameters

Regression model using convolutional neural networks was built. The implementation
was based on TensorFlow [19] and TFLearn libraries. We used a de facto standard ar-
chitecture of our network: the first two layers were convolutional layers with max pool-
ing. We use 32 filters of size 3 × 3 and 64 filters of size 3 × 3, for the first and second
layer, respectively. Both layers use rectified linear units (ReLu). Next, there are two
fully connected layers using tanh activation for both 512 units, respectively. The output
layer is a fully connected layer with one linear unit, that provides the output value.
The model was trained using “Adam” optimizer for a root mean square error (RMSE)
as the loss function. The remaining learning parameters were as follows: learning rate
= 0.0001, batch size respectively: 200, 150, 100, 50 and 25. We split the dataset into
training sets and verification sets with ratio: 90% for training, and 10% for verification.
For both impairments (CD and OSNR) the network was trained in epochs range from
1 to 45. That is 225 combinations for each phenomenon. Figure 5 presents a scheme
for recognizing simultaneously occurring phenomena in the physical layer of the op-
tical network.

After learning the network for all 225 combinations for each phenomenon, the
best two models were selected. The coefficient of determination R2 was used to de-

Fig. 5. Scheme for simultaneous recognition of occurring phenomena.

T a b l e 3. Properties of selected CNN models for CD and OSNR.

Impairments CD OSNR

Epoch (number of pass over the full training set) 36 41

Batch size (number of training examples in one forward/backward pass) 50 25

Coefficient of determination R2 0.997 0.989
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termine the best model. This is one of the basic measures of the quality of model fitting.
The R2 takes values from 0 to 1. The models match is better when R2 value is closer
to one. For values in the range from 0.9 to 1, the fit of the model is very good [20].
Table 3 presents the most important properties of selected models. For the CD model,
the coefficient of determination is 0.997, and for OSNR model, R2 is 0.989.

Section 4 presents examples of the results of recognizing simultaneously occurring
impairments using the presented CNN models. 

4. Results and discussion

The generated samples in the current work focused on the analysis of the chromatic
dispersion impairment (CD) and optical signal to noise ratio (OSNR), which were

CD – 71.46 ps/nm
OSNR – 33.94 dB

CD – 179.99 ps/nm
OSNR – 12.62 dB

CD – 256.05 ps/nm
OSNR – 15.57 dB

CD – 622.07 ps/nm
OSNR – 17.73 dB

CD – 903.5 ps/nm
OSNR – 25.07 dB

CD – 1152.29 ps/nm
OSNR – 13.78 dB

CD – 1526.46 ps/nm
OSNR – 18.74 dB

CD – 1865.94 ps/nm
OSNR – 10.7 dB

CD – 1963.99 ps/nm
OSNR – 33.53 dB

Fig. 6. Sample images of the test set and their actual impairments.
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measured in the range of 0 to 2000 ps/nm for CD, and 10 to 40 dB for OSNR. Figure 6
presents sample phase portraits from the test set and their actual impairments.

In subsections 4.1 and 4.2, the results of impairments estimation for randomly se-
lected samples are presented. In addition, Tables 4 and 5 also contain the results of
estimating the values of CD and OSNR for the phase portraits presented in Fig. 6.

4.1. Chromatic dispersion

Table 4 presents the results of CD estimation values (CDE) and CD estimation errors
values (CDF – E) for selected chromatic dispersion (CDF).

4.2. Optical signal to noise ratio

Table 5 presents the results of OSNR estimation values (OSNRE) and OSNR estimation
errors values (OSNRF – E) for selected optical signal to noise ratio (OSNRF).

The results of the estimation of the impairments values obtained from the combi-
nation and application of the ADTS and CNN methods are very good. The estimation
errors of the CD and OSNR parameters are within the required accuracy shown in
Table 1. With a successful result, a large measuring range of simultaneously occurring
impairments, from 0 to 2000 ps/nm for CD and from 10 to 40 dB for OSNR were tested.
Figure 6 shows examples of phase portraits, with different levels of disturbance by given
phenomena. Convolutional neural networks perform very well in recognizing the value
of impairments, regardless of the strength of a given phenomenon, which is confirmed
by data presented in Tables 4 and 5. This data also include the results of estimation of
phenomena occurring in phase portraits in presented Fig. 6.

T a b l e 4. Results of CD prediction error.

Sample
number

CDF CDE CDF – E Sample
number

CDF CDE CDF – E

[ps/nm] [ps/nm]

1 71.46 70.25 1.21 16 1010.93 1006.87 4.05

2 179.99 181.20 1.21 17 1018.49 1014.31 4.18

3 256.05 258.66 2.62 18 1055.07 1046.41 8.66

4 388.92 393.18 4.25 19 1152.29 1173.20 20.91

5 397.63 403.47 5.84 20 1278.40 1286.89 8.49

6 539.26 543.67 4.41 21 1441.46 1440.31 1.15

7 622.07 623.24 1.17 22 1486.89 1480.73 6.15

8 711.42 721.04 9.62 23 1526.46 1528.90 2.44

9 738.95 753.03 14.08 24 1594.66 1583.27 11.40

10 747.28 752.75 5.48 25 1677.84 1672.11 5.73

11 809.68 816.03 6.35 26 1719.57 1726.12 6.55

12 828.85 840.09 11.24 27 1801.32 1803.51 2.19

13 903.50 903.57 0.08 28 1865.94 1862.03 3.91

14 941.44 936.02 5.42 29 1908.91 1922.35 13.43

15 998.13 1001.98 3.84 30 1963.99 1968.12 4.13
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5. Conclusion

The article presents the use of ADTS and convolution neural networks techniques in
the recognition and measurement of simultaneous impairments of chromatic dispersion
and optical signal to noise ratio in the physical layer of the optical network. The results
obtained are good. CNN models work well at identifying phenomena that occur simul-
taneously during transmission. At a later stage of the work, attempts will be made to
teach the network in recognizing additional occurring impairments simultaneously like
polarization mode dispersion (PMD) or crosstalk. Work will be undertaken to obtain
better estimation accuracy for the measured impairments. This will require generating
more samples. In addition, the impact of other network settings (number of epoch,
batch size etc.) on the accuracy of fault recognition will be checked.
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