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In this paper, we propose an image encryption algorithm based on a permutation polynomial over
finite fields proposed by the authors. The proposed image encryption process consists of four stages:
i) a mapping from pixel gray-levels into finite field, ii ) a pre-scrambling of pixels’ positions based
on the parameterized permutation polynomial, iii ) a symmetric matrix transform over finite fields
which completes the operation of diffusion and, iv) a post-scrambling based on the permutation
polynomial with different parameters. The parameters used for the polynomial parameterization
and for constructing the symmetric matrix are used as cipher keys. Theoretical analysis and sim-
ulation demonstrate that the proposed image encryption scheme is feasible with a high efficiency
and a strong ability of resisting various common attacks. In addition, there are not any round-off
errors in computation over finite fields, thus guaranteeing a strictly lossless image encryption. Due
to the intrinsic nonlinearity of permutation polynomials in finite fields, the proposed image en-
cryption system is nonlinear and can resist known-plaintext and chosen-plaintext attacks.
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1. Introduction

Digital image with its visual and esthetic impact has become the main medium in mod-
ern information society. Image encryption, in particular, is urgently needed but it is a chal-
lenging task. It is quite different from text encryption due to some intrinsic properties
of images such as bulky data capacity and high redundancy, which are generally dif-
ficult to handle by using traditional techniques. Many new image encryption schemes
have been proposed in recent years. In [1], for example, image encryption is done by
employing chaotic sequences. In [2] and [3], image encryption schemes based on local
random phase encoding in fractional Fourier transform and gyrator transform domains,
respectively, are proposed; in such schemes, random phase encoding is iteratively ap-
plied to different regions of an input image. REFREGIER and JAVIDI first proposed a dual
random phase image encryption algorithm based on input plane and Fourier plane and
its optical implementation [4]. Thanks to the fractional order, the free parameters can
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be used as a secondary key, thus increasing the key space. Some encryption techniques
use fractional Fourier transform, discrete cosine transform, Arnold transform, discrete
fractional random transform, multiple-parameter discrete fractional random transform,
reality-preserving fractional discrete cosine transform, fractional Hartley transform,
discrete cosine Stockwell transform, etc. [5–11]. VENTURINIT and DUHAMEL proposed
a method of consolidation processing of arbitrary fractional order transform, providing
a way to solve the real value encryption problem [12]. Since the image encryption algo-
rithm based on real fractional transform can solve the problem of complex value output,
many reality-preserving encryption algorithms are constantly emerging. For example,
LANG first implemented a reality-preserving multi-parameter Fourier transform and ap-
plied it for image encryption [13]. WU et al. [14] proposed an image encryption algorithm
based on a reality-preserving fractional discrete cosine transform, in which a real-valued
output facilitates efficient storage and transmission. However, these image encryption
systems are a linear one which are relatively weak in security in comparison to nonlinear
encryption systems. Consequently, ZHOU et al. proposed a nonlinear color image en-
cryption algorithm based on the reality preserving fractional Mellin transform [15].
The algorithm guarantees both the real value of the transformed image and the non-
linearity of the encryption system. In [16], a new image compression-encryption al-
gorithm is proposed, which accomplishes encryption and compression simultaneously.

The above encryption algorithms have a common problem that the transmission
data still needs to be quantized. It is obvious that the decrypted image will not be free
of distortion and hence the quality of the image will be degraded.

For this purpose, researchers further proposed various transforms based on finite
fields. LIMA and others have proposed the finite field fractional Fourier transform in [17],
fractional cosine and sine transforms over finite fields in [18], cosine transforms over
finite fields of characteristic 2 [19, 20] successively. Subsequently, image encryption
based on the fractional Fourier transform over finite fields [21] and image encryption
based on the finite field cosine transform [22] are proposed by LIMA and others. The most
attractive property of this approach is that round-off errors are avoided and the decrypted
image is rigorously equal to the original one. 

The permutation polynomial also has the same encryption effect. Permutation poly-
nomials over finite fields are reversible mappings. Since the 1950s, due to the need of
cryptography, the study of permutation polynomials over finite fields has attracted ex-
tensive attention from mathematicians and engineering technicians. In [23], WAN and
LIDL have given the permutation polynomials of the form xr f (x (q – 1)/d ) and the corre-
sponding criteria. In [24], WANG found two new permutation polynomials based on
Hermite discriminant and combinatorial theory. CAO and QIU deeply studied Dickson
polynomial [25]. When studying Kloosterman sums over F2m, HELLESETH and ZINOVIEV

found a special type of permutation polynomials [26]. In [27], YUAN and DING attributes
this polynomial to the form like (x2i + x + δ)s + x. The permutation property of this
formal polynomial has attracted much attention from some researchers [28–30].
AKBARY et al. proposed a new method [31], which is called AGW, to construct some
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new forms of permutation polynomials. Subsequently, ZENG et al. used this method to
construct the permutation polynomial of the form like (xpi – x + δ)s1 + (xpi – x + δ )s2

+ L(x) [32, 33]. As is known, the S-box is a basic component of the symmetric encryp-
tion algorithm. The construction of S-boxes requires that the permutation polynomials
have low difference properties [34]. The box component of Advanced Encryption
Standard chooses a 4-differential replacement. Due to its properties of cryptography
over finite fields, the polynomial permutation is widely applied to image encryption.

On the basis of the above discussions, a novel image encryption algorithm based
on permutation polynomial over finite fields is proposed in this paper. In this algorithm,
the plaintext image is firstly mapped into finite field. Then, a pre-scrambling of pixels’
positions is conducted based on the permutation polynomial proposed and parameter-
ized by the authors. This pre-scrambling behaves similarly as Arnold transforms. Sub-
sequently, an operation of diffusion is carried out by a symmetric matrix transform over
finite field. Finally, a post-scrambling is completed based on the same permutation
polynomial with different parameters. Theoretical analysis and simulation results show
that the new parameterized permutation polynomials ensure a sufficiently large key
space. All the encryption steps over finite fields form a strictly lossless image encryp-
tion. In addition, the proposed image encryption scheme has a high efficiency and fea-
sibility against various common attacks. At the same time, the intrinsic nonlinearity
of the permutation polynomial guarantees the nonlinearity of the encryption algorithm,
so this algorithm possesses the ability to resist known-plaintext and chosen-plaintext
attacks.

The rest of this paper is organized as follows. In Section 2, some related work is given
as fundamentals. Then the proposed image encryption and decryption algorithm based
on permutation polynomials are described in detail in Section 3. Next in Section 4, the
main aspect related to performance of image cryptosystem is discussed and simulation
results are shown. Finally, some concluding remarks are drawn in the last section.

2. Related work

2.1. Basic knowledge of permutation polynomials

Let p be a prime, n be a positive integer, and Fp n be the finite field with pn elements.
A polynomial f (x) in Fp n[x] is said to be a permutation polynomial over Fp n if it induces
a permutation from Fp n to Fp n. Permutation polynomials over finite fields have been
an important subject of study for a long time and have wide applications in coding the-
ory, cryptography and sequence designs [35]. 

When p = 2, a polynomial f (x) in Fp n[x] can be written as

(1)

where i can be written as   or 1.

f x  ai xi,
i 0=

2
n

2–= ai F2n

i bj 2 j,
j 0=

n 1–= bj 0=
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Denote  as weight of i. Then the algebraic degree of f (x) can

be denoted by 
Denote by #S the cardinality of a set S. For a function f : F2n F2n, its differential

spectrum is defined by

(2)

where δf (a, b) for any   is given by 

(3)

where # denotes cardinality of a set, which is the number of elements for a finite set.
In addition, the differential uniformity of f, denoted by Δf , is defined by

(4)

If f  is a function with differential uniformity Δf , then it is called a differentially
Δf -uniform function. Note that if the equation f (x+ a) + f (x) = b has one solution x,
then it has x + a for a second solution. Thus δf (a, b) is always even. Functions used
in block ciphers should have a low differential uniformity to allow a high resistance
against the differential cryptanalysis [33]. In this sense, a deferentially 2-uniform func-
tion, called an almost perfect nonlinear function, is optimal.

Denote the inverse matrix C–1 of the matrix C = [aij ] over finite fields as

(5)

where Aij is the algebraic co-factor of aij that can be gotten by removing the row and
column where aij resides, and |C | is the value of determinant of the matrix C. 

2.2. Some useful lemmas about permutation polynomials

Lemma 1 [35]. Let Fq  be of characteristic p. Then f Fq[x] is a permutation polynomial
of Fq , if and only if the following two conditions hold:

1) f q – 1(x)modxq – x has a degree q –1;
2) for each integer t with  and t = 0modp, 

the reduction of f (x)tmodxq – x has a degree less than or equal to q – 2.

Lemma 2. The polynomial f (x) = x59 + x209 + x254 is a differentially 4-uniform permu-
tation over F28.

W2 i  bjj 0=

n 1–=

deg f x  max W2 i  ai 0 .=

δf a b  a b  F2n
* F2n 

a F2n
* , b F2n

δf a b  # x F
2

n | f x a+  f x  b=+ =

Δf max
a 0 b F

2n
δf a b =

C 1– 1
C

------------

A11 A21  An1

A12 A22  An2

A1n A2n  Ann

=   .
..

1 t q 2– 
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Proof: By Lemma 1, the polynomial f (x) = x59 + x209 + x254 permutes F28 if and
only if the following two conditions hold:

1) The following condition holds:

Therefore, there are positive integers i, j, k, l that satisfy the following equations:

(6)

We can get i =1, j = 64, and k = 190 that is a solution of Eq. (6) and there are
totally 129 solutions. Since  we have that  has
degree 255.

2) And there are positive integers i, j, k, l that satisfy the following equations:

(7)

each set of i, j, k consists of numbers from {1, 2a, 4b, 8c, 16d, 32e, 64f, 128g} without
repetition, where a, b, c, d, e, f, g {0, 1}. From the remainder theorem, there is not
a suitable set of i, j, k which satisfies Eq. (7).

Then the polynomial f (x) = x59 + x209 + x254 is a permutation polynomial over F28.
We consider the number of solutions of the following equation with  and

 

(8)

By enumeration, we can get at most six solutions for Eq. (8). Furthermore, let Ni
denote the number of the pairs  such that

for i = 0, 2, 4, 6, then the differential spectrum of f (x) is given as follows:

f 255 x mod x256 x–  x59 x209 x254+ + 255
mod x256 x– 

x59 i 209 j 255k+ + mod x256 x– 
i j k+ + 255=



x255 +

59i 209j 254k 256l–+ + 255=

i j k+ + 255=



129 1mod 2, f 255 x mod x256 x– 

59i 209j 254k 256l–+ + 255=

i j k+ + 255



a F28
* ,

b F28

0 f x  f x a+  b+ +

x59 x209 x254 x a+ 59 x a+ 209 x a+ 254+ + + + +

=

=

a b  F28
* F28

# x F28 | f x a+  f x + b=  i=

N0 39375 215 212 211 29 26– 24 1+ + + + += =

N2 19890 214 211 210 29 26– 24– 2+ + + += =
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Lemma 3. The function f (x) = xd  is a permutation polynomial over F2n if and only if
d and 2n – 1 are relatively prime:

gcd(d, 2n – 1) = 1 (9)

where gcd(ꞏ,ꞏ) returns the greatest common divisor of two arguments. When it returns 1,
the two arguments are relatively prime; gcd(ꞏ,ꞏ) is often abbreviated as (ꞏ,ꞏ).

3. The proposed encryption and decryption algorithm

In this part, we propose an algorithm of four-stage image encryption and decryption:
1) a mapping from pixel gray-levels into finite field, 2) a pre-scrambling of pixels’ po-
sitions based on the parameterized permutation polynomial, 3) a symmetric matrix
transform over finite fields which completes the operation of diffusion and, 4) a post
-scrambling based on the same permutation polynomial with different parameters, as
shown in Fig. 1. The decryption process is the inverse version of the encryption one, which
takes the encrypted results as the inputs and outputs the decrypted images. The encrypted
results may be distorted after transmission through the channel.

3.1. Mapping the pixel values into finite field

Given a gray plain image P with pixel values i {0, 1, ..., 255}, the mapping from
integers into finite field F28 is completed by h: 0 0, i ωi, i = 1, 2, ..., 255, with
ω F28 being a 255-order solution of an irreducible polynomial.

N4 5295 212 210 27 26 24– 1–+ + += =

N6 720 29 28 26– 24+ += =

P

Plain

Pre-scrambling Diffusion Post-scrambling

Encrypted

Key parameters Channel

Inverse

image

Finite field
mapping D M R

W

P'

Decrypted

Inverse Inverse Inverse
image

D' M' R'pre-scrambling diffusion post-scrambling
finite field
mapping

image

Fig. 1. The illustrative diagram of the proposed algorithm.
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3.2. Pre-scrambling of pixels’ positions based on permutation polynomial

Because neighboring pixels of natural images have a strong correlation in common,
an image encryption scheme should be able to reduce these correlations. In this en-
cryption stage, an algorithm similar to a cat map is taken to scramble the locations of
image pixels.

The proposed permutation polynomial is chosen and parameterized with parame-
ters ε1, θ1, and α1, as:

(10)

where ε1, θ1 F28, and 0 < α1 = s1/t1 < 255, and s1, t1 are positive integers with (s1, 255)
= 1, (t1, 255) = 1, and (s1, t1) = 1.

Given an array D(m, n) on F28, m, n = 0, 1, ..., 255, position scrambling is imple-
mented by:

M (u, v) = D(m, n), u, v = 0, 1, ..., 255 (11)

where  and  ε1, θ1, s1, and t1 in Eq. (10) are used as cipher
keys.

3.3. Diffusion based on a symmetric matrix transform

In order to further scramble and diffuse the encryption results, a new symmetric revers-
ible matrix is constructed over finite field. The constructed matrix is not only symmetric
but also reversible and can be parameterized. The property of symmetry and reversi-
bility plays a very important role in the process of image decryption.

First, a matrix T = [tij]256 × 256 is constructed, where

i, j = 0, 1, ..., 255 (12)

where μ F28 and its multiplicative order is 255.
From (12), it is known that T can be expanded to:

(13)

Then, T is parameterized with parameters ε2, α2, θ2 and ε3, α3, θ3 as:

(14)

fε1 θ1
α1 m  m ε1+ 59 m ε1+ 209 m ε1+ 254 θ1+ + +

α1
=

u fε1 θ1
α1 m = v fε1 θ1

α1 n .=

tij

μi j+ , i j+ 255

μ510 i– j– , i j 255+



=

T

1 μ μ2  1

μ μ2 μ3  μ254

μ2 μ3 μ4  μ253

1 μ254 μ253  1

=

   .
..

T1 Tε2 θ2
α2 fε2 θ2

α2 tij 
256 256

= =
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and

(15)

respectively, where

(16)

and

(17)

with ε2, ε3, θ2, θ3 F28, and 0 < α2 = s2 /t2 < 255, and 0 < α3 = s3 /t3 < 255, and s2, t2,
s3, t3 being positive integers with (s2, 255) = 1, (s3, 255) = 1, (t2, 255) = 1, (t3, 255) = 1,
(s2, t2) = 1 and (s3, t3) = 1.

Given an array M, the operation of diffusion is implemented by:

(18)

where  means the transpose of T2, and ε2, θ2, s2, t2 in (16) and ε3, θ3, s3, t3 in (17)
are used as cipher keys.

3.4. Post-scrambling of diffusion results based on permutation polynomial

In this encryption stage, a post-scrambling similar to pre-scrambling is performed to
further scramble the encryption results.

The same permutation polynomial is chosen and parameterized with parameters
ε4, θ4, α4 as:

(19)

where ε4, θ4 F28, and 0 < α4 = s4/t4 < 255, and s4, t4 are positive integers with (s4, 255)
= 1, (t4, 255) = 1, and (s4, t4) = 1.

Given an array R(m, n) on F28, m, n = 0, 1, ..., 255 the post-scrambling is imple-
mented by:

W(u, v) = R(m, n), u, v = 0, 1, ..., 255 (20)

where

 

 

and ε4, θ4, s4, t4 in (19) are used as cipher keys.

T2 Tε3 θ3
α3 fε3 θ3

α3 tij 
256 256

= =

fε2 θ2
α2 tij  tij ε2+ 59 tij ε2+ 209 tij ε2+ 254 θ2+ + +

α2

=

fε3 θ3
α3 tij  tij ε3+ 59 tij ε3+ 209 tij ε3+ 254 θ3+ + +

α3
=

R T1 M T2
T=

T2
T

fε4 θ4
α4 m  m ε4+ 59 m ε4+ 209 m ε4+ 254 θ4+ + +

α4

=

u fε4 θ4
α4 m =

v fε4 θ4
α4 n =
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3.5. Decryption process

In order to recover the plain image, the inverses of the diffusion, pre-scrambling and
post-scrambling are performed in the decryption process. Firstly, the inverse of the
post-scrambling is completed by

R' (m, n) = W(u, v), m, n = 0, 1, ..., 255 (21)

where  and  

Next, the inverse diffusion is carried out by:

(22)

Subsequently, the inverse pre-scrambling is implemented by

D' (m, n) = M' (u, v), m, n = 0, 1, ..., 255 (23)

where  and  

Finally, the plain image is recovered based on the inverse finite field mapping: 

h–1: 0  0, ωi  i, i = 1, 2, ..., 255

4. Simulations and security analysis

In this section, the simulation is carried out to evaluate the proposed encryption algo-
rithm. In our experiments, we use the following six 8-bit (256-level) gray images as plain
images: Barb, Cameraman, Peppers, Goldhill, Boat and Baboon of size 256 × 256, as
shown in the first column of Fig. 2. The secret keys ε1, ε2, ε3, ε4, θ1, θ2, θ3, θ4, s1, s2,
s3, s4, t1, t2, t3 and t4 are set to ω11, ω50, ω50, ω127, ω15, ω18, ω26, ω11, 191, 47, 103,
181, 193, 41, 101 and 127, respectively. Certainly, these key parameters can be set to
other values inside their scopes. The encrypted images are shown in the second column
of Fig. 2. The third Column shows the decrypted images with correct keys. It can be

m fε4 θ4
α4  1–

u = n fε4 θ4
α4  1–

v .=

M' T1  1–
R' T2

T 
1–

=

m fε1 θ1
α1  1–

u = n fε1 θ1
α1  1–

v .=

Original Encrypted Decrypted

a

Fig. 2. Encryption results and decryption ones with correct keys: original, encrypted and decrypted Barb (a),
Peppers (b), Cameraman (c), Baboon (d), and Boat (e). 
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seen that the encrypted images are visually cluttered and unidentifiable, and the decrypt-
ed images are visually the same with original ones. In fact, the mean square error (MSE)
between each plain image and its recovered version is zero.

Original Encrypted Decrypted

b

Fig. 2. Continued.

c

d

e
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4.1. Statistical analysis

4.1.1. Histogram

Histogram is commonly employed to reveal pixel distributions of an image. A uniform
histogram often implies a great randomness. The histograms of plain and correspond-
ing encrypted images are shown in Fig. 3. Obviously, histograms of ciphered images
are very flat and show a nearly uniform distribution. Thus, the proposed cryptosystem
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Fig. 3. Histograms of original and encrypted images: Barb (a), Peppers (b), Cameraman (c), Baboon (d),
and Boat (e).
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has an ability of resisting histogram analysis attacks because the encrypted results of
different images have similar histograms. In a word, the encryption system fulfils the
task of histogram uniformization.

4.1.2. Information entropy

The information uncertainty can be described by information entropy. The entropy H
of an image can be expressed as:

(24)

where mi is the i-th gray value for an L-level gray image, p (mi) represents the proba-
bility of occurrence of mi . The H values are listed in Table 1, from which it can be seen
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Fig. 3. Continued.

800

T a b l e 1. Information entropies of images before and after encryption.

Goldhill Boat Peppers Barb Baboon Cameraman

Original 7.4415 7.0932 7.5612 7.3893 6.9730 7.0097

Encrypted 7.9972 7.9975 7.9973 7.9973 7.9969 7.9970

H p mi  log2 p mi 
i 0=

L 1–

–=
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that the entropies of all encrypted images are very close to the theoretically maximum
value 8, regardless of those of original images. Hence the encrypted results have a suf-
ficiently large randomness in pixel values and the proposed algorithm is secure against
the entropy analysis attacks.

4.2. Correlation between adjacent pixels and joint distribution analysis 

In order to check the security and efficiency, the correlation and joint distribution be-
tween adjacent pixels are analyzed. The correlation coefficients of neighboring pixels
in an image are computed by:

(25)

where 

and xi and yi are gray values of two adjacent pixels in an image, N is the number of
pixel pairs randomly selected from the image. It is common that the original image
has correlation coefficients close to 1. It is expected that the correlation coefficients
between adjacent pixels in encrypted images are as close to 0 as possible. Experimental
results of correlation coefficients in three directions (vertical, horizontal and diagonal)

rxy
cov x y 

D x  D y 
-------------------------------------------=

cov x y  1
N

--------- xi E x –  yi E y – 
i 1=

N

=

E x  1
N

--------- xi

i 1=

N

=

E y  1
N

--------- yi

i 1=

N

=

D x  1
N

--------- xi E x – 2

i 1=

N

=

D y  1
N

--------- yi E y – 2

i 1=

N

=

T a b l e 2. Correlation coefficients between two adjacent pixels.

Images Horizontal Vertical Diagonal

Plain Barb 0.9319 0.9565 0.9267

Encrypted Barb 0.0032 0.0016 –0.0024

Plain Peppers 0.9635 0.9718 0.9468

Encrypted Peppers 0.0006 –0.0030 –0.0049
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for Barb and Peppers are shown in Table 2. As can be seen, the correlation coefficients
of plain images are considerably close to 1 in the horizontal, vertical and diagonal di-
rectional, while those of the encrypted images are close to 0. Figure 4 exhibits graph-
ically the joint distribution z(x, y) of adjacent pixels of image Barb in three directions,
in which two horizontal coordinates, x and y, indicate values of a pair of adjacent pixels,
and the longitudinal coordinate z indicates the number of occurrences of such pair of

Fig. 4. Joint distribution of adjacent pixels in three directions of the original and encrypted Barb: hori-
zontal (a), vertical (b), and diagonal (c) directions of Barb; horizontal (d), vertical (e), and diagonal (f )
directions of encrypted Barb.
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pixels taking value of (x, y). As x and y can take any possible values in F28, the possible
number of values of (x, y) is 2562. From Figs. 4a–4c, it can be seen that adjacent pixels
of the original image in three directions (horizontal, vertical, diagonal) distribute joint-
ly near the diagonal of the coordinate plane, while those of the encrypted images fill
in the whole plane in Figs. 4d–4f. Hence, the adjacent pixels have a much stronger
correlation in original images than in encrypted results. Therefore, the algorithm is very
effective for decorrelation and is secure against correlation analysis attacks.

4.3. Resistance to differential attack

The ability of encryption systems to resist differential attacks depends on plaintext sen-
sitivity. The differential attack is that the attackers find a relationship between two en-
crypted images encrypted from two plain-images, which are different only by one bit.
To measure the ability of the encryption algorithms to resist differential attacks, two
criteria are used: the number of pixels change rate (NPCR) and the unified average
changing intensity (UACI), defined as:

(26)

(27)

where W × H is the size of encrypted images M1 and M2, gmax is the biggest gray level,
M1(m, n) and M2(m, n) represent the pixel values at (m, n) of the cipher images, cor-
responding to plain images with and without a one-bit change, respectively. C (m, n) is
a bipolar indicator defined as:

(28)

For some 256-gray-scale plain images, we consider a plain-image with a pixel
changed by one bit. Specifically, in our experiments, the least significant bits of the
pixels at (128, 128) of Goldhill, Boat, Barb, Baboon, Peppers and Cameraman are in-
verted. The resulting NPCR and UACI values are shown in Table 3. It is clear that in

NPCR
C m n 

m n
W H

-----------------------------------------=

UACI
1

W H
---------------------

M1 m n  M2 m n –
m n

gmax

------------------------------------------------------------------------------=

C m n 
0, M1 m n  M2 m n =

1, M1 m n  M2 m n 



=

T a b l e 3. Results of NPCRs and UACIs.

Goldhill Boat Barb Baboon Peppers Cameraman

NPCR 99.6216% 99.6094% 99.6140% 99.5773% 99.6262% 99.5758%

UACI 33.3647% 33.3875% 33.2734% 33.4729% 33.4292% 33.5893%
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all cases the resulting NPCRs and UACIs are very close to NPCRexpected (= 99.6094%)
and UACIexpected (= 33.4635%) [36], respectively. From Table 3, one can conclude that
the proposed algorithm is not vulnerable to differential attacks. In another word, the
proposed cryptosystem satisfies a dynamic property similar as the avalanche effect.

4.4. Key space and key sensitivity analysis

4.4.1. Key space

As is known, the key space should be large enough to overcome the brute-force attack.
In our algorithm, ε1, ε2, ε3, ε4, θ1, θ2, θ3, θ4, s1, s2, s3, s4, t1, t2, t3 and t4 are used as the
secret keys. The key space is interpreted as follows.

1) For each set of εi , θi F28, i = 1, 2, 3, 4 obviously its key space is 28 × 28 = 216. 
2) Considering 255 = 3 × 5 × 17, for each si /ti , i = 1, 2, 3, 4 with (si , 255) = 1,

(ti , 255) = 1, (si , ti) = 1, 

(29)

3) Given si = 2 × 7 × 11 < 255, which is the product of maximum numbers of least
primes. Thus, the number of choices of ti is at least, 

(30)

4) From 1), 2) and 3), it can be seen that the key space for each set of εi , θi , si , ti ,
i = 1, 2, 3, 4, is at least 216 × 27 × 25.6147 = 228.6147. The key space for the proposed
encryption algorithm is at least (228.6147)4  2114.46, which is a sufficiently large key
space against brute-force attacks.

4.4.2. Key sensitivity

One of the main factors that measure the security of an encryption system is the sensitivity
to its keys. Figure 5 shows the decrypted results of Goldhill with a key minimally dif-
ferent from the right key. On specifics, the 16 cipher keys, ε1, ε2, ε3, ε4, θ1, θ2, θ3, θ4,
s1, s2, s3, s4, t1, t2, t3 and t4 are changed, one at a time, from their correct values into
ω12, ω51, ω51, ω127, ω16, ω19, ω27, ω12, 193, 49, 104, 182, 197, 43, 103 and 131. Taking
Goldhill as an example, the resulting 16 decrypted images are shown in Fig. 5, from
which we can see that the quality of decrypted images drops dramatically when any

#si 256 # 0 – # x | x 3  1 x 5  1 x 17  1  –

# x | x 3 5  1 x 5 17  1 x 3 17  1   # 255 –+

256 1– 5 17– 3 17– 3 5 17 3 5 1–+ + +– 128 2
7

=

= = =

# ti 128 # x | x 2  1 x 7  1 x 11  1  –

# x | x 2 7  1 x 7 11  1 x 2 11  1   # 2 7 11 –+

128 2
6

– 2
4

– 12– 9 4 3 1–+ + + 49 2
5.6147

=

= = =
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key has a small numerical change in its scopes. It is obvious that the proposed scheme
has a sufficiently large key sensitivity. 

5. Conclusion

In this paper, we have described a procedure to encrypt digital images based on permu-
tation polynomial over finite fields. First, mapping the pixel values of a plain image

Fig. 5. Decrypted Goldhill with a deviation to one specific key: from top to bottom, the first row shows
decrypted images with a deviation to ε1, ε2, ε3, ε4, respectively; the second row, to θ1, θ2, θ3, θ4, respec-
tively; the third row, to s1, s2, s3, s4, respectively; the last row, to t1, t2, t3, t4, respectively.
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into finite fields achieves an initial scrambling. Then, a pre-scrambling based on poly-
nomial permutation is carried out to shuffle the pixels’ positions. Next, a symmetric
matrix transform over finite fields completes the image diffusion. A post-scrambling
is then performed to further scramble the encryption results. Since the proposed en-
cryption method does not introduce any round-off errors, it is highly suitable in scenarios
where such errors must be avoided. Hence it is a strictly lossless image encryption
scheme and, in this sense, is superior to most of encryption algorithms based on trans-
forms such as complex Fourier transform or Mellin transform, cosine transform, or
reality-preserving fractional transform. Furthermore, the intrinsic nonlinearity of per-
mutation polynomials over finite fields makes the proposed cryptosystem a nonlinear
one and able to resist known-plaintext and chosen-plaintext attacks. In the future, ex-
tension of our encryption method to color images and other digital media, such as audio
and video, is to be developed. Encryption for arbitrary sizes of images will also be con-
sidered in the future research work.
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