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Chapter 1

Introduction

1.1 Scope of the paper

The property of long-range dependence (or long memory) refers to a phenomenon in
which the events that are arbitrarily distant still influence each other. Mathematical
description of long memory is in terms of the rate of decay of correlations. If the
correlations are not absolutely summable, we say that the process exhibits long-
range dependence. It requires skill and experience to construct a process with the
corresponding correlations decaying to zero slower than exponentially. Most well
known stationary processes, such as ARMA models, finite-state Markov chains and
Gaussian Ornstein-Uhlenbeck processes lead to exponentially decaying correlations.
However, the recent developments in the field of long-range dependence show that
the methods of the fractional calculus (integrals and derivatives od fractional order)
seem to be very promising mathematical tool in constructing processes with long
memory.

In the presented thesis, we use the methods of fractional calculus in order to con-
struct stochastic processes with long memory. We concentrate our efforts on gener-
alizing the standard a-stable Ornstein-Uhlenbeck process. However, since the intro-
duced models have a-stable finite-dimensional distributions, the correlation function
is not defined. Therefore, we describe the dependence structure of the examined
a-stable processes in the language of other measures of dependence appropriate for
models with infinite variance, i.e. covariation and correlation cascade. We find the
fundamental relationship between these two measures of dependence and detect the
property of long memory in the introduced models.

The paper is organized as follows: In Chapter 2 we introduce the definition of
long-range dependence for processes with finite second moment. We discuss the moti-
vations standing behind the introduced definition. We present the classical Gaussian
processes exhibiting long memory and introduce the fractional generalizations of the
Gaussian Ornstein-Uhlenbeck process.

In Chapter 3 we extend the definition of long-range dependence to the mod-
els with infinite variance. We discuss the properties of the measure of dependence



called codifference. We also introduce the recently developed concept of correlation
cascade. We show that the correlation cascade is a proper mathematical tool for
exploring the dependence structure of infinitely divisible processes. We prove the
revised version of the classical Maruyama’s mixing theorem for infinitely divisible
processes. This result is presented in article [17]. As a consequence, we describe the
ergodic properties (ergodicity, weak mixing, mixing) of such processes in the lan-
guage of correlation cascade. We establish the relationship between both discussed
measures of dependence.

In Chapter 4 we introduce four fractional generalizations of the a-stable Ornstein-
Uhlenbeck process. We derive precise formulas for the asymptotic behaviour of their
codifferences. We verify the property of long memory in the examined models. We
define the continuous-time counterpart of FARIMA (fractional autoregressive in-
tegrated moving average) time series and prove that it has exactly the same de-
pendence structure as FARIMA. Most of the result of Chapter 4 are presented in
articles [16, 18, 19].

In Chapter 5 we use the correlation cascade to examine the dependence structure
of the fractional models introduced in Chapter 4. We detect the property of long-
range dependence in the language of correlation cascade and show that the results are
analogous to the ones for codifference. Using the results from Chapter 3, we verify
the ergodic properties of the discussed processes by proving that they are mixing.

The last Chapter summarizes the results of the thesis and presents brief conclu-
sions.



Chapter 2

Long-range dependence in finite
variance case

2.1 Foundations

The concept of long-range dependence (or long memory) dates back to a series of
papers by Mandelbrot et. al. [20-22] that explained and proposed the appropriate
mathematical model for the unusual behaviour of the water levels in the Nile river.
Since then this concept has become particulary important in a wide range of appli-
cations starting with hydrology, ending with network traffic and finance. The typical
way of defining long memory in the time domain is in terms of the rate of decay of
the correlation function [2,7].

Definition 1. A stationary process {X(t), t € R} with finite second moment is said
to have long memory if the following condition holds

> " |Corr(n)| = oo. (2.1)
n=0
Here
E[X(n)X(0)] — E[X(n)|E[X(0)]
\/Var [X (n)] \/Var[X(())]

is the correlation function. Conversely, the process X (t) is said to have short memory
if the series (2.1) is convergent. Thus, the long-range dependence can be fully char-
acterized by the asymptotic behaviour of the correlation function (or equivalently

Corr(n) =

covariance function).

To understand, why the definition of long-range dependence is based on the lack
of summability of correlations, let us consider the following example. Let {X(n),
n = 0,1,2,...} be a centered stationary stochastic process with finite variance o>
and correlations p,. For the partial sums S(n) = X(0) + ... + X(n — 1) we have

n—1
Var[S(n)] = o? <n + QZ(TL - z)pl> .



When the correlations p; are summable, the dominated convergence theorem yields

. Var[S(n)] 9 >
| _ = 1+ 2 i |-
Jm =12

Thus, the variance of the partial sums decays linearly fast. Once the correlations stop
being summable, the variance of the partial sums can grow faster than linearly and
the actual rate of increase of Var[S(n)] is related to the rate of decay of correlation.
For instance, if

pnwn_d as n — 0o,

where 0 < d < 1, then one can verify that
Var[S(n)] ~ const -n*~% as n — oc.

As we can see, when the correlations stop being summable, a phase transition in
the behaviour of the variance of the partial sums occurs. The rate of increase of
Var[S(n)] depends on the parameter d, which characterizes the asymptotic behaviour
of py,. Thus, the lack of summability of correlations causes the phase transition in the
asymptotic dependence structure of the process and influences its memory structure.
Another reason for defining long-range dependence in terms of the non-summability
of correlations is the existence of a threshold that separates short and long memory
for Fractional Gaussian Noise (FGN). To define FGN, we need to recall the definition
of the Fractional Brownian Motion (FBM).

Definition. A centered Gaussian stochastic process {Bg(t), ¢ > 0}, 0 < H < 1,
with the covariance function Cov(By(s), Bu(t)) given by

Cov(Bu(s), Bu(t)) = %[tQH +2H | — 2] (2.2)
is called FBM.
By (t) is a stationary-increment, H-self-similar stochastic process. It has found a
wide range of applications in modelling various real-life phenomena exhibiting self-
similar scaling properties. For H = 1/2 the FBM becomes the standard Brownian
Motion (or Wiener Process). FBM was first used by Mandelbrot and Van Ness [21]
to give a probabilistic model consistent with an unusual behaviour of water levels in
the Nile River observed by Hurst [10]. B (t) has the following, very useful, integral
representation

Ba(t) = cn - [ [(6= 91— (=91 ] an(s) (2.3)

where (z)4 := max{z,0}, cgy is the normalizing constant dependent only on H and
B(t) is the standard Brownian motion. Since By (t) has stationary increments, we
can introduce the following stationary sequence



Definition. An increment process {bg(n), n =0,1,2,...} defined as
bg(n) = Bg(n+1) — Bg(n) (2.4)

is called FGN.
FGN is a stationary and centered Gaussian stochastic process. An immediate con-
clusion from (2.2) is that for H # 1/2

pn = Corr(bg(0),bg(n)) ~ 2H(2H — 1)n~20=H), (2.5)

Let us observe that for H = 1/2 the FGN is an i.i.d sequence (this follows from the
fact that the increments of the Brownian motion are independent and stationary),
which implies that the process has no memory. Therefore, the case H = 1/2 is
considered the threshold that separates short and long memory for the FGN. The
correlation function p, of an FGN with H > 1/2 decays slower than 1/n and in this
case by (n) is viewed as long-range dependent. Note that for H > 1/2 the correlations
pn are positive and fulfill condition (2.1). For H < 1/2 the correlations p,, decay
faster than 1/n and the process by (n) is said to have short memory. Note that in
this case the correlations are negative and summable.

The above considerations clearly show that the lack of summability of correla-
tions strongly influences the asymptotic dependence structure of stationary processes.
Therefore, the definition of long memory in terms of the rate of decay of correlations
is justifiable and well-posed.

2.2 (Gaussian fractional Ornstein-Uhlenbeck processes

The classical Gaussian Ornstein-Uhlenbeck (O-U) process {Y (¢), t € R} is one of the
most well known and explored stationary stochastic processes. It can be equivalently
defined in the three following ways:

(i) as the centered Gaussian process with the correlation function given by

Corr[Y(s),Y(t)] = exp{—Als —t|}, A >0,

(ii) as the Lamperti transformation [4] of the classical Brownian motion B(t), i.e.
Y(t) — 67)\t‘B(62)\1f)7

Recall that the Lamperti transformation provides one-to-one correspondence
between self-similar and stationary processes.

(iii) as the stationary solution of the Langevin equation

dy (t)
dt
where b(t) is the Gaussian white noise, heuristically b(t) = dB(t)/dt.

FAY () = b(t), (2.6)
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It is worth mentioning that the O-U process has the following, very useful, moving-
average integral representation

¢
Y(t) = / e M=) dB(s). (2.7)
—0oQ

Since the correlation function of the O-U process decays exponentially, condition
(2.1) is not fulfilled. Thus, Y (¢) is a short memory process. This is not surprising,
since Y () is Markovian. The exponential decay of correlation is typical for most well
known stationary processes. It is enough to say that all ARMA models, GARCH
time series and finite-state Markov chains lead to exponentially decaying correla-
tions. A process with correlations decaying slower than exponentially is, therefore,
unusual. It requires a lot of skill to construct a stationary process with the corre-
sponding correlations decaying to zero slower than exponentially. Therefore, it is
of great interest to develop an approach, which will let us construct processes with
non-summable correlations. A prominent example of such process is the FGN, de-
fined through the increments of the FBM (see (2.4)). Let us note that the FBM can
be viewed as the fractional generalization of the standard Brownian motion. Ad-
ditionally, such fractional generalization results in a transition from a process with
no memory (i.i.d sequence of increments of the Brownian motion) to a process with
long memory (FGN). Therefore, it promises well to check if a similar transition from
short to long memory process occurs, when considering fractional generalizations of
the O-U process.

The first fractional generalization of the O-U process Y () is obtained in the
following way. Since Y (¢) can be defined as the Lamperti transformation of the
Brownian motion (see definition (ii)), the fractional O-U process of the first kind
{Yi(t), t € R} is introduced as the Lamperti transformation of the FBM, i.e.

Yi(t) =e " By(eh), 0< H<1. (2.8)

Yi(t) is a stationary, centered Gaussian process. For H = 1/2 it becomes the stan-
dard O-U process. The dependence structure of Yj(t) was studied by Cheridito
et.al [6]. The authors showed that the covariance function of Y;(t) satisfies

COU(Yi(O), Yl(t)) ~ CH * e_t(H/\(l_H))

as t — oo. Here cp is the appropriate constant and (z Ay) := min{z;y}. Therefore,
the correlations of Y7 (t) also decay exponentially, which implies that the first con-
sidered fractional Ornstein-Uhlenbeck process does not have long-range dependence
property.

One can also consider the finite-memory part of By(t) given by the following
Riemann-Liouville fractional integral (see [28])

By(t) =T(H +1/2)" /t(t —s)7124B(s), t>0, H > 0. (2.9)
0



Here T'(-) is the gamma function. The process By (t) is called the finite-memory
FBM [14,23]. It is clearly H-self-similar, but unlike By (t), it does not have station-
ary increments. The Lamperti transformation of By (t) gives the second fractional
generalization of the O-U process

Ya(t) = e ¥ By (eh), teR. (2.10)

However, as shown in [14], the correlations of Y3(t) also decay exponentially, thus
the process has short memory.

The next generalization {Y3(t), ¢t € R} is obtained by 'fractionalizing’ the Langevin
equation (2.6) in the following manner

(e?tJr)‘)HY?’(t) =b(t), k>0X>0. (2.11)

Here the operator (% + )\)}’i is the so-called modified Bessel derivative (see Sec.4.3
and [28] for more details). Note that for k = 1 the above equation becomes the
standard Langevin equation and its stationary solution is the O-U process. To solve
equation (2.11), we apply the standard Fourier transform techniques. Hence, we
obtain

Ya(t) = D(k) / (t —s)"Le M= dB(s). (2.12)

—00

For k > 1/2 the stochastic integral is well defined in the sense of convergence in
probability and the process Y3(t) is properly defined. The covariance function of
Y3(t) satisfies

1

Cov(Y3(0),Y3(t)) = in(,i)

/oo Snflef)\s(s + t)nflef/\(t+s)dsl

0

Thus, from the dominated convergence theorem, we immediately obtain that the
covariance function decays exponentially. As a consequence, we get that Y3(¢) is also
a short memory process.

The last generalization {Y4(¢), ¢ € R} is obtained by replacing the Gaussian
white noise b(t) in (2.6) with the fractional noise by (t). Formally, by (t) = dBC’ft(t).
Thus, the process Yy(t) is defined as the stationary solution of the following fractional
Langevin equation

dYi(t)
dt

+AYa(t) = by (t). (2.13)

The above equation can be rewritten in the equivalent, perhaps more convenient,
form

dYi(t) = —\Ya(t)dt + dBp (t).



Obviously, for H = 1/2 it becomes the standard Langevin equation. As shown in [6],
the unique stationary solution of (2.13) has the form

Yi(t) = / t e M=) dBy (s), (2.14)

—0o0

where the stochastic integral is understood as the Riemann-Stieltjes integral. In [6],
the authors show that the covariance function of Y () satisfies

Cov(Y4(0), Ya(t)) ~ dgt—20—H)

as t — oo. Here dp is the appropriate non-zero constant. Therefore, for H > 1/2
the correlations are not summable and the process has long memory. Note that the
asymptotic behaviour of the covariance function of Yy (t) is analogous to the behaviour
of the correlations of the FGN. We can, therefore, conclude that the long memory of
the increments of By (t) transfers to the solution of the fractional Langevin equation
(2.13).

As we can see, only the last fractional generalization of the O-U process resulted in
a process with long memory, which confirms the fact that the faster than exponential
decay of correlations is 'unusual’. Let us note that the presented considerations
were limited only to the Gaussian distributions. In what follows, we extend our
investigations concerning the notion of long-range dependence to the more general
case of a-stable distributions.



Chapter 3

Long-range dependence in infinite
variance case

3.1 Codifference

Historically, long-range dependence is measured in terms of summability of correla-
tions. This approach was introduced and discussed in details in the previous chap-
ter. However, the situation becomes more complicated, while considering processes
with infinite variance, in particular, processes with a-stable marginal distributions,
0 < a < 2 (see [11,29]). In a-stable case, the correlations can no longer be cal-
culated and the definition of long memory has to be reformulated. Since there are
no correlations to look at, one has to look at the substitute measure of dependence.
The first thought that comes to mind, while searching for a measure of dependence
for a-stable distributions, is about codifference. It is defined in the following way:

Definition ( [29]). The codifference 7x y of two jointly a-stable random variables
X and Y equals

Txy =1In EeXY) _In Be'X —InEe™™. (3.1)
The codifference shares the following important properties:

e It is always well-defined, since the definition of 7x y is based on the character-
istic functions of a-stable random variables X and Y.

e When a = 2, the codifference reduces to the covariance Cov(X,Y).
e If the random variables X and Y are symmetric, then 7xy = 7y x.

e If X and Y are independent, then 7xy = 0. Conversely, if 7xy = 0 and
0 < a <1, then X and Y are independent. When 1 < a < 2, 7xy = 0 does
not imply that X and Y are independent (see [29]).



e Let (X,Y) and (X',Y”’) be two symmetric a-stable random vectors and let all
random variables X, X', Y, Y’ have the same scale parameters. Then the
following inequality holds [29]: If

XY S TX Y,
then for every ¢ > 0 we have
P{X -Y|>c} > P{|X' =Y'| > c}.

The above inequality has the following interpretation: the random variables X’
and Y’ are less likely to differ than X and Y, thus they are more dependent.
Therefore, the larger 7, the ’greater’ the dependence.

The above properties confirm that the codifference is the appropriate mathemat-
ical tool for measuring the dependence between the a-stable random variables. In
what follows, we will be mostly interested in investigating the asymptotic behaviour
of the function

7(t) = Ty (0),Y(1)> (3.2)

where {Y'(t),t € R} is a stationary a-stable process. It is worth noticing that 7(t)
tends to zero as t — oo, if the process Y (¢) is a symmetric a-stable moving average,
i.e., a process of the form

v(0) = [ 5= 9)mas).

where M is a symmetric a-stable random measure with Lebesque control measure,
while f is measurable and a-integrable. Surprisingly, 7(t) carries enough informa-
tion to detect the chaotic properties (ergodicity, mixing) for the class of stationary
infinitely divisible processes (see next section and [26,27| for the details).

Now, as a straightforward extension of (2.1), we introduce the following definition
of long memory in the a-stable case

Definition 2. A stationary a-stable process {Y(t), t € R} is said to have long
memory if the following condition holds

Y Ir(n)] = 0. (3.3)
n=0

The above definition indicates that long-range dependence in the a-stable case
will be measured in terms of the rate of decay of the codifference. Obviously, when
a = 2 the definitions (2.1) and (3.3) are equivalent.

In the literature one can also find the quantity parametrized by 61,62 € R, which
is closely related to the codifference 7(t). It is defined as [29]

I(61;02;t) = —InE[exp{i(61Y (t) + 62Y(0))}]
+ InE[exp{if1Y (t)}] + In E [exp{if2Y (0)}]. (3.4)
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We call it the generalized codifference, since 7(t) = —I(1;—1;t). The presence of
the parameters 6 and 62 in the definition of I(-) has the following advantage: con-
sider two stationary a-stable stochastic processes Y and Y’. In order to show that
the two processes are different, we examine the asymptotic behaviour of the corre-
sponding measures of dependence Iy (01;602;t) and Iy (61;02;t). If the measures are
not asymptotically equivalent at least for one specific choice of #; and 5, then the
processes Y and Y’/ must be different.

The generalized codifference I(-) (to be precise, the function asymptotically
equivalent to I(-)) was used in [13] for distinguishing between the asymptotic struc-
tures of the moving average, sub-Gaussian and real harmonizable processes. It was
also employed in [1] to explore the dependence structure of the fractional a-stable
noise.

Recall that in the Gaussian case the classical example of the long-memory process
was the FGN (2.4), defined as the increment process of the FBM. The extension of
the FBM to the a-stable case is called the fractional a-stable motion and defined as:

Definition Let 0 < « <2, 0 < H < 1, H # 1/a and a,b € R, |a| 4 |b| > 0. Then

the process

Lanu(t) = /OO (a [(t — s)ffl/o‘ - (_8)ffl/a}

—0o0

+b [(t _ )t (g ‘1/“}) Lao(ds), t € R, (3.5)

is called fractional a-stable motion.
Here x4 = max{z,0}, z_ = max{—=z,0} and L,(s) is the standard symmetric a-
stable random measure on R with control measure as Lebesque measure, [11,29].
Lo m(t) is a H-self-similar, stationary-increment process [32]. For a = 2 it reduces
to the fractional Brownian motion.

Now, the fractional a-stable noise l, p is a stationary sequence defined as the
increment process of L, g, i.e.

log(n) =Lou(n+1)— Lo g(n), n=0,1,.... (3.6)

For a = 2 the process [,y reduces to the FGN. The following result was proved
in [1]

Theorem. ( [1]) The generalized codifference of lo i satisfies

(i) If either 0 < a<1,0< H<1lorl<a<?2, 1—m<H<1,H7§1/a
then
I(61;62,n) ~ B(6y;0:)nH =2

as n — oQ.

(i) Ifl<a<2,0<H<1—ﬁ1 then
1(01;05,1) ~ C(6y; 0)nH /a1

11



as n — oo.
Here B(61;02) and C(01;02) are the appropriate non-zero constants.
As a consequence, we get
Corollary 1. For H > 1/« the process lo i has long memory in the sense of (3.3).

Note that for o = 2 the above result reduces to the one obtained for the FGN
(see (2.5)).

In the next chapter we investigate the dependence structure of the fractional a-
stable O-U processes and compare the results to the ones known from the Gaussian
case. But first, let us introduce the recently developed concept of correlation cascade
— an alternative measure of dependence for a-stable processes..

3.2 Correlation Cascade

3.2.1 Definition and basic properties

Let us consider an infinitely divisible (i.d.), [30], stochastic process {Y (t),t € R}
with the following integral representation

Y(t) = /X K(t, )N (dz). (3.7)

Here N is an independently scattered i.d. random measure on some measurable
space X with a control measure m, such that for every m-finite set A C X we have
(Lévy-Khinchin formula)

EexplizN(A)] = exp [m(A){izu — %(7222 +/(eizx —1—izzl(|z] < 1))Q(da:)H
R

The random measure N is fully determined by the control measure m, the Lévy

measure @, the variance of the Gaussian part ¢ and the drift parameter u € R.

Additionally, the kernel K (¢, z) is assumed to take only nonnegative values.

Since, in general, the second moment and thus the correlation function for the
process Y (t) may be infinite, the key problem is, how to describe mathematically
the underlying dependence structure of Y (¢). In the recent paper by Eliazar and
Klafter [8], authors introduce a new concept of Correlation Cascade, which is a
promising tool for exploiting the properties of the Poissonian part of Y (¢) and the
dependence structure of this stochastic process. They proceed in the following way:
First, let us define the Poissonian tail-rate function A of the Lévy measure Q as

A= [ Qdz), 1>0, (3.8)
|z|>1

Now, we introduce

12



Definition 3. Forty,....,t, € R and l > 0 the function
fu l
x \min{K(t1,z),..., K(t,,z)}

1s called the Correlation Cascade.

Cl(tl,...,tn) =

)m(dw), (3.9)

As shown in [8], with the help of the function Cj(t1, ..., t,) one can determine the
distributional properties of the Poissonian part of Y (¢) and describe the correlation-
like structure of the process. Recall that the i.d. random measure N in (3.7) admits
the following stochastic representation (Lévy-Ito formula)

N(B) = pem(B)+Na(B)+ [ /| | el dy)
+ /B/|<1 y (Np(dz x dy) — mp(dz x dy)), (3.10)

where Ng(B) is a Gaussian random variable with mean zero and standard deviation
equal to o - m(B), while Np is the Poisson point process with the control measure
mp =m X Q. Now, for [ > 0, let us introduce the random variable

I (t) = / / 1{\yK(t,x)|>l}NP(dx x dy). (3.11)
X Jy|>0

IT;(t) has the following interpretation: it is the number of elements of the set
{yK(t,x) : (x,y) is the atom of the Poisson point process Np} whose absolute value
is greater than the level [. It is of great importance to know the relationship between
the random variables II;(¢) and the correlation cascade Cj(-). As shown in [8], the
following formulas, which explain the meaning of Cj(+), hold true

EL(t)] = Ci(t),
Cov[Ii(t1),II;(t2)] = Ci(t1,t2),

Ci(t1,t2)
Ci(t1)Ci(t2)

In what follows, we establish the relationship between Cj(t1, ...,t,) and the cor-
responding Lévy measure 14, 4, of the i.d. random vector (Y (t1),...,Y (¢,)). The
result will allow us to give a new meaning to the function Cj(t1,...,t,) and to recog-
nize it as an appropriate instrument for characterizing the dependence structure of

Y (t). We prove the following result

Corr[ILi(t1),II;(t2)] = (3.12)

Proposition 1. Let Y (t) be of the form (3.7) and let v, . 4+, be the Lévy measure
of the i.d. random vector (Y (t1),...,Y (tn)). Then, the corresponding function Cj(-)
given in (3.9) satisfies

Ci(t, .o tn) = vey ot {(z1, .y ) - minf |z, ..., |zn|} > 1}). (3.13)

13



PrOOF. Using the relationship between the measures @ and vy, 4, (see [25] for
details), we obtain

Ci(ty, .. dx) —

otn) = /A(mln{K(th )la K(t"’x)}> &

= // (\yl (K (01, )7” (tn,az)}>Q(dy)m(dx):
= /X/Rl(minﬂyK(thx)I,...,|yK(tn,:r)|}>l)Q(dy)m(dx):

= / 1 (min{|z1|, ..., |zn|} > 1) vy, 1, (d21, ... day) =
R'n
= vy, {(z1,., zn) cmin{|z], ..., |z} > 1}).

Since, for an i.d. vector Y = (Y (t1),..., Y (t)), the independence of the coordinates
Y (t1),...,Y(t,) is equivalent to the fact that the Lévy measure of Y is concentrated
on the axes, the above result gives a new meaning to the function C;. Namely,
Ci(t1, ..., tn) indicates, how much mass of the measure 14, _; is concentrated be-
yond the axes and their [-surrounding (here by [-surrounding we mean the set
{(z1,...,xy) : min{|z1], ..., |zn|} < 1}). In other words, the function Cj(tq,...,ty)
tells us, how dependent the coordinates of the vector (Y (t1),..., Y(t,)) are.
Therefore, Cy(t1, ..., t,) can be considered an appropriate measure of dependence for
the Poissonian part of the i.d. process Y (¢). In particular, the function Cj(¢;,t2) can
serve as an analogue of the covariance and the function

Ci(t1,t2)
Ci(t1)Ci(t2)

ri(ti, t2) == (3.14)

can play the role of the correlation coefficient.
Let us now consider the case, when the random measure N is a-stable. In such
setting, the Lévy measure () in the Lévy-Khinchin representation has the form

c1
Q(dx) = Wl(o,oo)( z)dx + E ‘1+a1(foo,o)($)d$,

where ¢1 and cy are the appropriate constants. Consequently, the tail function is
given by
Al)y=C-1"%

and for the correlation cascade we get
Colte, ) = C- z—a/ min{ K (t1,2), .. K (tn, 2)}*m(dz),
X

where C'is the appropriate constant. From the last formula we get that the correlation-
like function 7(t1,t2) given by (3.14) does not depend on the parameter [. We have

mem{K(tl, ), K (t2, ) }*m(dx) |
\/fX (tr, m)*m(dz) [ K (t2, z)*m(dz)

14

T’(tl,tg) =T tl,tg (3.15)




The function 7 (1, t2) plays the role of the correlation in the a-stable case and mea-
sures the dependence between the random variables Y (¢1) and Y (t2). Now, let us
consider a stationary a-stable stochastic process {Y(t),t € R}. Since Y (¢) is sta-
tionary, (7,7 4+ t) does not depend on 7. Therefore, the function

_ Jx min{K(t,z), K(0,2)}*m(dx)

r(t) :=r(r,7+1t) = T K(0, 2)*m(dz) (3.16)

can be considered a correlation-like measure of dependence for stationary a-stable
process Y (t). The immediate consequence is the following, alternative to (3.3), defi-
nition of long memory in a-stable case

Definition 4. A stationary a-stable process {Y(t), t € R} is said to have long
memory in terms of the correlation cascade if the following condition holds

> fr(n)] = oo, (3.17)
n=0

where r(-) is given by (3.16).
Note that 10,1
I\Y,
) =
)= [ K(0, z)m(dx)’

thus, in order to verify the long memory property of Y'(¢), it is enough to examine
the asymptotic behaviour of Cj(0,1).

In the previous section, we discussed the dependence structure and the property
of long memory for the fractional a-stable noise I, (3.6) in terms of the codifference.
It is of great interest to verify if the process [, g displays long-range dependence also
in the sense of (3.17). As shown in [8], the correlation-like function r(t) corresponding
to lo m satisfies

r(t) ~ to—a
as t — 0o. As a consequence, we obtain

Corollary 2. For H > 1/a the process lo g (t) has long memory in the sense of
(3.17).

Note that this result is analogous to the one for codifference (compare with
Corrolary 1). However, the question arises, if the similar analogy can be observed
for the fractional O-U processes. This issue will be discussed in details in chapters 4
and 5.

Let us emphasize that the concept of long memory in the non-Gaussian world is
still not well-formulated and is a subject of many extensive research. Therefore, the
introduced definitions of long-range dependence and the obtained results should be
viewed as one possible approach to long memory for processes with infinite variance.

In the next section we describe the ergodic properties of i.d. processes in the
language of correlation cascade Cj(0,t). As a consequence, we obtain the relationship
between C;(0,t) and the codifference 7(t).
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3.2.2 Ergodicity, weak mixing and mixing

In this section we prove the revised version of the classical Maruyama’s mixing the-
orem [24]. As a consequence, we describe the ergodic properties (ergodicity, weak
mixing, mixing) of i.d. processes in the language of correlation cascade. We use the
obtained results to establish the relationship between both previously introduced
measures of dependence — codifference and correlation cascade.

Be begin with recalling some basic facts from ergodic theory. Let {Y(¢),t € R}
be a stationary, i.d. stochastic process defined on the canonical space (R, F, P).
The process Y (t) is said to be
ergodic if

1 (T
T/ P(ANS'B)dt — P(A)P(B) as T — oo, (3.18)
0
weakly mixing if
1 (T
T/ |IP(ANS'B) — P(A)P(B)|dt — 0 as T — oo, (3.19)
0
mixing if
P(ANS'B) — P(A)P(B) as t — oo, (3.20)

for every A, B € F, where (S?) is a group of shift transformations on RE.

The description of the mixing property for stationary i.d. processes in terms of
their Lévy characteristics dates back to the fundamental paper by Maruyama [24].
He proved the following result

Theorem. ( [24]) An i.d. stationary process Y (t) is mizing if and only if

(C1) the covariance function Couv(t) of its Gaussian part converges to 0 as t — oo,
(C2) limy—.o vor(|zy| > §) = 0 for every § > 0, and

(03) hmt_,oo f0<x2+y2§1 ZL‘yVOt(dl‘, dy) = 0,

where vy is the Lévy measure of (Y(0),Y (t)).

The above result was crucial for further scientific research on the subject of
ergodic properties of stochastic processes, and has been extensively exploited by
many authors (see, eg. [9,11,26] ). In what follows, we show that condition (C2)
implies (C3), and therefore the necessary and sufficient conditions for an i.d. process
to be mixing can be reduced only to (C1) and (C2).

Lemma 1. Assume that limy_o voi(|xy| > 0) = 0 for every § > 0. Then, we get

lim / xyvoe(de, dy) = 0.

t—oo
0<z?2+4y2<1

16



PRrOOF. First, let us notice that the assumption in the lemma implies that

tlim vor(|Jz| Ayl > 1) =0 foreveryl >0,
where a A b = min{a, b}. Indeed, putting 6 = [, we get

vor(Jz| Ayl > 1) < vor(Jzy] > 6) — 0

(3.21)

as t — oo.
Now, fix € > 0, put Bs = {2% +3? < 6%} and Rs = {6 < 22 + 9% < 1}. Then,
we obtain
|xy|voe(dx, dy) = / |xy|vo(dex, dy) + / |xy|voe(de, dy) =: I + Is.
0<z2+y2<1 Bs Rs

We will estimate both terms I; and I separately.
Taking advantage of stationarity of vy, we get for the first term

1 1
L < Q/xQVOt(dx,dy)+ 2/y2u0t(dx,dy) <
Bs Bs
1
< =

{z=462} {y2<o?} || <6

Thus, for some appropriately small g we have

I = / lzy|vo(dx, dy) < €/2.
Bs,

0y €

1
5 / 9?2V0t(dﬂfady)+§ / y o (da, dy) = /$2V0(d~73)-

(3.22)

For the next term, put lp = min{%, g}, with ¢ = vy(|z| > %0) < 00. Then, for

C = Rs, N {|z| A |ly| > lp} we obtain

€
L - / wylvor(da, dy) + / laylvor(de, dy) < vor(C) + / € voe(da, dy) <

8¢
C Rs,\C Rsp\C
€
< vz Ayl > 1) + 8*qV0t(R5o \C) <
< vorllzl Ayl > 1) + Svor ({2l > 23Uy > 23) <
S Ot Yy 0 8q Ot 9 Yy 9 S
<

€ 0 € 1
sl 1y > 1)+ o (Jal > )+ o (10> ) =

8q

€ 1]
— ullel A1yl > o)+ oo (lel > 5 ) = sulel Al > 10 +

€
4q 4’
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Using (3.21), for large enough ¢ we have vy (|z| A |y| > lp) < §, and therefore

I2=/|95?/’V0t(d$ady)< : (3:23)

R;

N ™

0

Finally, combining (4.13) and (3.23), and letting € \, 0, we obtain the desired result.
|

The above result allows us to formulate the following revised version of Maruyama’s
mixing theorem

Theorem 1. An i.d. stationary process Y (t) is mizing if and only if the following
two conditions hold

(C1) the covariance function Cov(t) of its Gaussian part converges to 0 as t — oo,
and

(C2) limy o0 vor(|zy| > §) = 0 for every 6 > 0,

where vy is the Lévy measure of (Y (0),Y (t).

PROOF. Necessity follows directly from the Maruyama’s theorem. For sufficiency,
let us notice, that from Lemma 1 we see that condition (C2) implies (C3). Thus, the
process must be mixing. Wl
Remark. Condition (C2) says that the Lévy measure vy is asymptotically con-
centrated on the axes, which for an i.d distribution is equivalent to the asymptotic
independence of the Poissonian parts of Y (0) and Y (¢). Therefore, conditions (C1)
and (C2) yield the asymptotic independence of Y (0) and Y'(t), which, in view of
definition (3.20), is the natural interpretation of mixing property.

To express the mixing property in the language of the previously introduced (3.9)
correlation cascade Cj(-), we prove the following lemma

Lemma 2. Let Y (t) be an i.d. process and let vy be the corresponding Lévy measure
of (Y(0),Y(t)). Then, the following two conditions are equivalent
(1) limy— o0 voi(|zy| > 6) = 0 for every § > 0,
(1) limy o0 vor (min{|z|, |y|} > 6) =0 for every 6 > 0.

PROOF. (i)=-(ii)
We have

vor(min{lz, [y[} > 6) < vor(Joy| > 6%) — 0

as t — o0.
(if)=()
Fix § > 0 and € > 0. Denote by vy the Lévy measure of Y (0). Then, there exist
n € N, such that

vol|z| > n) < i

Taking advantage of stationarity of Y (t) we get

< wvor(min{|z|, [y|} > 6/n) + voe(|z| > n Vv [y| > n) <

< wor(mindfz], [y[} > 6/n) +vo(jz] > n) + Qi(ly[ > n) =
= vy (min{|z],|y|} > d/n) + 2vp(|z| > n) <e€/2+¢/2=¢

vor(|zy| > 6)
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for appropriately large ¢. Thus, we obtain vy (Jzy| > J) — 0 ast — co. B
As a consequence, we have the following result

Corollary 3. An i.d. stationary process Y (t) is mizing if and only if the following
two conditions hold

(C1) the covariance function Cov(t) of its Gaussian part converges to 0 as t — oo,

(C2) limy—.o0 vor(min{|z|, |y|} > &) = 0 for every § > 0, where vy is the Lévy measure

of (Y(0),Y(2)).

PrROOF. Combination of Theorem 1 and Lemma 2 yields the desired result. l
In what follows, we describe the ergodic properties for the i.d stochastic processes
Y (t) of the form (3.7) in the language of the function Cj(-). From now on to the end
of the paper we assume for simplicity that the process Y (t) has no Gaussian part.
Let us prove the following theorem

Theorem 2. Let Y(t) be a stationary i.d. process of the form (3.7). Then Y (t) is
mizing iff the corresponding function C) satisfies

lim Cy(0,t) =0
t—o00
for every 1 > 0.

PrOOF. From Proposition 1 we have that
C1(0,t) = voe(min{|z|, |y|} > 1).

Since the Gaussian part of Y'(¢) is equal to zero, so is its covariance function. Thus,
from Corollary 3 we obtain that Y (¢) is mixing iff lim; .o, C;(0,¢) = 0 for every [ > 0.
|

Example. Let us consider the a-stable moving-average process

t
Y(t) = /_ F(t — 2)La(dz).

Here f is assumed to be nonnegative, monotonically decreasing function and L, (z)
is the standard symmetric a-stable random measure on R with control measure m.
In this case the function C} has the form

C1(0,8) = const - 1-° /t )1 m(dy). (3.24)

Since f must be a-integrable with respect to the measure m, we get that lim;_,o, C;(0,t) =
0 for every [ > 0. It implies that every a-stable moving average is mixing.
Recall that the function

7(t) = log E¢'Y(O=Y0) _ 150 eV () _ Jog Be=™ (),

called codifference (3.2), is an alternative measure of dependence for i.d. processes.
As shown in [26], it carries enough information to detect ergodic properties of Y (¢).
The next result establishes the relationship between the asymptotic behaviour of 7(t)
and Cy(0,t).
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Theorem 3. Let Y (t) be a stationary i.d. process of the form (3.7). If the Lévy
measure vy of Y(0) has no atoms in 27Z, then the following two conditions are
equivalent

(1) lim;_,oo C1(0,t) = 0 for every I > 0,

(1) limy_oo 7(t) = 0.

PROOF. Theorem 2 yields the equivalence of (i) and mixing. From [26], Theorem
1, we get that condition (ii) is equivalent to mixing in case when the Lévy measure
vp of Y'(0) has no atoms in 27Z. Thus, conditions (i) and (ii) must be equivalent. W

In what follows, we show, how to modify the obtained results in order to charac-
terize ergodicity and weak mixing. Let us remind that for the class of i.d. stationary
processes these two properties are equivalent, [5].

As already discussed in [26], the Maruyama’s theorem and its revised version
(Theorem 1) carry over to the case of weak mixing if one replaces the convergence
on the whole set R to the convergence on a subset of density one. Let us remind that
a set D C Ry is of density one if lime—,oo A(D N [0,C])/C = 1. Here X denotes the
Lebesque measure. Thus, the version of Theorem 1 for weak mixing has the form

Theorem 4. An i.d. stationary process Y (t) is weakly mixing (ergodic) if and only
if for some set D of density one the following two conditions hold

(C1) the covariance function Couv(t) of its Gaussian part converges to 0 as t —
oo, teD,

(C2) limy_o0 tep vor(|zy| > 0) = 0 for every 6 > 0, where vy is the Lévy measure of
(Y(0),Y(t).

Since the intersection of finite number of sets of density one is still the set of
density one, we can repeat the arguments of Lemma 2 and Theorem 2 restricted to
a set of density one. Hence, we obtain

Theorem 5. Let Y (t) be a stationary i.d. process of the form (3.7) with no Gaussian
part. Then Y (t) is weakly mizing (ergodic) iff for some set D of density one, the
corresponding function Cy satisfies

lim  Cy(0,¢) =0

t—oo, teD
for every 1 > 0.

Since, for a nonnegative and bounded function f : Ry — R and for a set D of
density one, the condition
lim f(t)=0

t—oo, teD

is equivalent to the following one

T—>OOT 0

hence, we obtain the following corollary
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Corollary 4. Let Y (t) be a stationary i.d. process of the form (3.7) with no Gaussian
part. Then Y (t) is weakly mizing (ergodic) iff for some set D of density one, the
corresponding function C; satisfies

for every 1 > 0.

Thus, the above results give the description of ergodicity weak mixing and mixing
in the language of the function C;. They indicate that correlation cascade is an
appropriate mathematical tool for detecting ergodic properties of i.d. processes.
Moreover, Theorem 3 yields the relationship between both measures of dependence
C1(0,t) and 7(t).
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Chapter 4

Codifference and the dependence
structure

In Section 2.2, we discussed the properties and the presence of long range depen-
dence in four fractional generalizations of the classical Gaussian O-U process. In
this chapter, we extend these investigations to the more general a-stable case. We
introduce five stationary a-stable models and study their dependence structure in
the language of codifference.

Through the analogy to the Gaussian case (see Section 2.2), the a-stable O-U
process {Z(t),t € R} can be equivalently defined as:

(a) the Lamperti transformation of the symmetric a-stable Lévy motion L(t),
0 < a<2 (see|11])

Z(t) = e MLy (M) (4.1)

(b) the stationary solution of the a-stable Langevin equation

a2 (1) _
I+ AZ() = (D), (4.2)

where [, (t) is the a-stable noise, i.e. l,(t) = dL,(t)/dt.

The integral representation of Z(t) is given by

¢
2(t) = / e ML (), (4.3)
—0o0

which immediately implies that Z(t) is stationary and Markovian. Moreover, it has
a-stable marginal distributions and for a = 2 we recover the classical Gaussian O-U
process. As shown in [29], the codifference of Z(t) decays exponentially. This result
is analogous to the one for correlations in the Gaussian case, and indicates that the
a-stable O-U process has short memory in the sense of (3.3).

In what follows, we define four fractional generalizations of Z(t), explore their
dependence structure and answer the question of long memory in these models.
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4.1 Typelfractional a-stable Ornstein-Uhlenbeck process

In this section we define the first generalization {Z;(t),¢ € R} of the standard O-U
process. Zi(t) is the a-stable extension of the Gaussian process Y7 (t), see (2.8).

Definition 5. Let Lo pg(t), 0 < a<2,0< H <1, be the fractional a-stable motion
(3.5). Then, the process defined as the following Lamperti transformation

Zi(t) = e M Ly g(eh). (4.4)
is called Type I fractional a-stable Ornstein- Uhlenbeck process.

In the next three theorems we give precise formulas for the asymptotic behaviour
of the generalized codifference I(6;;602;t) introduced in (3.4). Next, we show that
similarly to the Gaussian case the process Z(t) has short memory. In our consider-
ations, we exclude the two case 61602 = 0, since then, trivially, I(6;;62;t) = 0.

In the proofs we frequently use the following property ( [29], page 122)

o i [ sor1atan)| = - [ et s

with B C R and f € L*((B),dx). We also take advantage of the two key inequalities
[15]:
For r,s € R

2|r|« if0<a<l1

(a+D)|r|* +alr||s]*™t  ifl<a<2. (4.6)

I s = i = 1sf*] < {
Theorem 6. Let 0 < o < 1 and 0 < H < 1. Then the generalized codifference of

Z1(t) satisfies
1(01; 025 t) ~ Ay (01; 0y)e 1o (=H)

as t — oo, where
Aa(b1;02) = /OOO {! — 01asTV 4 Gpa(H — 1/a)stT Va1
16157712 — da(H — 1/a)s" 101 | ds
+ /OOO {\ — 01bsTV Y 4 0yb(1 /o — H)sH /071
—Iorbs e fob(1fa— )T b ds ()
PROOF: We have Z1(t) = e " Ly p(e') = [ f(s,t)La(ds) with

fls,t) = e Ma|(e" - 5)5_1/01 - (—S)f_l/a} +e tHp {(et P ey gy L
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Taking advantage of (3.4) and (4.5) we obtain

F0:0050) = [ {00700+ 027,001 ~ 0075 O = [ (5,0)[ s
0 1 et 0o
= /oo...ds—i-/o...ds—l—/l ...ds—f—/et ...ds
=t Ii(t) + L(t) + I3(t) + Lu(t). (4.8)

In what follows, we estimate every I;(t), j = 1, ...,4, separately.
Let us begin with I;(t). After some standard calculations and by the change of

etH

variables s — —e'?'s, we get

L(t) = e /Ooo{!p(sat) +q(s, )| = |p(s, )" — [a(s,1)|* }ds,

where
p(s,t) = e tHoa[(etH) 4 s)H=1/a _ gH=1/a] apg (4.9)
q(s,t) = Oaal(e 7t 4 s)H—Va _ gH=1/a) (4.10)
For fixed s € (0,00) we see that
ep(s,t) — —rast 1o = Poo($)
as t — oo. Using the mean-value theorem
1
fr+s)—f(r)= s/ f'(r + us)du, (4.11)
0

where f is accordingly smooth, and the dominated convergence theorem, we obtain
1
ey(s,t) = Gga(H—l/a)/ (sue HYH=Y o= gy — Goa(H—1/a)sT=1/"1 = g0 (s)
0

as t — 0o. Consequently, for fixed s € (0, 00)

e {lp(s,t) + (s, ) — lp(s, )| — la(s, )|} —
{IPoc(s) + oo (5)|* = |Poo($)|® = ldoo(s)|*} (4.12)

as t — oo. To apply the dominated convergence theorem, we use inequality (4.6)
together with the mean-value theorem and get

sup e p(s,t) + q(s,6)|* — p(s, )|* — |a(s, )|

>

< sup 10,1y ()" [[p(s,t) + q(s,t)|* — |p(s,8)|* — |q(s, t)]"]
>

+§UI1> 11,00y (8)€" ™ [Ip(s,) + q(s,6)|* — [p(s, )| = la(s,)|*|
>

< sup 1) ()6 2lp(s, )] + sup 111y (3)e"F 2l g5, 1)
t>1 t>1

Ho—1—«

< 1(071)(8)018}[&_1 + 1{1,00)(8)c2s ,
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which is integrable on (0,00). Here ¢; and ¢y are the appropriate constants indepen-
dent of s and ¢t. Thus, from the dominated convergence theorem we get

L(t) ~ el etolt /OOO {IPoc(s) + oo (8)|* = [Poo(8)|* = ldoo(s)|“}ds  (4.13)

as t — oo.
We pass on to I(t) = f01{|v(s,t) + u(s)|* — |v(s, t)|* — |u(s)|*}ds, where

v(s,t) = e tHy, [a(et o S)Hfl/a _ bstl/a] and

u(s) = Oaa(l — )=V — psH=1/],

>From (4.6) we obtain |Ix(t)| < 2[01 lv(s,t)|*. Additionally, for fixed s € (0,1) we
have
eMy(s,t) — —6bs 1/

as t — oo, and

sup ey (s, 1)|* < di(1 — s)Ho L 4 dystlaL)
t>1

which is integrable on (0,1). Here d; and dg are the appropriate constants indepen-
dent of s and ¢. Thus, we obtain I5(t) = O(e~**), which implies

U=, — 0 as t — oo

and the contribution of I5(t) is negligible.
We continue our estimations for I3(¢). After the change of variables s — e!’s,
we have

() = ¢ [ {Juls. )+ (5,01 - [wls 0 = (s, 0]},
where
w(s,t) = e oy a(e ) — g)HVe V) aaemy(s) (4.14)
and
2(s,t) = 0ab[(s — e YV gHVOT 1 o iy (s). (4.15)
In a similar manner as for I;(t), we get that for fixed s € (0, 00)
eMw(s,t) — —01bsT 1 = woo(s)

and also
e 2(s,t) — Oab(1 /v — H)sT=Vo™ = 2 (s)

as t — oo. Consequently,

e {lw(s, )+2(s, )|~ |w(s, 1) *~[2(5,1)[*} — {[woo(s)+200(8)|" ~wos (5)|*~ [ 200 (5)|*}
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as t — oo. Using (4.6) we obtain the following estimate

sup e |w(s, 1) + 2(s,1)|* — [w(s, 8)|* — [2(s,1)[*]

t>%
taH o' taH a
< sup 1o 1)(s)e" 7 2[w(s, )| + sup 1 «)(s)e"* 2|z (s, )]
> t>%

< 1(071)(8)[61(1 — S)Ha—l + €2$HO‘_1] + 1[1,00)(5)63(8 _ 1/2)HO¢—1—0¢’

which is integrable on (0,00). Here e1, es and e are the appropriate constants
independent of s and ¢. Therefore, the dominated convergence theorem yields

Iy(t) ~ eloH? i /0 " {Jweo() + 200(8)[® — Jwso(s)|® — zo(8)[*} s (4.16)

as t — oo.

For I4(t), after the change of variables s — e

s, we get

F5(t) = € [ {lg(o.) + B DI = lo(s, D1 = [h(s. s,
with
g(S, t) == e_tHe]_b[(S — 1)H_1/O‘ _ SH—l/a]

and
h(s,t) = Ogb[(s — e Y1/ _ gH=1/a]

Form the mean-value theorem we get
1
h(s,t) = 02b(1/cx — H)e_t/ (s — e~tu)H-1/e"1gy,
0

therefore, for fixed s € (1, 00) we have eh(s,t) — Oab(1/a—H)s" =1/ ast — oo.
Additionally

sup e'|h(s, )| < 02b(1/a — H)|*(s — 1/2)He—1=
t>2

which is integrable on (1, 00). Since [I4(t)| < 2e'H [ |h(s,t)|*ds, we obtain I4(t) =
O(e~t*0=H)) thus the contribution of I(t), similarly to I5(t), is negligible. Finally,
putting together formulas (4.13) and (4.16), we get the desired result. B

We pass on to the case a = 1. We recall the fact that the case 610 = 0 is
excluded, since then I(6y;69;t) = 0.

Theorem 7. Let « =1 and 0 < H < 1. Then the generalized codifference of Z1(t)
satisfies

(’é) Ifb =0 and (91(92 > 0 then 1(91;92;75) = O,
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(ii) If a =0 and 6162 < 0 then

01]

1(617 927 t) ~ —Q\b] <H6 H . 1(0,1/2](H) + |92‘€7t(17H) N 1[1/271) (H))

ast — oo.
Otherwise
1(01; 92; t) ~ A1(91; ez)e_tH(l_H)

as t — oo, where Ay is given in (4.7).

PROOF: First, we determine, in which case the constant A;(6;;62) = 0. From
(4.7) we get

A1(91;92) = / ...ds +/ ...ds =: A11(91;92) + A12(¢91;92).
0 0

>From the triangle inequality we see that A;(01;62) = 0 < {A11(01;62) = 0 and A12(01;602) =
0}. Additionally, we have A11(01;602) = 0 < {a = Oor 60, > 0} as well as
A12(61;02) = 0 < {b = 0or 002 < 0}. Since the cases 616 = 0 ora =b =10

are excluded, we obtain

A1(91;92) =0« {CL =0and 0,65 < 0} or {b =0 and 6,65 > 0}

The case {b = 0 and 6105 > 0} is trivial, since then it is easy to verify that for every
term in formula (4.8) we have I;(t) =0, i = 1,...,4. Thus, we obtain part (i) of the
theorem.

We pass on to the second possibility {a = 0 and 6162 < 0}. In this case only I; ()
and I3(t) from (4.8) disappear, therefore we need to find the asymptotic behaviour
of Ir(t) and I4(t). Let us begin with I5(t). From the proof of Th.6 we get I5(t) =
f01{|v(s,t) +u(s)| — |v(s,t)| — |u(s)|}ds, where v(s,t) = —e *Hh1bs7 ! and u(s) =
—09bs™ 1. First, we consider the case #; > 0 and 6 < 0. Fix s € (0,1). Then for
large enough t we get

[0(s, 1) + u(s)| = [o(s,t)] = |u(s)| = —2e7H[plrs™ ",
which implies ' [|v(s, t) +u(s)|—|v(s, )| —|u(s)|]] — —2|b|#1s7 ! ast — oco. Since

sup ¢ [u(s, ) +u(s)| = |v(s,t)] — [u(s)]] < 2[b6r]s™ 1,
>

we get from the dominated convergence theorem I5(t) ~ —2|b|f1e~ fol s=1ds =
—2|b\%1e_tH as t — oo. Symmetrically, for §; < 0 and #2 > 0 one can show that
I(t) ~ 2[b|% e . Finally

I(t) ~ —2]b||9hlr|e_tH (4.17)
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as t — oo.
We continue with I4(¢). From the proof of Th.6 we have

L(t) = e / g, ) + hs, )] — la(s,£)] — [h(s, ) }ds,

with

g(s,t) = e tHpb[(s — 1)H71 — 511
and

h(s,t) = 0b[(s — e H)H-1 — 11,

For fixed s € (1,00) we have e'g(s,t) — 61b[(s — 1)~ — sH#~1] and also
e'h(s,t) — Bab(1 — H)s"=2 as t — oo, which implies that for large enough ¢
we get |g(s,t)| > |h(s,t)|. Let us then consider the case #; > 0 and 02 < 0. For fixed
s € (1,00) and large ¢t we obtain

l9(s. 1) + h(s, 1) — |g(s, )| — [A(s,1)] = 202b][(s — ™)~ — 5",
and consequently
e{lg(s.t) + h(s, )] = lg(s, )| = [h(s, )|} — 262]b](1 — H)s" 2
as t — oo. We also have from (4.6)

StU.IQ)etHg(S,t) + h(S,t)‘ - ‘g(svt)‘ - ’h<37t)H < kl(s - 1/2)H_27
>

which is integrable on (1,00). Here k; is the appropriate constant independent of
s and t. Thus, from the dominated convergence theorem we get I(t) ~ e tA=H) .
2021b|(1 — H) [ s¥72ds = e t1=H) . 20,|b| as t — co. For #; < 0 and 3 > 0 one
shows in a similar manner that Iy(t) ~ —e~*0=H) . 20,|b|. Finally

Iu(t) ~ —2|0ble~t1—H) (4.18)

as t — 0o.

Now, from (4.17) and (4.18) we get that for H < 1/2 we obtain I(0;;62;t) ~ I2(t),
for H > 1/2 we obtain I(0;;62;t) ~ I4(t) and for H = 1/2 we get 1(01;02;t) ~
I5(t) + 14(t) as t — oo. Thus, we have proved part (ii) of the theorem.

In any other case, i.e. when A;(6;;62) is a non-zero constant, the proof of The-
orem 6 applies and we get I(01;602;t) ~ A1(0y; 92)6_tH(1_H) ast— oo. W

The next theorem determines the asymptotic dependence structure of Z;(t) when
the index of stability is such that 1 < a < 2.

Theorem 8. Let 1 < o < 2,0 < H <1 and H # 1/a. Then the generalized
codifference of Z1(t) satisfies
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(i) If 1 -1 <H<1Lthen
I(01;02:t) ~ Ag(01;02)e o HO=H)

(ii) If H<1—21 then
1(91; 0s; t) ~ Ba(al; 92)671&1—1
(iii) If H > L then
1(01;09;t) ~ Dq(67;02)e 01

as t — o0o. The constant A, is given in (4.7), whereas

(1 + S)Hfl/a - SHfl/a‘a_l

SHfl/adS

Ba(01;02) = / oB15gn {62} |02/ |a]°
0

1
— / af bs? 1/
0

sgn {92[G(1 — g)fI=l/e _ bngl/a]} ds

a—1

Os]a(1 — )1 _pgtl=1/a)

a—1
92b[(8 _ 1)H—1/a _ SH—I/a]‘

e.¢]
—/ absgn{fsb}bs™ 1/
1

ds,

and

Do (61 02) = |aya/ a(H = 1/0)0s|01|* tsgn{fy }s™ 1/t (s 4 1)1 — gH =1/ gy
0

1
+/ |01 02b(1 /o — H) sV a1 g (1 — g)H Ve _ pgH—1/ajal o
0
sgn{0;]a(1 — s)T1/e —psH=1/2]1 g
+ / abob(H — 1/a)sgn{0;b}]0:b]* 1| (s — 1)~V — gH-1/aja—1gH=1/a=1 g
1

PROOF:
(i) Recall the decomposition in (4.8). We have I (t) = efoH” I Alp(s, t) +q(s, t)]* —
Ip(s,t)|* —|q(s,t)|*}ds, where p(s,t) and ¢(s,t) are given in (4.9) and (4.10), respec-
tively. For fixed s € (0,00) we get that (4.12) holds, since H — 1/a < 0. To apply
the dominated convergence theorem, we use the second part of inequality (4.6) in
combination with the mean-value theorem and get

Sup "M lp(s, t) +q(s,0)|* = p(s, )| — a(s,)|°]

< Sup Lio,1) ()" [[p(s, 1) + q(s, )|* — |p(s,1)|* — lq(s, 1)|*|

+sup Li100) ()€™ [p(s,8) + q(s,8)|* = |p(s, 0)|* — lq(s, )|

< sup Lio,1)(s)e" ™ (a+1)|p(s, 1) |* + Sup Lio,1)(s)e"Malp(s, t)[|q(s, t)|*
+sup Lit00)(8)e" ™ (a4 1)q(s, )% + Sup Li1,00)(5)e" alq(s, t)||p(s, t)|* "

Ha—1—«

< 1(071)(5)0131{0‘_1 + 1(071)(3)0231{"_0‘ + 1{1,00)(8)c3s + 1[1700)(3)043}10‘_2,
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which is integrable on (0, 00), since Ho < 1 and Ha — a > —1. Here ¢;, i = 1, ..., 4,
are the appropriate constants independent of s and t. Therefore, we get

L(t) ~ et etolt /OOO {IPoc(s) + oo (8)|* = Poo(8)|* — ldoo(s)|“}ds  (4.19)

as t — oo.

Next, we estimate I(t) = fol{\v(s,t) + u(s)|* — |v(s,t)|* — |u(s)|*}ds, with
v(s,t) = et [a(e! — s)A 1/ —psH=1/] and u(s) = Oyfa(l — s)H-1/* — pst—1/2],
>From (4.6) we obtain

1 1
LO< @+ 1) [ osolds+a [ o0l s

Additionally, for fixed s € (0,1) we have e!“ |v(s,1)|* — |b0;|*sH~! and
e lo(s, t)||u(s)|*1 — by [sT =1/ |u(s)|*~ ! as t — co. We also get

sup e!*H (s, 1)|* < dy(1 — )21 4 dysto?
t>1

and

sup e u(s, t)[|u(s)[* ™ < ey (1 — s)To7L 4 egsflaL,
t>1

where di, do, e; and ey are the appropriate constants independent of s and ¢. Thus,
from the dominated convergence theorem we get Io(t) = O(e~*H 4e~toH) = O(et1),
t — oo. Thus, since a(1 — H) < 1, the integral I»(t) decays faster than I;(t).

In case of I3(t) we can not use the dominated convergence theorem directly, we
need more delicate estimations. We have I3(t) = efH” Jo {lw(s, t) + z(s, )] —
lw(s, t)|* — |z(s,t)|*}ds, where w(s,t) and z(s,t) are given in (4.14) and (4.15),
respectively. Set

G(s,1) i= |w(s, t) + 2(s, )| = w(s, )| = [2(s,1)[%,

Goo(8) := |woo(8) + 2oo(8)|* — [woo(8)|* — [200(s)|

with weo(s) = —01bs7 =1/ and 2z (s) = 2b(1/a — H)s"=1/2=1 We will show that
| / 1 G (5, 8) — Goo ()]ds| — 0
0
as t — oo. Fix € > 0 and put

/Ooo[etaHG(s,t) — Goo(8)]ds =

e—tH e—tH ¢ et(1—H) _, et(1—H) 0
= / ...ds+ / ...ds+ / ...ds+ / ...ds+ / ...ds
0 e—tH e—tH ;¢ et(1—H) _ et(1—H)

=1 Ji(t) + Jo(t) + J3(t) + Ja(t) + J5(2).
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Since Goo(s) is integrable on (0,00), we obtain |Ji(t)] — 0 and |J5(t)] — 0 as
t — oo. For the second term we have from (4.6) that

e—tH_i_6 eftH-i-E
()] < / H G (5, 8) — Goo (5)]ds < (a+1) / et H |y (s, 1)]*ds
e—tH e—tH
e~ tH ¢ e~ tH ¢
ta / e H (5. 1| |2(s, 1)[°1ds + (o + 1) / o (5)[ds
e—tH e—tH
e*tHJre
4+« / \woo(s)Hzoo(s)P‘*lds =: ng(t) + ng(t) + ng(t) + J24(t).

Additionally, since H — 1/a < 0, we have

e tH e
d
I <dy [ (09T s = et gl (e
e—tH
d
+ F;[(e—tH + 6)Ha _ (e—tH)Ha].

Next, since H — 1/a < 0, we get for s € (e_tH7 @—tH+e)
(s — eIt —HVe) < (1) — H)e (s — 7)ot
and consequently

eitHJr({
J22(t) S d2 / [(]_ _ S)Hfl/a 4 SHfl/a](S . eftH)(Hfl/afl)(afl)ds
e—tH

< d3(1 _ eftH - 6)Hfl/ozeHozfoz+1/afH+1 + d46Hafa+1‘

Moreover,

J23(t) — dS[(e—tH + 6)Hcy o (e—tH)Ha]’

J24(t) = dG[(eftH + 6)Hozfoﬂrl . (eftH)Ha7a+1]7

where d;, ¢ = 1,...,6 are the appropriate constants independent of ¢, s and €. Using
the fact that 1 — é < H < é, we obtain lime olimy—o Joi(t) = 0 for every
i =1,...,4, which implies limg\ o lim;_.o J2(t) = 0.

We pass on to J3(t). For fixed s € (0,00) we get from the proof of Theorem 6

MG (5,001 vty r1-11) ) (8) — Goo(8)L (00 (5).
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as t — oo. Additionally,

sup e!H|G(s,1)] Lie—th e et-m)_¢)(8)

t>%

< sup 1(eftH+€’1)($)€taH<Oé + 1)|w(s, t)|“ 4 sup 1(e—tH+€71)(3)etaHa‘w(S7 t)||z(s,t)|*!
t>2 t> 5

+5up g era-m g (8)e" ™ (@ + 1)]2(s, 6)|% + sup Ly eram _g (s)e"* al2(s, 1) [w(s, 8)[*7
t>2 t>%

< 1(6,1)(8)k1[(1 N S)Ha—l + SHa—l] + 1(6,1)(8)]{72[(1 i S)H—l/a + SH—I/a]e(H—l/a—l)(a—l)
L (ks — 1/2)197170 4 1y (ka(s — 1)1V (YD) (1)
which is integrable on (0,00). Thus, from the dominated convergence theorem we

get J3(t) — 0 as t — oo.
For J4(t) we have

St(1—H) ot(1—H)
Ja(1)] < / € H G5, 1) — Gao(3)[ds < (a4 1) / eoH 45 1)[ds
et(1—H) _¢ et(1—H) _¢
et(1—H) et(1—H)
+o / emH|z(5, t)|Jw(s, t)|a71d5 + (a+1) / |z00(8)|%ds
6t(1—H),6 et(1—H) _¢
ot(1—H)
o / 200 (8)|[Woo ()| *ds =2 Jur (t) + Jaz(t) + Jag(t) + Jua(t),
Gt(1—H)_,

and one can show similarly, as for Jy(t) that lime o limy .o J4(t) = 0. Finally, we
have proved

lim lim J;(¢) =0
e\,0 t—00

for i =1,...,5. Thus,
‘ /Ooo[etaHG(s, t) — Goo(s)]ds‘ 0,
which implies for the term I3(¢) in (4.8) that
Ly(#) ~ et (=) /O " Go(s)ds
as t — oo.
For Tu(t) = e [*{|g(s,t) + h(s, )| — lg(5, )| — [h(s,£)|}ds, with g(s,t) =

et b[(s — 1)1/ — sH=1/] and h(s,t) = Oob[(s — e )1/ — sH=1/2] we have
from (4.6)

o

L) < (a+1)e““H/1 !h(s,t)ladsJrozetC“H/1 (s, )l[g(s, )| ds.
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We also obtain from the proof of Theorem 6 that for fixed s € (1,00) we have
eth(s,t) — Oab(1/a — H)s"=1/*=1 and similarly e g(s,t) — 01b[(s — 1)1/« —
sH=1/2] as t — oo. Additionally

sup e'|h(s, t)|* < |02b(1/a — H)|*(s — 1/2)Ho—1-2
t>2

and

Supet—HH(a_l)‘h(S,t)Hg(S,t)‘a_l < k1<3—1/2)H_1/a_1[kz(s—l)(H_l/a)(a_l)—|—/€38(H_1/a)(a_1)],
t>2

which is integrable on (1,00). Here kj, ko and k3 are the appropriate constants in-
dependent of s and t. Thus, I4(t) = O(e~**=H)) and, since aH < 1, its contribution
is negligible.

Finally, we have shown that Is(¢) and I4(t) decay faster than I (t) and I3(t).
Therefore, I(01;62;t) ~ I1(t) + I3(t) as t — oo, which completes the proof of part

(1).

(ii) For the first term in (4.8) we have
9 o
L(t) = e /O {Ip(s,t) +q(s,0)|* — |p(s, t)|* — [q(s,1)|* }ds,
1 o]
6taH2 / ...ds + etaH2 / ...ds =: Ill(t) + Ilz(t).
0 1

We recall that p(s,t) = e 10, a[(et—H) 4-5)H-1/a _gH=1/a] and q(s,t) = Goal(e H +
s)=1/a _ gH=1/2] For I5(t) one shows similarly as in the part (i) of the proof that

Lia(t) ~ e teHO—H) / 1Poo(8) + e ()] — [poc ()] — |guo(s)|"ds,

as t — 0o. Here poo(s) = —01as/* and qoo(s) = Opa(H — 1/a)s=1/>=1  For
I11(t), after the change of variables s — e s, we get

tH

Ia(t) = /06 {Ip(s, 1) +q(s)|* — |p(s, )| — [a(s)|*} ds,

where p(s,t) = e "01a[(et + s)H 1/ — sH=1/2] and §(s) = Oaa[(1 + s)T- V> —
sH=1/] For fixed s € (0,00) we have that etHﬁ((%t)l(O,etH)(S) — —brast—1/ as
t — o0, and from the mean-value theorem we obtain

1B, 1) + @(s)|* — 1)} L0 erm) (8) s

a—1
aelsgn{QQ}erx—l‘a‘a (1 +8)H—1/a . SH—l/a SH—l/a —. Hoo(5)7
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since L|z|* = alz|* lsgn{z} for  # 0. Putting H(s,t) := |p(s,t) + q(s)|* —
Ip(s,t)|* — |q(s)|* and using inequality (4.6), we get

sup €| H (s, 1)[1 (g et (5) < sup ™ [H (s, )[1(0,1)(s) + sup e [H (s, )| 1y porr(s)
t>1 t>1 t>1
< iulf(a +1)e (s, 6)|*1(0,11(5) + sup ae™|p(s, )| |a(s)|* 10,1 (s)

> >

+sup et (a4 1)e? |p(s, )L cemy(8) + sup e ae |p(s, t)|‘a(5)’a_11(176z}1)(8)
t>1 t>1

< llsHa_ll(Oyl](S) + l2€tH_tHaSHa_1l(l’etH)(S) + lgsHa_a]_(l,oo)(S)

< llsHafll(o,l](S) + 128Ha7a1(1,oo)(3) + 133Ha7a1(1,oo)(3)7
which is integrable on (0,00). Here [;, i = 1,2,3, are the appropriate constants
independent of s and t. Thus, the dominated convergence theorem yields I11(t) ~

e [ Hyo(s)ds as t — oo. Since a(1 — H) > 1, we see that I15(t) decays faster
than I11(t), and we finally obtain

[e.9]
Ii(t) ~ e_tH/ H(s)ds
0
as t — oo.

Next, we have I (¢ fo {Jv(s,t) +u(s)|* — |v(s, t)|* — |u(s)|* }ds, with v(s,t) =

e o [a(et —s)— l/a bsH=1/2) and u(s) = Oza(1 — s)H 1/ — psH—1/2], For fixed

€ (0,1) we obtain e'Hv(s,t) — —61bs”~1/* as t — 0o, and from the mean value
theorem we get

e {Ju(s) + (s, )| — Ju(s)|"} T
—OéeleH_l/a 02[@(1 — S)H—l/a _ bSH_l/a]
=: M ().

&

Since for the appropriate constants m; and mo we get

Sup eM[o(s, t) + u(s)|* — [o(s, )| — [u(s)|°]

< sup e (o + 1)|v(s, 1)|* + sup e ajv(s, t)[|u(s)[* L < my(1 — s)HL 4 mysHe
t>1 t>1

which is integrable on (0,1), the dominated convergence theorem yields

1
t) NetH/ My (s)ds
0

For the next component we have I3(t) = [/ {|d (s,t) + f(s)|* — |d(s,t)|* —
|f(s)|*}ds with d(s,t) = e t10;[a(e! )H Ve _ pgt= 1/6“] and f(s) = 62b[(s —
H=Va _ gH=1/a]  For ﬁxed s € (1, oo) we get

efd(s,t) 750 —01bst 1/
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and from the mean-value theorem

eld(s,t) + F()|* = £ (5)|*} T=ac”
—abbsT = 10,b](s — 1)V — gH=1/e o sgn{f2b} =: Noo(s).

Note that Noo(s) is integrable on (1,00). Set
N(s,t) := |d(s,t) + f(s)[* = |d(s, )| = | f ()|
Then, we have
2 et
_ / N(s, t)ds + / N(s,t)ds = It (£) + Ina(t).
1 2

We will find the rate of convergence for every Is;, i = 1,2, separately. For I3;(¢), fix
s € (1,2), then we get e N(s,t) — Nao(s) as t — oo. Additionally,

sup e |N (s, )| < sup e (a +1)[d(s, t)|* + sup e ald(s, )] f(s)| 7
t>2 t>2 t>2

< pl[(?) - S)Ha—l + SHa—l] +p2[(3 - S)H—l/a + SH—l/aH(S - 1)(H—1/a)(a—1) + S(H—l/a)(a—l)]’
which is integrable on (1,2). Here p; and py are the appropriate constants indepen-
dent of s and ¢t. Hence,
Isi(t) ~ et / Noo

For I32(t) we need more subtle estimations. In what follows we show that

o

[N (0150 (5) — Nocls)ds| 0
2

Fix € > 0 appropriately small and put

/ [N (s, )1 )1(2,et)(5) — Noo(s)]ds
2

tH t tH t t

e —e —€ e —e€ [ o0
= /...ds—|— / ...ds+ / ...ds+ / ...ds+/...ds
2 etH et—etH —¢ et—e et

= Ji(t) + Jo(t) + J5(t) + Ju(t) + J5(t).
Let us begin with .J; (). For fixed s € (2,00) we obtain

N (5,8)1 (g et (5) Too0” Noo(s).
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Additionally, we use the fact that s € (2, e*), which implies that there exist ¢y such
that for every ¢ > ty and every s € (2, e!’) we have e’ — s > s. Hence

sup e'# [N (s, )| L(g,etm(5)
t>to

< sup e (a + 1)]d(s, 1)L g cemy(s) + sup e ald(s, )| f(s)|* 1 g erm) (5)
t>1o t>to

< sup qletHe*taHsHafll(ZetH)(s) + sup qgs V(s — 1)(H*1/°‘*1)(0‘*1)1(278“11)(3)
t>to t>to
< qlSHa—a + QQSH—I/Q(S - 1)(H—1/a—1)(a—1)’

which is integrable on (2,00). Here ¢; and ¢y are the appropriate constants indepen-
dent of s and ¢t. Hence, the dominated convergence theorem yields Ji(t) — 0 as
t — o0.

For the next component we have

et—etH_E et_etH_E
()] < / N (s, 1)] ds + / Nao ()] ds =: Jox (£) + Jas(L).
otH otH

Since Noo($) is integrable on (1,00), we get Jao(t) — 0 as ¢t — oo. Furthermore,

t tH t tH

T (t) < / e (4 1)|f(s)|ds + / e o £(s)ld(s, )" ds
etH etH
et _etH _
< uletH/ (S . 1)Ha—1—ads
otH

et—etH ¢
+u2€tHe—tH(a—1)/ (5 — 1)H-1/a1(gt _ g)(H-1/a)a=1) g
otH

et—etH —€

+u3etHe—tH(a—1) / (S _ l)H—l/a—ls(H—l/a)(a—l)dS T—K} 07
otH

where u;, 1 = 1,2, 3, are the appropriate constants independent of s, ¢ and €. Hence,
|J2(t)] — 0 as t — oc.
Next, for the third term we get

|J3(t)] < / N (s,1)] ds + / |Noo(3)| ds =: J31(t) + J32(t).
et—etH —¢ et—etH —¢
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Since Noo(s) is integrable on (1, 00), we obtain J33(t) — 0 as t — oco. Additionally,

t Ct—é

Tn(t) < / e (04 1)|f(5)]ds + / etH o f(s)]|d(s, 1] ds
et—etH —¢ et—etH —¢
et—e
< wletH/ (S _ l)Ha—l—adS
ei_etH_e

te

et et (a=—1) /6 N (5 — 1YH=1/0=1 (H=1/a)(a=1) g

_etH _¢
etfﬁ
+w3€tHetH(a1)/ (5 — 1)H-Vo-Lg(H-1/a)a-1)gs -
etietH €

where w;, ¢ = 1,2, 3, are the appropriate constants independent of s, ¢ and €. There-
fore, |J3(t)] — 0 as t — oo.
For the fourth part we put

et

|J4(t)] < / N (s,1)| ds + / |Noo(s)| ds =: Ju1(t) + Jaz(t).

et—e et—e

Since Noo($) is integrable on (1,00), we get Ja2(t) — 0 as t — oo. Further,

t t

Ju (t) g/ etH(a+1)]d(s,t)|°‘ds+/t e a)|d(s, t)||f(s)|* tds

t—e
¢

e
< ZletHetaH/ [(et . S)Hafl + SHafl]dS
e

t—e
t

+22/ [(et . S)Hfl/a + SHfl/a](S _ 1)(H71/a71)(a—1)d8 < Z3€Ha T 24+ Z5€H71/a+1’

t—e

where z;, 1 = 1, ..., 5, are the appropriate constants independent of s, ¢t and €. Thus,
we obtain

lim 1 J. =0.
;\Hat;n;ol (1)

The last component Js(t) = [° Noo(s)ds — 0 as t — oo, since Nyo(s) is integrable
n (1,00). Finally, comblnlng the results for J;(t), i =1,...,5, we obtain

\ / [etHN<s,t>1<2,et><s>—Noo<s>]ds\wo 0.
Hence, I39(t —tH f2 s)ds, which implies

I3(t) = I1(t) + Is2(t) ~ e tH /100 Noo(s)ds

as t — oo.
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~From part (i) of the proof we have I4(t) = O(e~*(!=H)). Additionally, the
assumption o(1 — H) > 1 implies that H < 1/2. Thus, the contribution of I4(t) is
negligible.

Finally, putting together the results for I;(t), j = 1,...,4, we get

I(61;69;1) —tH{/ H ds+/M ds+/ N }

as t — oo, which ends the proof of part (ii).

(iii) We begin with showing the following key inequality
Lemma
For r >0, s >0 and a € (1,2]

(a) |r*+s*—|r—s/¥=r*4+s*—|r—s|“<(a+ 1)7‘50‘_1. (4.20)

() |r 4 5% —|r+ 5% = (r +8)* —r% — s < ars* L. (4.21)

Proof of the Lemma:
(a) Let r > s. Define fs(r) := 1% + s — |r — s|* — (a+ 1)rs®~L. We will show that
fs(r) < 0. We have f5(0) =0 and

fiir) = ar®™t — alr — 3)0“1 — (a+ 1)30“1
<as® - (a+1)s*71 <0

Thus fs(r) <0

Let r < s. Using the mean-value theorem we get
1
rY 4 s — (s —r)* <rs*” 1—|—ar/ s — 1)+ ru)*tdu
0

<rs®trars® !t = (a+1)rs*”

which proves (4.20).
(b) We put hs(r) = 7% + s* + ars® 1 — (r + s)*.
Since hs(0) = 0 and RAL(r) = ar® ! + as® ! —a(r + )71 >0,
we get hs(r) > 0. W
Now, using the above result we determine the rate of convergence for every I;(t),
j=1,...,4, from (4.8).
For I;(t), after some standard calculations, we have

Ii(t) = ¢®|afo / (1B(s,8) + s, 0)|° — [B(s, )| — (5. 8)|* s

with p(s,t) = e_tHel[(s—{—l)H_l/a—sH_l/a] and q(s,t) = 02[(s+6_t)H_1/a—sH_1/a].
For fixed s € (0,00) we get

e'q(s,t) 1o’ (H — 1/a)fys 1/t
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and

e D55, 1) + (s, )| — [B(s, )|} Toee”
a(H — 1/0)05]61]* 'sgn{fy }sT 1o (s 4 DV _ gH=V/eje=l —. p_(g),

Note that P, (s) is integrable on (0, 00). To apply the dominated convergence theo-
rem, we need to use the inequalities derived in the previously proved lemma. There-
fore, we use the fact that the sign of p(s,t) and g(s,t) is determined only by #; and
0o, respectively. First, for #; > 0 and 63 > 0 we see that p(s,t) > 0 and g(s,t) > 0.
Thus, using (4.21) we obtain

sup e DI p(s, 1) + (s, O — Ip(s, 01" — 7l )"
>

< sup M Dag(s, )p(s, 1)
t>2
< ClSH—l/a—l[(S+ 1)H—1/a o sH—l/a]a—l

)

which is integrable on (0,00). Here ¢; is the appropriate constant independent of s
and t. Using (4.20) and (4.21) one can proceed with analogous estimations for any
other possible sign of #; and 65. Therefore, we get

L(t) ~ e =) g / Poo(s)ds
0

as t — oo.

For the next term we have Io(t fo {lv(s, t)+u(s)|*—|v(s, t)|“—|u(s)|* }ds, with
v(s,t) = e 1o [a(e! — s)H e — bsH /2] and u(s) = Oz[a(l — )=V — pstl=1/a],
Additionally, for fixed s € (0,1), we obtain e*/*v(s,t) — af as t — oo, and by the

mean value theorem
e {Juls) + v(s, 1) — Ju(s)|*} "=
aaby |05 Ha(l — s)T1 — psfI=1a| e lggn{fyfa(1 — )T~V — pstT—1/0]),
Note that the limit function is integrable on (0,1). Now, applying the dominated
convergence theorem in a standard manner, we see that I»(t) = O(e"/?), thus its
contribution is negligible, since H > 1/aand 1 < o < 2imply 1/ae > 1-1/av > 1—H.
For the next component, after some standard calculations, we have I3(t) =
et [L{[w(s, 1) +Z(s,6)|* — [w(s, )| — (s, )| }ds, where
W(s, t) = Ore M a(1 — s)I-1e — pgll=1/2]
and
Z(s,t) = Ogb[(s — e H)I~V/e _ gH=1/a),
For fixed s € (0,1), we get from the mean value theorem e'Z(s,t) — —6ob(H —
1/a)sf=1/a=1 a5 t — oo, and by using the mean value theorem again,
OO (s, ) + 2(s, 6)|* — [w(s, )|} T=e0
—a\@lla_lagb(H o l/a)SH—l/a l‘ ( - )H 1/a bSH_l/a‘a_l %
sgn{01[a(1 — )1/ _pgt—1/a]}
=: Qoo(8).
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Note that Qoo (s) is integrable on (0,1). Put Q(s,t) := |w(s,t)+2Z(s,t)|*—

|Z(s,t)|“. In what follows, we will show that

"0
t—o0

1
/0 O Qs )L er1)(5) — Qools)]ds

Fix € > 0 appropriately small and set

/l[et+tH(a—1)Q(5 B)1er 1(5) — Quo(s)ds _/Et...ds+/:t+€...

0 0 —t

=: Ji(t) + Jo(t) + J3(t).

We immediately obtain
[1()] =7 0,
since Qoo (s) is integrable on (0,1). Next, we have

“tie “tie

[w(s, )|~

1
ds +/
e t4e

e "+ e t4
o< [ e e Qe ids + [ [Quels)lds = Jur(t) + )

To find the appropriate upper bound for J2;(t), we need to use inequalities (4.20)
and (4.21). Therefore, we have to determine the signs of w(s, t) and Z(s, t), which in

turn depend on the parameters 01, 62, a and b.

The first case is §; > 0, #3 > 0, a > 0 and b > 0. Then, we have z(s,t) < 0 for

every s, and

w(s,t) >0 for s< ! ,
1+ (b/a)t/o—H

1
+ (bja)/oH

w(s,t) <0 for s> .

Thus, using (4.20) and (4.21), we obtain

7t+€

Jo1(t) = / e TH D |Q(s, 1) |ds

D10 (s, t)ll( , }(S)ds

’1+(b/a)1/a7H

_l’_

e D10 (s, t)ll( ) )(S)ds

o /oA

IN

O oz (s, 1) |[w(s, )| ds

_l’_

[
[
/ D) (0 1 1) [5(s, )] [w(s, D]
[

IN

d / (s — e HHVolgs < dyet =1/,
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Here d; and ds are the appropriate constants independent of €, s and ¢t. For any
other possible signs of the parameters 01, 02, a and b, first we determine the sign of
w(s,t) and Z(s,t), and next we proceed with the analogous estimations and find the
same upper bound Jo1(t) < def’=1/® with the appropriate constant d.

For Jas(t), we get

e tte
d
Jao(t) < d3/ sh=1e=lgs — 2

. 7o 1/@[(e—t + 6)H—l/oz o (e—t)H—l/a]’

where d3 is the appropriate constant independent of €, s and ¢. Finally, we obtain

lim lim Jo;(t) = 0,
e{%tirgoJQ (t) 0

i = 1,2, which implies that lime\ o lim;—.o |J2(t)| = 0.
Now, we proceed with J3(t). For fixed s € (0,1) we have

¢ HHETDQ(s, 1)L (e 14e1)(8) Tomo” Qoo(8)1(e1)(5).

To apply the dominated convergence theorem, we use the same method, as for Ja(t),
and determine the sign of w(s,t) and Z(s,t). First, for 6; > 0, 03 > 0, a > 0 and
b > 0 we have

sup e+ @D | (s, B[ (e=tpe1)(5)
£>2

< sup e HHETD|Q (s, 1)1 (v pc1)(5)1 L 10
2 (o]

LA

z(s, t)|[w(s, 1) >~

—

+sup e MHOTDIQ (s, 1) Lie—t1en)(8)
t>2

< sup €t+tH(a71)1(e*t+e,1)(5)(a +1)

t>2
+ iug et+tH(a71)1(eft+e’1)(8)04’5(8, )| [w(s, t)‘o‘fl
>
< dssup 1ie—tqc1)(s)(s — e H-Vo-l < goef—1/a-1
t>2

which is integrable on (e, 1). Here d5 is the appropriate constant independent of €, s
and t. We proceed with the analogous estimations for any other sign of the parame-
ters 01, 02, a and b. Thus, the dominated convergence theorem yields |J3(t)| — 0
as — 0o0. Now, combining the results for every J;(t), i = 1,2, 3, we obtain

"0
t—o00

/l[et”H("_l)Q(Sjt)l(e—t,1)(8) — Qoo(s)]ds

0

and consequently

(0 ~ et [ Qu(s)as
0
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as t — oo.
For the last term, after some standard calculations, we have I,(t) = e'*# [*{|g(s,t)+
(s, )| = [g(s, t)|* — |h(s, t)|* }ds with

g(sa t) == lee_tH[(S _ 1)H—1/a _ SH—l/Oé]

and
h(s,t) = Ob|(s — e H)yH Vo _ gH=1/a,

>From the mean-value theorem, we get for fixed s € (1, 0)
e'h(s,t) Toes” —Oab(H — 1/a)s /et
and

D g(s,1) + 1s, 1) — [9(s,1)|*) T
abab(H — 1/a)sgn{1b}|010]° 7 (s — 1)H -V — gH-lajamlH=l/a=1 _. p_ ().

Note that R (s) is integrable on (1,00). Put R(s,t) := [g(s,t)+h(s, t)|*—[g(s, t)|* -
|h(s,t)|*. Now, applying the dominated convergence theorem in a standard manner,
we show that

6tthH(ozl)/ R(S,t)dST—To—o_)/ Roo(s)ds,
1 1

which implies that
Ly(t) ~ et H) / Ro(s)ds.
1

as t — o0.
Finally, combining the results for I;(t), j = 1,...,4, we obtain

00 1 e
I1(01;04;t) ~ e t(1—H) {|a|°‘/ Py (s)ds +/ Qoo(s)ds +/ Roo(s)ds}
0 0 1

as t — oo, which ends part (iii) of the theorem. W
The above theorems imply the following result, which is similar to the one for
the Gaussian O-U process Yi(t) discussed in Section 2.2

Corollary 5. The fractional O-U «-stable process Z1(t) does not have long memory
in the sense of (3.3).

PROOF: From Theorems 6, 7 and 8 we see that I(61;602;t) decays exponentially
as t — 00. Since, for the codifference, we have 7(t) = —I(1; —1;t), thus

Y lrt)<oo. ®
t=0
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4.2 Typell fractional a-stable Ornstein-Uhlenbeck process

In this section we introduce the second generalization {Z5(t),t € R} of the standard
O-U process. Za(t) can be viewed as the a-stable extension of the Gaussian process
Ys(t), see formula (2.10). N

First, we define the finite-memory fractional a-stable motion {Lqy g (t),t > 0} as
the following Riemann-Liouville fractional integral [28]

~ 1
L) = T'(H—1/a+1)

/t(t— $YHV2dn,(s) ,t>0 , (4.23)
0

where H > 0, a € (0,2], I'(+) is the Gamma function and L, (s) is the symmetric
a-stable random measure with the Lebesque measure as control measure. L, p(t) is
the extension of (2.9) to the a-stable case. Observe that (t — )7~/ is a-integrable
on (0,¢t) for every t > 0, thus Ea, m(t) is a well-defined a-stable process. Additionally,
for H =1/« we get the standard symmetric a-stable motion.

Since for every a > 0

T o 1 o H-1/a d
Lo p(at) = TH—1/at1) /0 (at — s) dL.(s) =
d 1 Y H_1jat1 H-1/
4 « afy o' L, —
T(H—1/a+1) /0 “ (8= u)" " dLa(u)
= aLon() ,

thus, L, g(at) is H-self-similar, but unlike the fractional a-stable motion L, g (t)
defined in (3.5), it does not have stationary increments.

Lamperti transformation [4] provides one-to-one correspondence between self-
similar and stationary processes. The a-stable Ornstein-Uhlenbeck process can be
derived through the Lamperti transformation of the a-stable motion. Following the
same line, we define Type II fractional a-stable O-U process {Z5(t),t € R} as the
Lamperti transformation of Ea, 1 (t), namely

Definition 6. The process

Zo(t) = e M Lyp(eh) (4.24)

e G gHe
_= . — /Cl{
F(Hl/a+1)/0 (¢! — ) VdLy(s) ,tER .

is called Type II fractional a-stable Ornstein- Uhlenbeck process.

Note that for o = 2, the stationary process Zs(t) reduces to the Gaussian one
defined in (2.10).

The next three theorems give precise formulas for the asymptotic behaviour of
the generalized codifference I(61;62;t) corresponding to Zs(t). Next, we show that
similarly to the Gaussian case the process Za(t) does not have long memory.
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Theorem 9. Let 0 < o <1 and H > 0. Then the generalized codifference of Zs(t)
satisfies

1(91;92;75) ~ —CQ,H . |91|o¢ . e_t

as t — 0o, where

1
= . 4.25
@ = (O~ 1o+ 1) 29
PROOF: In the proof, we will take advantage of the following inequality
[la* = [b]*] < |a —b[* (4.26)
valid for 0 < a <1 and a,b € R.
Formula (4.5) and some standard calculations give the following
1 1
IWH%J%ZQﬂ”</‘h@ﬁﬂs+/)bﬁgmg , (4.27)
0 0
where
Il<t, S) — _lel‘aeftHa(et _ S)Hafl 7
Ig(t, 8) _ 91€_tH(6t . S)H—l/a + 92(1 B S)H—l/a)a B ’02|a(1 . S)Ha—l
and cq, g is given by (4.25).
Since for every s € (0,1)
el - I(t,s) — —]61]* as t — oo (4.28)

and

sup(e’ - [11(t, 5)]) <

t>1

16,]° if Ha—1>0
161]%(1 — s)He=t if Hao—1<0

which belongs to L(0,1), from (4.28) and the dominated convergence theorem we
get

1
/ I (t,s)ds ~ —|61|* e as t — o0 . (4.29)
0

Similarly, for every s € (0, 1)
el - Iy(t,s) — 0 as t — oo

and from inequality (4.26)

sup(e’ - [I2(t, 5)]) <

{\mw if Ho—1>0
t>1

161](1 — s)He=t if Ho—1<0
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which also belongs to L!(0,1). Therefore, the dominated convergence theorem im-
plies that

1
e / I5(t,s)ds — 0 as t — o0 (4.30)
0

and finally from (4.29) and (4.30) we get
I(61;62;t) ~ —com - |61]% - etas t— oo,
which completes the proof. B
Theorem 10. Let o« =1, H > 0. Then the generalized codifference of Za(t) satisfies
(1) if 6102 >0 then I(01;602;t) =0
(ii) if 6102 <O then I(61;09;t) ~—2-cypg-|01] e as t — o0 ,
where c1 g is given in (4.25).

PROOF: For a = 1 formula (4.27) yields

1 1
1(01;09;t) = C1,H - (/ I, (t,s)ds +/ IQ(t,S)dS) ,
0 0
where

Lt,s) = —loale”(e" =)',

Ir(t,s) = |01e_tH(et — )=t 49,1 - S)H_l‘ —16)(1 — s)H L
(i) If 6109 > 0 then clearly I1(t, s) + I2(t,s) = 0 and therefore I(61;602;t) =0 .
(ii) For 61602 <0 we show in a similar manner as in Theorem 9 that
1
/ Ii(t,8)ds ~ —|01] -e™" as t — oo . (4.31)
0
Further, for every s € (0, 1)
e'Iy(t,s) — —|01] as t — oo.

Taking advantage of inequality (4.26) and the dominated convergence theorem
we conclude that

1
/ Iy(t,s)ds ~ —|61] - e~ " as t — o0 (4.32)
0

and finally from (4.31) and (4.32)

I(61;09;t) ~ —2-crp - |01] e as t — o0
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To prove the next theorem, we need the following lemma
Lemma 3. If 1 < «a <2 then for every a > 0, b > 0 we have
(i) la —b|* < a®+ b
(ii) |la — b]* — b < a® + aab®™!
(i) ||la + b]* — bv*] < a® + cab®~!
PROOF:

(i) We put fp(a) = |a —b|* — a® — b°.
- for a > b we get f,(0) =0 and f{(a) = a(a—b)*"t —aa®"1 <0
- for a < b we get f,(0) =0 and fi(a) = —a(b—a)®* ! — a1 <0
which gives fp(a) <0. B

(ii) >From (i) we have
la —b|% — b < a® < a® + aab® L.
We put gy(a) = |a — b|* — b* + a® + aab™ L.
- for a > b we get g,(0) = 0 and
gi(a) = ala—b)*1 + aa®t +ab"! >0
- for a < b we get g,(0) = 0 and
gi(a) = —ab—a)* ' +aa® ! + b1 >0
which implies gp(a) > 0. B

(iii) We put hy(a) = a® + b* + aab®t — |a + b|.
Since hy(0) = 0 and hj(a) = aa® ! + ab®t — afa + b)*~! >0,
we get hy(a) > 0. B

Theorem 11. Let 1 < a <2 and H > 0. Then the generalized codifference of Zs(t)
satisfies
62|

I(61;025t) ~ cam - dam - 9197 et
2

as t — oo, where
Q@

Ha-1)+1/a’

da,H =
and cq m is given by (4.25).
PROOF: >From (4.27) and for 1 < a < 2

(0102 1) = co st - < /0 "Lt s)ds + /O s s)ds> | (4.33)

For every s € (0,1) we have

et/ Ii(t,s) — 0 as t — oo
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and following the same line as in Theorem 9, we obtain
1
et/a/ Ii(t,s)ds — 0 ast — oo . (4.34)
0

Further, for s € (0,1)

|02

eIyt s) — a - 0y -
)

(1 —s)H=Ve) o) a9 ¢ 50

and from Lemma 3 we get
sup{e”/* - |Io(t,5)|} < sup{ [61]*(1 — se™) 7 o [01](6*
t>1 t>1

X(l o Seft)Hfl/a(l - 8)(H71/a)(a71) }

o 100" a6 if Ho—1>0
= (|01]® + - |61]|02]*"H (1 = s)t if Ha—1<0

which belongs to L!(0,1). Thus, the dominated convergence theorem yields

1 o 1
etfer. / Dt $)ds — o 0, - ‘i;' . / (1= 5)(H=1/)0=1) g (4.35)
0 2 0

as t — o0o. Finally from (4.33), (4.34) and (4.35) we get

« ‘62| —t/a
1 6 '0 ‘t ~ Cq . ,0 .
( 1,02, ) C, ,H F[( 1) 1/ 1 0 €

as t — oo, which completes the proof. B
The asymptotic behaviour of the generalized codifference investigated in the
above three theorems indicates that

Corollary 6. The fractional O-U process Zs(t) does not have long-memory property
in the sense of (3.3).

PROOF: >From Theorems 9, 10 and 11 we get that I(60;;602;t) decays exponen-

tially. Thus
Do Ir(n)] < oo,
n=0

which proves the statement.
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4.3 Typelll fractional a-stable Ornstein-Uhlenbeck process

In this section we employ the techniques originating from the fractional calculus to
obtain in an elegant way the fractional a-stable O-U process, introduced in the recent
paper by M.S. Taqqu and R.L. Wolpert [31] (Sec. 4.2.2). They define fractional -
stable O-U process in the following way: For 0 < o < 2 let L,(t) be the standard
symmetric a-stable random measure with Lebesque control measure. For A > 0
construct a series of processes indexed by x via the recursive recipe

Xit) ¥ vax / M9 L (ds),

def ! —A(t—s)
Xi(t) = e Xx-1(s)ds,

which by the Fubini’s theorem for stochastic integrals gives

Xo(t) = V?(:)_l /_ (t— 5)" e ML (ds). (4.36)

For arbitrary £ > 1 — 1/a equation (4.36) is taken as the definition of the fractional
a-stable O-U process. Note that for K = 1 we get the standard a-stable O-U process

Let us now recall the definition of the Bessel fractional derivative. Samko et
al. [28] introduce the modified Bessel operator G§ : R® — RF via its Fourier

transform as
def 1

G)\f = mf(td), A > O,K) > 0,

from which we get that

( if)(t)zr(lﬁ) / (t — 5)LeN=9) £(s)ds

Here, we use the notation % for the Fourier transform of the function h. One can
verify that for fixed A we have G’;G/i f= GTLﬁ f, so that the family of operators
{G5} k>0 forms a semigroup. The Bessel fractional derivative is now introduced as
the operator inverse to G¥%, i.e.

def K
<)\I+dt) fE (G,

where [ is the identity operator.
Now, we can introduce

Definition 7. The stationary stochastic process {Z3(t),t € R} defined as the solution
of the following fractional Langevin equation

()\I + jt) Zs(t) = la(t). (4.37)

is called Type III fractional a-stable O-U process.
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Here A > 0, £ > 0 and [4(¢) is the symmetric a-stable noise, i.e. it has symmetric
a-stable marginal distributions, its probability distribution is translation invariant
and [, (s) and [, (t) are independent for s # t.
Note that for k = 1, equation (4.37) becomes the standard a-stable Langevin equa-
tion and its stationary solution is the O-U process.

To solve equation (4.37), we apply the modified Bessel operator G5 to both sides
of the equation. Thus the solution Z3(t) has the form

1 t
Z3(t) = = t—s) e ML (d 4.38
(0= g (= e L ), (438)
where L,(s) is the symmetric a-stable random measure with Lebesque control mea-
sure. Formally L, (t) = fot lo(s)ds. For k > 1 —1/a the kernel in (4.38) belongs to
the Lebesque space L*((—00,t),ds) and the stochastic integral is well defined in the
sense of convergence in probability. We have

Proposition 2. Solution of the fractional Langevin equation (4.37) is equal (up to
a constant) to the fractional O-U a-stable process (4.36).

PROOF: Comparing formulas (4.36) with (4.38) gives the wanted result. H

Thus the standard techniques developed in fractional calculus allow us to obtain
the stochastic process Z3(t) in an elegant way. Let us note that for o = 2, Z5(t)
reduces to the short-memory Gaussian process Y3(t) defined by formula (2.12). In
the next three theorems we explore the asymptotic dependence structure of Z3(t)
and answer the question of the presence of long memory in this process.

Theorem 12. Let 0 < a <1, Kk >0 and A > 0. Then the generalized codifference
of Z3(t) satisfies

1
I(01;02;t) ~ —cax - |01]” - o cge(r=)g=Aat

as t — oo, where

con= (1) (4.39)

PROOF: Formula (4.5) with some standard calculations yield

T(61: 023 1) = cor e - < /O Tt s)ds + /O T, s)ds> , (4.40)

Li(t,s) = —|01]%(t+ s)2FDeAaltts)

IQ(t, S) _ ‘01 (t + S)n—le—)\(t—l-s) + GQSn—le—As @ o ’92|a5a(ﬁ—1)6—/\as

and ¢, is given by (4.39).
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For every s € (0,00) we get
ot D () s) — —10;]%e M as t — oo (4.41)

and

sup(\e/\o‘t et (t,9)]) <

t>1

|61 |>e Ao if —1<a(k—1)<0
01]%(1 4 s)*(=De=rasif q(k —1) >0

which belongs to L'((0,0),ds). Thus from the dominated convergence theorem

/ Li(t,s)ds ~ —lﬁl\a-e)‘atia(”l)/ e s (4.42)
0 0

1
_ _’01‘04 . e—)\at . ta(n—l) L

N A
ast — oo.
Further, for every s € (0,00), et . goln=1) - Iy(t,s) — 0 ast — oo, and since for
a € (0,1], ||la|® — |b|*] < |a —b|*, a € R, b € R, we have that |I2(t,s)| < |[I1(t,s)]
and consequently

sup(|e*®* - 7"V Iy 8, 5)]) <

t>1

01| e s if —1<a(k—1)<0
101 (1 + s)@v—De=Aas if o(k — 1) > 0

which also belongs to L!((0,00),ds). Therefore, from the dominated convergence
theorem we get

[e.9]
erot . gal=l) / Ir(t,s)ds — O ast — o0 (4.43)
0

and finally from (4.42) and (4.43) we conclude

1
I(01;02;t) ~ —cak - |61]” - o cgelsmhe=Aat agt s 5o
«Q

Theorem 13. Let a =1, kK > 0 and A > 0. Then the generalized codifference of
Z3(t) satisfies

(i) Zf 9102 >0 then 1(01;92;25) =0
(i) if 6102 <O then

1
1(91;92;25) ~ =2 Clk - |(91| . X . tﬁ_le_)‘t

as t — 0o, where ¢y, is given by (4.39).
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PROOF: Equation (4.40) for a = 1 gives

o0 o0
I(61;02;t) = c1 e - (/ Ii(t, s)ds +/ Ir(t, s)ds) ,
0 0

where

—|(91|(t + S)nflef/\(t+s)’
Iz(t,s) _ ‘91(t + S)H—le—)\(t—i-s) + 9285—1€—>\s

oy
—~~
\'ﬂ
V)
~—
I

_ |02|Sn—1e—)\s

(i) If 6162 > 0 then evidently I; (¢, s)+ I2(t,s) = 0 and therefore r(61;602;t) =0 .
(ii) For 6162 <0 we have for every s € (0,00)
MtV (1 (¢, s) + Io(t,s)) — —2|01]e ™ as t — oo
and we show in a similar manner as in Theorem 12 that

1
1(91;02;16) ~—=2- Clk " ’91‘ . X . tn_le_At

ast—oo.

Theorem 14. Let 1 < a < 2, Kk > 1 —1/a and A > 0. Then the generalized
codifference of Z3(t) satisfies

0|
1(91; 92; t) ~ CO[,,.C . da()\; H) . 01 . ‘92’ . tﬁ_le_At
2

as t — 0o, where
F(k—1D(a—1)+1)

daAir) = - = N

and cq ., s given by (4.39).
PROOF: From (4.40) we have

1(01;02:t) = cap < /0 T Lt s)ds + /0 Tt s)ds) . (4.44)

For every s € (0,00) we get eMt=("=1 . [} (¢,5) — 0 as t — oo and since

c1-|01]%er ifk—1<0

At g—(k—1) <
sup(|e™ -t L(t,s)]) < { co - |61]%e™ ifk—1>0

t>1

(c1 and ¢ are appropriate constants dependent only on parameters «, A and ), the
dominated convergence theorem yields

M=) / Ii(t,s)ds — 0 as t — oo.
0
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Moreover, for s € (0, 00)

e)\ttf(nfl) . Ig(t, S) a6 |692| 67)\0438(/471)(0471)
2

as t — oo. Taking advantage of the following inequalities
lla — b — b%| < a® + aab®~! and
lla+ b]* — b%| < a® + aab®~!
valid for @ > 0,b > 0 and « € (1, 2], we obtain
sup(|e -t~V (¢, 5)]) <
t>1
< - ‘91|a6—/\o¢s + a‘91||02‘a—1e—)\a55(n—1)(a—1) ifk—1<0
= co- |01 + by |0 e A st (1 4 g)l if k1> 0

which belongs to L'((0,00),ds). Thus, the dominated convergence theorem yields
o0 P, [0
M= (v=1) / Ly(t, s)ds — a - 017’ 2| / e as ((k=1)(a—1) j
0 92 0
as t — oo. Since

< ERTY F(k=1(a=1)+1)
Aas (k=1)(a=1) 7, _
/O € § ds (Aa)(r—Dla—1)+1

we receive the following

0 [e%
I(01;025t) ~ Ca,r * da(N; k)01 ’02‘ T lem
2
as t — oo and the proof is completed. l
Corollary 7. The fractional O-U a-stable process Z3(t) does not have long-memory
property in the sense of (3.3).

PROOF: Theorems 12, 13 and 14 imply that the codifference 7(t) decays expo-
nentially. Therefore

Yo lr(n) < oo,
n=0

and the statement holds. l
The above result shows that the lack of long memory observed in the Gaussian
case (2.12) occurs also in the more general a-stable case for arbitrary « € (0, 2).

4.4 Langevin equation with fractional a-stable noise

The next generalization {Z4(t),t € R} of the a-stable O-U process can be obtained

by replacing the a-stable noise [, (¢) in Langevin equation (4.2) with the fractional a-
o dLa’H(t)

stable noise lq, i (t) = —%~—. Recall that L, (t) is the fractional a-stable motion
(3.5). Thus, the Langevin equation with fractional a-stable noise takes the form
dZ,(t
;t( ) 4 AZy(t) = Lo s (t). (4.45)
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Here, 0 <a<2and 0 < H < 1.
As shown in [15], the unique stationary solution of the fractional Langevin equa-
tion (4.45) exist for & < 1 and H > 1/a. The solution takes the form

t
Z4(t) = Lo, (t) — X / e NI, p(s)ds. (4.46)

The authors of [15] prove the following result

Theorem. ( [15]) The codifference of Z4(t) satisfies
7(t) ~ —k(a, H)t*H=1 as t — oo,

where
k‘(Oé,H) = )\—Oé(H — 1/0&)0‘ {|aa/ (|($ _ 1)H—1/a—1 o :L‘H_l/a_1|0‘
1
—’(q; — 1)H71/a71|a _ |:L,H71/ozfl‘a)dx

1
+/ (|b(1 _ :L,)H—l/a—l _ al‘H—l/a—l‘a
0

—’b(l o x)H—l/oc—1|a - |al’H_1/a_1|a>d£U

0
"Hb’a/ <‘(1 - x)H—l/a—l - (_x)H—l/a—1|o¢

— 00

_’(1 _ w)H—l/a—1|o¢ _ |(_x)H—1/a—1|a>dx}_

The above theorem implies

Corollary 8. The fractional O-U «-stable process Zy(t) has long memory in the
sense of (3.3).

PROOF:The power-law behaviour of the codifference implies that series (3.3)
diverges. W

As we can see, long memory present in the noise I (t) (see Corollary 1) transfers
to the solution of fractional Langevin equation (4.45). Let us note that Z4(t) is
the first fractional a-stable O-U process, between all the considered processes Z;(t),
i =1,2,3,4, with long memory. This fact confirms the statement, that processes
exhibiting long-range dependence are rather 'unusual’.

4.5 Link to FARIMA time series

In this section we define the continuous-time counterpart of the long-memory time se-
ries called FARIMA (fractional autoregressive integrated moving average). We prove
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that the introduced stationary process has exactly the same dependence structure
as FARIMA, and therefore, it is also a long-memory process.

The FARIMA discrete-time processes have found widespread acceptance as the
mathematical models for various empirical time series with long memory ( [2, 7]
and references therein). We begin with recalling the definition. Let B be the shift
operator defined by BX (t) = X (t—1) and A be the difference operator i.e. AX(t) =
X(t)—X(t—1)= (- B)X(t). The FARIMA model is the generalization of the
classical ARIMA(p, k, ¢) model

O(B)A"X(t) = O(B)e, t € N.

Here ® and © are the polynomials of degree p and ¢ respectively, €, are assumed to
be i.i.d symmetric a-stable random variables and « is a non-negative integer. Now,
for FARIMA(p, k, q) the parameter & is allowed to take also fractional values, either
positive or negative. To avoid unnecessary complications, in our further discussion
we set p = ¢ = 0. Then the model is described by

ARX(t) = e, (4.47)

and consequently X () = A~"¢, where the operator A™ = (1 — B)™" for the
fractional parameter « is formally interpreted via the Taylor expansion of the function
(1-2)"=37", bj(—k)z?. The coefficients in the series are

I'(j+r)
bi(—Kk) = ————. 4.4
) = TG+ 1) (445)
Thus the formal definition of FARIMA(0, , 0) process is the following
X(t)=A"¢=(1-B) "¢ =Y bj(-K)e_j, t €L (4.49)

j=0

X (t) is a stationary moving average and the necessary condition for the series (4.49)
to converge a.s. is —00 < kK < 1 — 1/a. In the Gaussian case, i.e. when a = 2, the
rate of decay of the covariance function Cov(t) := E[X ()X (0)] — E[X (¢)|E[X (0)] for
FARIMA model is t**~1, [3], which shows that for £ > 0 we have > oo |Cov(n)| = oo
and X (t) is a process with long-range dependence. Additionally, the spectral density
f(w) (Fourier transform of Cov(t)) satisfies f(w) ~ clw|™?* as w — 0. For a < 2
the covariance doesn’t exist and one has to employ other measures of dependence,
appropriate for the stochastic processes with infinite second moment. In [12] authors
determine the asymptotic behaviour of the codifference 7(t) for FARIMA(p, &, q).
They prove the following result

Theorem. ( [12]) Suppose X (t) = > 22, bj(—r)er—; is a FARIMA(O, k,0) process
with symmetric a—stable innovations €, t € Z. Suppose 0 < a < 2 and Kk is not an
integer.

54



(a) If either (i) o <1 or (i) a > 1 and (o« —1)(k — 1) > —1, then

. T(t) 1 ©
AL Sl [r(,i)]a/o 9(z)dz,
where
g(x) _ w(n—l)a + (1 + 1,)(/{—1)04 - (xﬁ—l o (1 + x)n—l)oa'

As a consequence, we obtain the following conclusion

Corollary 9. For k > 1—2/a the FARIMA(0, ,0) process has long memory in the
sense of (3.3).

PROOF: The condition £ > 1 — 2/« is equivalent to a(k — 1) + 1 > —1 and
therefore for a < 1 we have > ;2 |7(t)| = co. For o € (1,2] K > 1 — 2/ implies
(a—1)(k — 1) > =1, thus 7() ~ ct®"=DH and 32 |7(t)| = 0. W

The arising question is, whether we can find a stationary a-stable process Z(t)
with continuous time ¢, which could be regarded as an appropriate counterpart of
FARIMA(0, k,0) in the sense of the dependence structure. First, we proceed to
the following heuristic considerations. From the Stirling’s Formula for the Gamma
function

D(z) ~ e 2227227, as 2 — o0,
we get the asymptotic behaviour of the coefficients (4.48)

LG+r) §<°
L(s)L(j+1)  T(k)

Therefore, the process X (¢) from (4.49) can be considered as an approximated sum
for stochastic integral

X(t) :Z et]—th] —K)€j =

]7—00

7=0
- Z/Jlbm 1y-1(5)Lalds) ~

jf—OO

- _ k-1 s
o /_wa §V" 1 Lo(ds),

where L, (s) is the symmetric a-stable random measure with Lebesque control mea-
sure. Thus, we have related the continuous-parameter moving average process

bj(—k) =

as j — o0o.

Q

Z(t) = 1 /t (t — )" 'Lo(ds), t €R, (4.50)
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to the FARIMA process.
On the other hand, the equation (4.47) can be replaced by its continuous-time
counterpart, namely

dﬁ]

%Z(t) = la(t), (4.51)
where the difference operator A is replaced by the fractional derivative operator of
the Riemann-Liouville type 4= (see [28]) and the sequence of i.i.d. variables ¢ is
replaced by the symmetric a-stable noise [, (t). Using the standard Fourier-Laplace
Transform techniques we get the following stationary solution of fractional differential
equation (4.51)

1 t

Z(t) i= — t— )" 1L (ds),

()= g [ (=9 Lalas)
where L, (s) is the symmetric a-stable random measure with Lebesque control mea-
sure. It is astonishing that the result is exactly the same as the one derived in (4.50),
which suggest that the process Z(t) can be regarded as the "proper" continuous-time
version of FARIMA (0, x,0). However, the main problem in this case is that the ker-
nel function in the representation (4.50) doesn’t belong to L*(R, ds). Therefore Z(t)
is not well defined. Below we present three different ways how to avoid this difficulty.

4.5.1 Fractional Langevin equation

The first possibility is to replace the equation (4.51) by the introduced in Sec.4.3
fractional Langevin equation (4.37)

</\I + jt)n Z3(t) = 1o (),

and let the parameter A \ 0. Since the solution of the above equation is given by

Z3(t) = F(lﬁ) /_t (t — )" Le M9 L (ds),

the kernel function belongs to L*(R,ds) only for K > 1 — 1/a. Let us remind
that for FARIMA processes exactly the opposite condition for k is required, which
undoubtedly causes some difficulties while comparing the properties of Z3(t) and
FARIMA. However, if 1 < a <2 and k > 1 — 1/, then from the results in Section
4.3 we see that the codifference of the appropriately re-scaled Z3(t) satisfies

T(t) ~ e Ml

as t — oo. Thus, for small values of A the asymptotic dependence structure of Z3(t)
is similar, at least in some regions, to the dependence structure of FARIMA, (see
Theorem 4.5 (b)). For all these reasons, Z3(t) may only serve as a continuous-time
model related to FARIMA.
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4.5.2 Fractional a-stable noise

The second idea is to introduce an increment process of Z(t). We define formally

Z() = Z(t+1) = Z(t) = —— / (41— )5t — (¢ — 8) " La(ds),  (452)
L'(k) Jr

where a4y = max{a,0}. Now, we see that for K € (1 — 1/a,2 — 1/a) the kernel
function in (4.52) is a-integrable, since it behaves like s*~! as s — 0 and like s*72 as
s — oo. Thus, the definition of Z(t) is correct. Let us emphasize that Z(t) should
be considered as an approximation of the increments of the FARIMA (0, ,0) model,
and not as the process related directly to FARIMA. Putting k — 1 = H — 1/« we see
that Z(t) is a version of the well-known fractional a-stable noise lo,m(t) defined in
(3.6). The process l, f(t) is a classical example of a long-memory a-stable process.
It is defined as the increment process of the H-self-similar fractional a-stable motion
Lou(t) (ie. loa(t) = Lou(t+ 1) — Lo m(t)). Therefore, we come to conclusion
that the process A (t), which is regarded as an approximation of the increments
of FARIMA(O0, ,0), is a version of l, y(t). Thus, we obtain a link between two
significant long memory processes, namely the FARIMA model and the stationary
linear fractional stable noise, which confirms that in both cases the property of long-
range dependence has the same origin. Additionally, we see that I, z(t) is related
directly to the increments of FARIMA and that the actual relationship between the
parameters of both models is

k—1=H—-1/a.

4.5.3 Continuous-time FARIMA process

The third possibility is to perturb the solution Z(¢) of the FARIMA-type equation
(4.51) in order to get rid of the possible divergence of the integral at the origin. Note
that in the first considered case, application of the fractional Langevin equation
allowed us to avoid divergence of the integral in —oo. Now, we introduce

Definition 8. Let € > 0. Then the process

Z5(t)zr(1%)/_t (t— s+ )" La(ds), t€R, (4.53)

is called the Continuous-time FARIMA process.

Z5(t) is a stationary moving average process. It is well defined for k < 1 — 1/,
which in contrast with first two studied cases, agrees exactly with the permissible
range of the parameter x for FARIMA. Therefore in this case it is possible to compare
asymptotic properties of Z5(t) and FARIMA for the same . Thus, the primary task
is to determine the asymptotic behaviour of the codifference 7(t) for Z5(t). We prove
the following theorem
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Theorem 15. Let 0 < o <2 and —oco < k < 1 —1/a. Then the codifference 7(t) of
Z5(t) process satisfies

(a) If either (i) a <1 or (ii) > 1 and (o — 1)(k — 1) > —1, then

. T(t) 1 b
A ol [r(ﬁ)]a/o 9(z)dz,

where
g(x) = 2D (1 )0 (@ (1)),

(b) Ifa>1 and (a« — 1)(k — 1) < —1, then

3 ( )
1 = —
t—>lmoo -1 F(:‘ﬁ?) /( h(x)dx,

where

PROOF: We begin with part (a). Since
T(t) = InElexp{i(Z5(t) — Z5(0))}]
—In Elexp{iZ5(t)}] — In E[exp{—iZ5(0)},

formula (4.5) with some standard calculations give

") = o e e g (w5

—((z+ e = (t+z+ e HYdx.
After the change of variables x — tz we get

ta(n71)+1

7(t) = W/O [laz(@)[* + [be ()" = Jas(x) — b (2)|]de,

where ay(z) = (z + ¢/t)* ! and by(x) = (1 4+ x + €/t)* L. Thus for fixed 2 € (0, 00)
we have

ai(r) — z" L ast — oo and

bi(z) — (14 z)"ast — oco.

To apply the dominated convergence theorem, we need the following inequality [15]:
Forr,s € R

2|r|® if0<a<1

o a Oé<
I+ s[* = Ir] |S||_{(a—|—1)|r|°‘+a|r||5|0‘_1 if1<a<2
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Using the above result we obtain
sup [[ay(z)[* + [bu(2)[* = lau(z) = bi(@)|] <
>

2|1 + |1 ifo<a<l
(a+ D)1+ z]*6=D L ol + 2|tz DED if 1 <a <2,

which in both cases belongs to L!((0,00),ds) (note that in the second case we as-
sumed (o — 1)(k — 1) > —1). Thus the dominated convergence theorem yields

. T(t) 1 o
tlirgo ta(s—1)+1 [F(H)]a/o g(:z:)d:v,

where g(z) = ("D 4 (1 4 z)(r=Da — (gr=1 (1 4 z)"1)e,
We pass on to part (b) of the theorem. >From (4.54) we get that

1 o [0 [0 (0]
") = T /0 (@) + (@ () — () — gu(x)) e,

where p(z) = (z +¢)* ! and ¢(z) = (t + 2 + ¢)" 1. Note that for fixed z € (0, 00)
we have ¢ (z) ~ "1 as t — oo. >From the first order mean-value theorem

1
frts)— f(r) = s /0 £ + us)du,

where f is an appropriately smooth function, we obtain

1
[p(2)]* = [p(x) — @:(2)]* = aqzt(x)/o [p(x) — uge(2)]* du,

and consequently [p(z)]* — [p(z) — q:(2)]* ~ at® p(x)]*~! as t — oo. Moreover,

[‘Igﬁi@ﬂ“ — 0 ast — 0, since @ > 1. Thus for fixed z € (0,00) we have

[p(@)]* + [g:(2)]* — [p(x) — ge(x)]*

— — afp(a))*! = a(z + eV

as t — oo. To apply the dominated convergence theorem, we need the following
inequality:
For r,s > 0 and o € (1, 2]

4 s —|r —s|* < (a+ 1)rs* L. (4.55)

Proof of the inequality:
(i) Let 7 > s. Define fs(r) := r® + s* — |r — s|* — (o + 1)rs*~ L. We will show that
fs(r) <0. We have f5(0) =0 and

fir) = ar*t—a(r—s)*t—(a+1)s*t <
<as®t—(a+1)s*t<o.

59



Thus fs(r) <0.
(ii) Let r < s. Using the mean-value theorem we get

1

r 4 s — (s —r)* <rs® 4 ar/ (s — 1) +ru]* tdu <
0

<rs*pars®™l = (a+1)rs® L,

which proves (4.55).
Now, using the above result we obtain

|[p(@)]* + [g:()]* = [p(2) — qe(2)]]*

(o + Dae()p(a)* _
tr—1

tn—l —

sup < sup
t>1 t>1

< (a+ Dlp@)* " = (a+ (@ + o)D),

which for (a — 1)(k — 1) < —1 belongs to L'((0,00),ds). Finally, the dominated
convergence theorem yields

.oT(t) o« b
tliglo pros s F(H)/O h(z)dx,

where

We get the conclusion
Corollary. For k > 1—2/a the process Z5(t) has long memory in the sense of (3.3).

PROOF: It’s enough to repeat the arguments from the proof of Corollary 9, since
the rate of convergence of 7(t) does not depend on e¢.

The above results for the codifference of Z5(t) are actually identical with the
ones for FARIMA (0, k,0) process. The rate of convergence of 7(t) in both cases
is exactly the same and does not depend on € , which implies that both processes
have long-memory property for the same range of parameter x. The parameter e
only affects the constant in part (b) of the above theorem, whereas the constant in
part (a) is identical for both processes. For these reasons we may consider Z5(t) as
the "proper" continuous-time counterpart of FARIMA (0, «,0) in the sense
of the dependence structure. Since the FARIMA models, due to their long-memory
property, have found their widespread acceptance in modelling various empirical
time series, the introduced process Z5(t), thanks to his identical asymptotic depen-
dence structure and simplicity of the definition, can serve as a useful continuous-time
process in all those fields, where the FARIMA models were required.
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Chapter 5

Correlation Cascade and the
dependence structure

In the previous chapter we have investigated the dependence structure of the frac-
tional processes Z;(t), i = 1,...,5 in the language of the codifference. Now, we
concentrate on the alternative measure of dependence — correlation cascade Cj(-)
introduced in (3.9). In what follows, we derive the precise formulas for the asymp-
totic behaviour of Cj(0,t) corresponding to the discussed processes. We detect long
memory in the sense of definition (3.17) and, using the results from Section 3.2, we
show that the examined processes are mixing.

5.1 Typel fractional a-stable Ornstein-Uhlenbeck process

In this section we investigate the asymptotic behaviour of the correlation cascade
C1(0,t) for the process Z(t) defined by (4.4). We verify the presence of long memory
in this process and show that Z;(t)is mixing.

Theorem 16. Let 0 < o <2, 0< H<1,a>0,b<0and H—1/a >0. Then
the correlation cascade of Z1(t) satisfies

a(l—H)

C1(0,t) ~ C - e 'aU-mHT a5 t — oo (5.1)

Here C is the appropriate positive constant dependant only on the parameters a and
H.

PROOF: We have
Ci(0,1) = / min{ f(s,£) 5 f(s,0)}"ds,

where

Fls.t) =M [(ef = )7 = ()T e b (e — )T — (T
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Let us introduce the following decomposition

Ci0.) = [ min{f(s.0)5 f(5,0))7ds (5.2)
0 1 et o0
= / d8+/ d8+/ d8+/ ...ds =: Il(t)+[2(t)+13(t>—|—f4(t).
—00 0 1 et
In what follows, we estimate the rate of convergence of every I;(t), j = 1,... ,4,
separately.

Let us begin with I3(t). We have
et
I3(t) = / min{e " [a(e’ — s)F 71/ — sV 5 p(s — 1) — gHHepyags,
1

Set

k(t) = ea0=myFT (W) e (5.3)

Then, we have k(t) — oo and % — 00 as t — oo. Additionally, for s € (1,k(t)) we
have

e Ma(e! — s)71 —psH=1/0) < (@ — b)e ™/ = (—b)(H — 1/a)k(t) /7!

< (=b)(H - 1/a) /01(8 —u)mVeT dy = b(s — 1) — gH1/e),

Therefore, for s € (1, k(t)) we obtain

min{e " [a(e! — )1 — psH=1/2] s p[(s — 1)H- Ve — gH-1/e]}

= e Ma(e! — s)H —pst=1e), (5.4)
Next, we set
el k(t) et
I5(t) :/ min{...}* ds :/ min{...}* d5+/ min{...}* ds =: Is1 () + Isa(2).
' ! 0
For I3;(t), using (5.4), we obtain
k(t)
Igl(t) = / e—tHa[a(et _ S)H—l/a B bSH_l/a]adS’
1

and, after substituting s — k(t)s, we get

Lt (t) = e~ o (p) Ho / " (s 0ds,

1

6)
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with

«

g(s,t) = [a (kje(; — s> e — bsHl/a]

Since for fixed s € (0,1) we have

as t — oo, the dominated convergence theorem yields

a(l—H)

Igl(t) ~ Cleftk(t) ~ Cge_ta(l_H)‘H (5.5)

as t — oo. Here ¢ and cy are the appropriate positive constants independent of ¢.
For I35(t) we have

I3o(t)

IA

7\« OOSH—l/a_ s — H-1/« 3
(-b) /k(t)[ (s — 1)H-1/2]q

= (=b)k(p)He /1 TIsHVR (s — 1/K() s,

>From the mean-value theorem we obtain

‘ .

sH1e— (s — 1/k(t) 1 = (H — 1/a) /1(5 —u/k(t))" 1 du,
0

™

(t)

Thus, for fixed s € (1,00) we get

[SHfl/a _ (s _ l/k(t))Hfl/a]a
k(t)—e

. (H _ 1/a)asHo¢—1—o¢

as t — oo, which is integrable on (1,00). Consequently, the dominated convergence
theorem yields

/1 CIHVR (s 1K(8) s ~ esh(t)
where c3 is the appropriate positive constant, and finally
Tpa(t) = O(k() ) = O <e_tm) .
Combining the above result with (5.5) we obtain

a(l—H)

I3(t) ~ cge FaO=m+1 (5.6)

as t — oo, where ¢4 is the appropriate positive constant independent of ¢.
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Recall the decomposition (5.2). We continue our estimations with I;(¢). We have

/ min{h(s,t) ; h(s,0)}"ds,

where
hs,t) = ae™ (et — )T =1e — (—g)H1=1/0),

After some standard calculations we obtain the decomposition
o
Li(t) = / min{h(—s,t) ; h(—s,0)}%ds
0
k(t) )
= / min{...}* ds +/ min{...}* ds =: I11(t) + L2(t),
0 k(%)

where k(t) is given by (5.3). Additionally, we have

k(1)
I1(t) < / atetHo[(el 4 g)H e _ gH=1/ajagg
0
Iip(t) < / a®[(1 + s)H— Ve _ gH=1/ajagg
k(t)

4, a(l-H)
The two integrals on the right-hand sides of the above inequalities are O <e taa=m+ >

functions. The proof of this fact is analogous to the one carried out for I3;(t) and
I35(t). Therefore, we immediately obtain

a(l—H)

h@:nwamwzoG WHm> (5.7

as t — oo.
For the term I(t) in decomposition (5.2) we have

1
Iz(t) < etHa/ [a(et - S)Hfl/a . bstl/a]adS < eftHaaaet(Hafl) _ aaeft.
0

Therefore, we obtain
L(t) = 0(e™) (5.8)

as t — 00. Thus, it decays faster than I3(¢) and its contribution is negligible.
For the last term in decomposition (5.2) we get after some standard calculations

I4(t) < /Oo(_b)a[SHl/oz _ (S _ 1)H71/a]ad8
= (_b)aetHa /OO[SH—I/Q _ (S _ e—t)H—l/a]adS'
1
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For fixed s € (1, 00) we have
1
SH—l/a _ (S _ e—t)H—l/a — (H _ 1/0[)6_t/ (S _ ue—t)H—l/a—ldu‘
0
Therefore, from the dominated convergence theorem, we obtain
o
/ [SH_I/a—(S—S_t)H_l/a]adSNC5€_ta
1

as t — oo. Here ¢5 is the appropriate positive constant. Consequently
I,(t) = O(e~ (=1, (5.9)

as t — oo. Since a(1 — H) + 1 > 1, we get that I4(t) decays faster than I3(t), thus,
its contribution is negligible.
Finally, comparing the results in (5.6) — (5.9), we obtain

¢ a(l1—H)
Ci(0,t) ~C-e "o0-E+1  as t — 00,

where C' is the appropriate positive constant dependant only on the parameters «
and H. B
>From the above theorem we get the following conclusions

Corollary 10. The process Z1(t) does not have long memory in the sense of (3.17).

PROOF": Since the correlation cascade Cj(0,t) decays exponentially, the series
(3.17) converges. B

Corollary 11. The process Z1(t) is mizing.

PROOF: Since Cj(0,t) — 0 as t — oo, from Theorem 2 we get that the process
must be mixing. W

5.2 Typell fractional a-stable Ornstein-Uhlenbeck process

In this section we examine the asymptotic properties of the correlation cascade
C1(0,t) for the process Zs(t) defined by (4.24). We verify the presence of long memory
in this process and prove that Z5(t)is mixing.

Theorem 17. Let H > 0 and 0 < o < 2. Then the correlation cascade of Z(t)
satisfies

e—t

C1(0,t) ~ T = 1ja 1) as t — oo. (5.10)
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PROOF: We have
1
—1/a+1))

Cl(O,t) =

/ mln{e et S)Hﬁl/al(oyet)(S); (1— )H 1/0‘1

Consider first the case H — 1/a < 0. Then, we obtain

e tHa 1
t — t_ HOlfld .
Since for fixed s € (0,1) we have
(et _ S)Hafl
T

as t — oo, from the dominated convergence theorem we obtain

1
/ (et _ S)Hoz—lds ~ et(Ha—l)'
0

Consequently,

eft

Ci(0,t) ~ TH = 1/as1)" as t — oo.

We pass to the second case H — 1/a > 0. For s € (0,1) we get

eftH(et B S)Hfl/a < (1 i S)Hfl/a e Ha-l—1

— s <

tHao

e_ Ha—-1 — 1

Set

Then, we obtain

1 k(t) —tHo/ t a—
0t = TE -1t (/0 e =) 1ds+/k

1

= (F(H—l/a—i—l))"‘ (Il(t)+12(t))

For the first term [;(t), after some standard calculations, we get

1
Li(t) = etHak(t)/ (et — k(t)s)Ho1ds.
0
Since k(t) — 1 and for fixed s € (0,1)

(et _ k(t)s)Ho‘fl
et(Ha—1)
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as t — oo, the dominated convergence theorem yields
Ii(t) ~ e as t — oo.

For the second term I5(t), we obtain

P et O) G
2 Ha Ha

as t — oo. Thus, I»(t) decays faster than [;(¢) and its contribution is negligible.

Finally, we get

e—t

C1(0,t) ~ TH = 1/as )" as t — oo. l

We get the following conclusions

Corollary 12. The process Zs(t) does not have long memory in the sense of (3.17).

PROOF: The correlation cascade Cj(0,t) decays exponentially, thus the series
(3.17) converges. B

Corollary 13. The process Zs(t) is mizing.
PROOF: Since Cj(0,t) — 0 as t — oo, from Theorem 2 we get that the process

is mixing. W

5.3 TypeIll fractional a-stable Ornstein-Uhlenbeck process

In this section we investigate the asymptotic behaviour of the correlation cascade
C1(0,t) for the process Z3(t) defined by (4.38). We show that Z3(t) does not have
long memory in the sense of (3.17) and show that it is mixing.

Theorem 18. Let k > 1 —1/a and 0 < o < 2. Then the correlation cascade of
Z3(t) satisfies

1—‘ —Q
Ci(0,t) ~ ((:)Oé)to‘(“_l)e_ko‘t as t — oo. (5.11)

PROOF: Consider first the case x < 1. We have
C1(0,t) / min{e” At=s) (¢ — s)“_ll{s<t} : e’\s(—s)“_ll{KD}}“ds
0 [e's)
:F(Ii)) a/ —)\at s)( - )a(/{ l)ds_ ( )) ae—)\at/ G_Aas(t-i-s)a(n_l)d&
0

For fixed s € (0, 00) we have

e—ras (t + S)Ol(fﬂ*l)
ta(s—1)

e a5 t — oo,
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Additionally,
e—Aas(t+ s)a(n—l)

to(k—1)
which is integrable on (0,00). Here ¢; is the appropriate positive constant. Thus,

from the dominated convergence theorem we get

< cle_Aasv

R))_a ta(nfl)ef)\at

_ ) R I'(
~ ara(k—1) —at Aas 7o
C1(0,t) ~T'(k))™“t e /0 e ds o

as t — 00.
We pass to the case k > 1. For s < 0 we have

t
—Atry  \k—1 _ o\k—1 _
e Mt —9)" < (—s) = 5< D 1

Set ;
k(t) = E =

Then, we have

a0 = F(H))_a/ min{e AT (E = 5) Mgy 5 €M (—s) T 0y} ds
k(t) 0
= I'(k)® / e—/\a(t—s)(t_ s)a(”_l)ds+/ eAas(_S)a(/g_l)dS
> k()

= D(r)™ (L(t) + Ia2(1)) -

For the first term, after some standard calculations, we get

() = ot / h(s, £)ds,
0
where

h(s,t) = e 2 EOF) (¢ 4 (1) + 5)°( D,

Additionally, for fixed s € (0, 00), we obtain

h(s,t) ~ 2 DemAes a9 ¢ o0,

Consequently, from the dominated convergence theorem, we obtain

1
I (t) ~ Etoz(m—l)e—/\oaf

as t — 00.
For the second term we get

I(t) < —k(t)(—k(t))a(’“l) — (—k(t))o‘(’“*l)*l,
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Thus, I(t) decays faster than I;(¢) and its contribution is negligible. Finally, we
obtain

C1{0.8) ~ D)~ Do(t) ~ DD ot her

ast —oo. B
We get the following conclusions

Corollary 14. The process Z3(t) does not have long memory in the sense of (3.17).

PROOF: Since the correlation cascade Cj(0,t) decays exponentially, the series
(3.17) is convergent. l

Corollary 15. The process Zs3(t) is mizing.

PROOF: Since C;(0,t) — 0 as t — oo, from Theorem 2 we obtain that the
process must be mixing. Wl

5.4 Continuous-time FARIMA process

Since the integral representation of the introduced in Section 4.4 process Zy(t) is
not known, we are unable to verify the bahaviour of the corresponding correlation
cascade. For this reason we pass to the continuous-time FARIMA process Z5(t)
defined by (4.53). In what follows, we show that the process has long memory in the
sense of (3.17) and prove that Z5(¢)is mixing.

Theorem 19. Let k < 1 —1/a and 0 < o < 2. Then the correlation cascade of
Z5(t) satisfies

Ci(0,t) ~ K - 120 DF a5 ¢ o0, (5.12)

Here K is the appropriate positive constant dependant only on the parameters o« and
K.

PROOF: Since the function f(s) = (s+€)" 1.0y is non-increasing and positive,
we get from formula (3.24)

oo
Ci(0,t) = ¢ / (s +€)*" s,
t
where c is the appropriate positive constant. Therefore, we immediately obtain

Ci(0,8) ~ K - 12D+ a5 ¢ — 0

for appropriate positive constant . W
We get the following two corollaries

Corollary 16. For 1 — % <k <1- é the process Zs(t) has long memory in the
sense of (3.17).
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PROOF: Since the correlation cascade of Zs(t) satisfies Cy(0,t) ~ K - t*(x=D+1
as t — oo , the series (3.17) is divergent for 1 -2 <r <1—-1 m

Corollary 17. The process Zs(t) is mizing.

PROOF: Since Cj(0,t) — 0 as ¢ — oo, from Theorem 2 we obtain that Zs(t)
must be mixing. W

Remark. Comparing the results for the asymptotic dependence structure of
the processes Z;(t), i = 1,2,3,5, obtained in Chapters 4 and 5, we see that the two
alternative definitions of long memory given in (3.3) and (3.17) are equivalent for the
discussed stationary processes. Moreover, the presence of long-range dependence in
terms of the correlations in the Gaussian case transfers to the more general a-stable
case.
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Chapter 6

Conclusions

In the thesis we have obtained the following key results:

We have defined three new fractional generalizations of the standard a-stable
O-U process and investigated their asymptotic dependence structure in terms of the
generalized codifference. We have verified the presence of long-range dependence in
these models.

We have proposed the Langevine-type fractional differential equation with a-
stable noise, which is a continuous-time analogue of the FARIMA difference equa-
tion. We have shown that the process obtained as the solution of this differential
equation has long memory. Moreover, it has exactly the same asymptotic dependence
structure as FARIMA time series. Therefore, it can be regarded a continuous-time
counterpart of FARIMA process. As a consequence, we have obtained the important
relationship between the self-similarity index H, the index of stability a and the
fractional parameter k.

We have significantly simplified the classical Maruyama’s mixing theorem for i.d.
processes by reducing the number of necessary and sufficient conditions to only two.
We have taken advantage of this result and proposed the description of ergodicity,
weak mixing and mixing for i.d. processes in terms of the measure of dependence
called correlation cascade. Next, using the techniques from ergodic theory, we have
derived the relationship between two alternative measures of dependence for i.d.
processes — correlation cascade and codifference.

We have used the correlation cascade to investigate the dependence structure
and the ergodic properties of the previously introduced fractional processes. We
have obtained the precise formulas for the asymptotic behaviour of the correlation
cascade and verified the presence of long memory in the considered models. We have
proved that the models are mixing. We have shown that both introduced definitions
of long memory for a-stable processes, are equivalent for the discussed stationary
fractional processes.
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