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From the Organizers 

Recent advances in spin electronics have created a demand for a more structured 

method of sharing and disseminating information and experience gathered by the 

leading research groups engaged in the subject. Hence the idea of scientific network 

New Materials for Magnetoelectronics – MAG-EL-MAT which was founded early in 

2003 and has soon gained support of a number of research institutes in Poland as well 

as financial support of the Ministry of Scientific Research and Information Technol-

ogy, now extended until 2008. 

Currently, MAG-EL-MAT network extends on 52 research groups bringing to-

gether over 300 scientists investigating the electric and magnetic properties of solids, 

with particular interest in various applications of the spin degree of freedom. A gen-

eral theoretical and experimental long-term goal is to research electronic and mag-

netic properties of nanoscopic materials such as thin layers, multilayers, composites, 

nanocrystallic alloys, intermetallic compounds, molecular systems (including carbon 

nanotubes) and quantum dots. Knowledge and new materials developed by network 

members are the basis for the creation of new magnetoelectronic devices. 

The first and second annual MAG-EL-MAT Members Meeting was held in 

Będlewo on 26–28 October 2003 and 13–16 April 2004, respectively. The venue of 

the third Members Meeting to be hold on 2–6 May, 2005 was again Będlewo which 

has now become the traditional meeting place of MAG-EL-MAT members. Its con-

venient and attractive location (40 km from Poznań, amidst lakes and forests, in an 

old palace and modern buildings offering excellent accommodation and conference 

facilities) has now become recognized by our regular visitors. 

The third meeting took a form of seven sessions chaired by leading scientists selected 

by the coordinating committee (L. Adamowicz, T. Luciński, W. Nawrocik, A. Paja, 

B. Bułka, G. Chełkowska, T. Story, D. Kaczorowski, R. Micnas, A. Maziewski, H. Pusz-

karski, T. Balcerzak, T. Stobiecki, E. Zipper, J. Barnaś). Their task was also to decide upon 

the topics of the sessions, to invite the key-speakers (Z. Wilamowski, A.  Hrynkiewicz, 

K. Byczuk, J. Martinek, A. Szytuła, J. Sadowski, J. Spałek, S. Stuligrosz, B. Susła, T. Lu-

ciński, S. Krompiewski, G. Grabecki) and to select 25 oral and 34 poster contributions. 

Finally, the topics selected for the third MAG-EL-MAT Meeting were nanostructured 

semiconductors, alloys and metals, magnetism in intermetallic compounds and semicon-

ductors, structure and magnetic properties of thin films, electronic transport and spin-

polarized transport and quantum coherence in mesoscopic systems. 



 540 

Many presented papers were prepared for publication and then subjected to regu-

lar refereeing procedures by at least one referee. Finally, 50 papers were accepted for 

publication in the Materials Science-Poland. The success of 2005 MAG-EL-MAT 

Members Meeting was due to the active contribution to the program by 102 partici-

pants. Especially we would like to thank the chairmen and referees for their hard work 

in the scientific program and processing of evaluation of the papers for this special 

issue of Materials Science-Poland. 

T. Luciński, S. Lipiński, B. Idzikowski 
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Magnetic ordering schemes in R3T4X4 compounds 

E. WAWRZYŃSKA*, A. SZYTUŁA 

M. Smoluchowski Institute of Physics, Jagiellonian University, Reymonta 4, 30-059 Cracow, Poland 

This work is an attempt to systematize the magnetic structures of R3T4X4 (R – rare earth atom, T – 
transition metal, X – p-electron element) compounds, investigated by neutron diffraction in the course of 
a broader research programme. Experiments were performed for twenty samples containing Pr, Nd, Tb, 
Dy, Ho, and Er. Although the determined structures display a huge variety, some regularities were found. 
Different approaches are tried in order to elucidate the observed behaviours, and several conclusions are 
arrived at concerning the factors responsible for the observed magnetic ordering schemes.  

Key words: magnetic ordering; rare earth intermetallics; neutron diffraction 

1. Introduction 

The research reported here aims at performing a detailed study of isostructural 

3:4:4 compounds crystallizing in the Gd3Cu4Ge4-type structure (space group Immm), 

expected to bring a systematisation in their magnetic properties, including magnetic 

structures. The most interesting feature of these intermetallics is the fact that rare 

earth ions occupy two symmetry non-equivalent positions (4e and 2d). 

Twenty three compounds such as R3Mn4Sn4 (R = La, Pr, Nd), R3Cu4Si4 (R = Tb, Dy, 

Ho, Er), R3Cu4Ge4 (R = Nd, Tb, Dy, Ho, Er), R3Cu4Sn4 (R = Pr, Nd, Tb, Dy, Ho, Er), 

R3Pd4Ge4 (R = Tb, Ho, Er), and R3Ag4Sn4 (R = Pr, Nd) have been investigated by 

means of neutron powder diffraction. The determined magnetic structures exhibit 

a huge diversity, however some regularities were found. 

2. Experimental results and discussion 

The samples were synthesized and examined as described elsewhere [1], where 

a detailed description of the determined magnetic structures can also be found. Mag-

_________  

*Corresponding author, e-mail: e.w@wp.pl 
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netic data indicate that all the investigated compounds are antiferromagnets at low 
temperatures. The whole group may be divided into three sub-groups: manganese 
compounds, light rare earth compounds, and heavy rare earth compounds, which will 
be described below. 

In the compounds containing manganese, i.e. R3Mn4Sn4 (R = La, Pr, Nd), the 
manganese moments are the first to order on decreasing temperature. In the La com-
pounds, they are actually the only ones that do order, forming a sine-wave modulated 
structure described by the propagation vector k = (kx, 0, 0), with magnetic moments 
always lying in the bc plane. The value of kx increases with temperature. In the Pr and Nd 
compounds, the rare earth magnetic moments at the 4e sites order as well, in both cases 
forming collinear structures described by the propagation vector k = (1, 1, 1); their order-
ing temperatures, however, are lower than the ordering temperatures of the Mn sublat-
tices. The magnetic moments of Pr and Nd lay in the ab planes for both compounds.  

The Néel temperatures corresponding to the Mn sublattice ordering decrease with 
the increasing Z value of the R element, which corresponds to a decreasing unit cell 
volume. This is an anomalous result. The Néel temperatures for the rare earth sublat-
tices fulfil the de Gennes relation. The ratio TN(Nd)/TN(Pr) is equal to 2.4, whereas the 
corresponding ratio of de Gennes factors is 2.3.  

 

Fig. 1. Crystal structure of the R3Mn4Sn4 (R = La, Pr, Nd) compounds projected  

along [001], with four different exchange integrals among the Mn magnetic moments.  

The vectors show the components of the Mn magnetic moments and the directions  

of the rare earth magnetic moments in the Pr and Nd compounds 

The interaction between Mn moments may be described by four integrals, J1, J2, 
J3, and J4 (Fig. 1), related to four Mn–Mn interatomic distances, d1, d2, d3, and d4, 
respectively. The shortest distance, d1 (smaller than 2.88 Å), corresponds to the fer-
romagnetic coupling between moments (J1 > 0). The other distances are larger than 



Magnetic ordering schemes in R3T4X4 compounds 

 

545 

3.21 Å. In La3Mn4Sn4, all the other integrals are also positive. In the case of 
Pr3Mn4Sn4 and Nd3Mn4Sn4, only J2 is negative, whereas the other two integrals are 
positive as well. The idea of a critical Mn–Mn distance of about 2.85 Å, which would 
govern interionic coupling, applicable to many manganese-transition metal alloys and 
proposed by Goodenough on the assumption of localised/delocalised 3d electrons  
[2, 3], does not seem to work in this case. 

The dependence of the magnetic moment of Mn on Mn–Mn and Mn–Sn intera-
tomic distances reveals a positive correlation, similar to the one observed for rare 
earth manganese-germanides [4]. This result indicates a stronger localization of d 
electrons on manganese atoms. In the Pr and Nd compounds, rare earth magnetic mo-
ments in the 4e sublattice become ordered independently on Mn at low temperatures. 
A similar behaviour is observed in other Pr and Nd compounds [5–7], where the man-
ganese–rare earth interatomic distances are larger than 3 Å, analogously to the com-
pounds studied in this work. These results indicate a weak interaction between the 
rare earth and manganese sublattices.  

The R–Mn coupling is different in various compounds; non-collinear ordering is 
observed in the majority of cases. Iwata et al. showed that for light rare earths the 
ferromagnetic coupling between the R and Mn sublattices is dominant [8]. Such 
a behaviour is observed for NdMn2Si2 [9]. In other compounds, antiferromagnetic (for 
example in PrMnSi2 [6]) or complex (NdMnSi, NdMnSi2) coupling is observed, simi-
lar to the one appearing in the compounds investigated here. The above results con-
firm independent magnetic ordering in rare earth sublattices.  

In the case of light rare earth compounds, the rare earth magnetic moments were 
found to order in Nd3Cu4Ge4, Pr3Cu4Sn4, and R3Ag4Sn4 (R = Pr, Nd). The only excep-
tion was Nd3Cu4Sn4, in which no ordering was detected down to 1.5 K. The predomi-
nant arrangements observed in this group are the structures described by the propaga-
tion vector k = (1, 1, 1), with magnetic moments pointing along the a-axis or laying in 
the a-b plane. Only in Nd3Cu4Ge4 do the magnetic moments point along the c-axis, 
and simultaneously only in this case the 2d sublattice does not order. 

The Néel temperatures of the light rare earth compounds do not fulfil the de 
Gennes relation. The experimental values are larger than those resulting from de 
Gennes scaling normalized to the Néel temperatures of isostructural Gd3T4X4 com-
pounds. The values of ΔTN = TNobs – TNcalc (TNcalc is determined as TN normalized to the 
Néel temperature of the isostructural Gd compound) decrease with an increasing 
number of the 4f electrons. These differences between the observed and calculated 
values result from the strong influence of the crystalline electric field effect [10] or 
hybridisation of 4f shells with conduction bands and/or d or p shells of the surround-
ing atoms [11]. 
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The largest group, in which the magnetic structures were determined, are heavy 

rare earth compounds, i.e. R3Cu4Si4 (R = Tb, Dy, Ho, Er), R3Cu4Ge4 (R = Tb, Dy, Ho, 

Er), R3Cu4Sn4 (R = Tb, Dy, Ho, Er), and R3Pd4Ge4 (R = Tb, Ho, Er), which simulta-

neously display the largest diversity. Both rare earth sublattices become ordered in all 

of them. The most distinctive feature in this group is the existence of more than one 

critical temperature (observed for 12 out of 15 compounds) which indicates changes 

in magnetic structure with temperature. These changes concern disordering of one of 

the two rare earth sublattices or involve a transformation of the propagation vector. 

The most frequently observed arrangements in this group are the structures de-

scribed by the vector k = (0, 1/2, 0) or its derivatives k = (0, 1/2 +δ, 0), where δ <0.03 

(in 9 cases out of 15). These structures often coexist with other, modulated arrange-

ments at low temperatures (in 7 cases out of 9). The described ordering type domi-

nates in R3Cu4Si4 and R3Cu4Ge4 compounds (it appears in all the studied compounds, 

in fact).  

Among the R3Cu4Sn4 compounds, two (R = Tb, Dy) have structures described by 

the propagation vector k = (0, 0, 1/2 + δ), where δ < 0.09, which do not change with 

temperature. For one compound (R = Er), the propagation vector k = (1/2, 1/2, 0) is 

accompanied by another one at low temperatures, and one compound (R = Ho) has a 

very complex structure that changes with temperature, described by different sets of 

vectors in each range. 

Regarding the R3Pd4Ge4 compounds, all of them have modulated structures de-

scribed by propagation vectors with two (R = Tb, Ho) or one (R = Er) non-zero com-

ponents. These propagation vectors in two cases (R = Tb, Er) are accompanied by the 

propagation vector k = (0, 0, 0) at low temperatures. 

The reported changes in the propagation vectors, connected with transitions from 

commensurate structures at low temperatures to modulated, non-commensurate ones in the 

vicinity of the Néel temperature, are very common among rare earth intermetallics. They 

may be explained as a result of temperature-dependent free energy for different propaga-

tion vectors appearing in the presence of magnetocrystalline anisotropy [12, 13]. 

The other analysed parameter is the direction of the magnetic moment which may pro-

vide information about magnetocrystalline anisotropy and crystalline electric field parame-

ters. Among light rare earth compounds (Pr, Nd), rare earth magnetic moments in the 2d 

sublattice are parallel to the a-axis, which in general applies to the 4e sublattice magnetic 

moments as well (except for Nd3Cu4Ge4 and Nd3Ag4Ge4). It is much more difficult to find 

any distinct trends among the heavy rare earth compounds (Tb–Er). In the Tb3Cu4X4  

(X = Si, Ge, Sn) series, the Tb 2d magnetic moments are parallel to the a-axis, in the 

Ho3Cu4X4 (X = Si, Ge, Sn) compounds the Ho 2d moments are parallel to the b-axis, and 

in Er3Cu4X4 (X = Si, Ge, Sn) and Er3Pd4Ge4 the Er 2d moments are parallel to the c-axis. 

Finding the respective regularities for the 4e sublattice is impossible. 
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Fig. 2. Néel temperatures of R3Ag4Sn4 (R = Pr, Nd), R3Cu4Si4 (R = Tb, Dy, Ho, Er),  

R3Cu4Ge4 (R = Nd, Tb, Dy, Ho, Er), R3Cu4Sn4 (R = Pr, Nd, Tb, Dy, Ho, Er),  

and R3Pd4Ge4 (R = Tb, Ho, Er) versus the de Gennes factor. The Néel temperatures 

of Gd3Cu4Sn4 and Gd3Cu4Ge4 were taken from [9] and [11], respectively 

It is commonly known that the observed magnetic ordering results from exchange 
interaction transferred via conduction band electrons, as described by the RKKY 
model. Its adoption here is justified by large spacing between rare earth moments and 
the fact that the investigated compounds are good conductors [14]. According to this 
model, the critical temperatures connected with magnetic ordering should be propor-
tional to the above-mentioned de Gennes function, (gJ – 1)2 J (J + 1) [15, 16]. For the 
compounds discussed here, this scaling is not fulfilled (Fig. 2), which suggests that 
additional factors are responsible for the ordering that appears. The first factor that 
needs to be considered is the influence of the crystalline electric field [10].  

The description of the RKKY-type interaction is connected with the interaction in-
tegral J(X), which is an oscillatory function of X = kFRij (F(X) = (XcosX – sinX) X –4), 
where kF is the Fermi vector and Rij is the distance between the ith and the jth spin. In 
order to enable an interpretation of the obtained results, the Fermi vector must be 
calculated. For Tb3Cu4Si4, it was evaluated to be 1.672 Å–1. Taking into account the 
distances between a singled out Tb atom in the 4e sublattice and the nearest Tb atoms 
in the 2d sublattice of this compound (equal to 3.663, 5.039 and 5.516 Å), one obtains 
the following values of the product kFRij: 6.120, 8.425 and 9.223. Two of these num-
bers are close to the zero points of the oscillatory function F(X), equal to 6.425 and 
9.530. This result indicates that the interactions originating from the magnetic mo-
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ments in the 2d sublattice almost cancel out at the 4e sites and the magnetic moments 
in this sublattice are ordered independently in consequence. The same explanation can 
be applied for the other R3Cu4X4 (X = Si, Ge, Sn) compounds for the sake of the simi-
larity of their (also electronic) structures. Magnetic ordering in two symmetry non-
equivalent sublattices also proceeds independently in many of the RTGe2 compounds 
(T = Pt, Pd, Ir) [17–19]. 

The 166Er Mössbauer spectroscopy performed for Er3Cu4X4 (X = Si, Ge, Sn) at 
different temperatures [20] shows that the effective field in the 2d sublattice is larger 
than in the 4e sublattice, which suggests that a similar relation should appear in the 
case of magnetic moments. For Er3Cu4Si4, a line broadening referring to the 4e sublat-
tice is observed in the spectrum obtained at 2 K, which can be ascribed to the exis-
tence of magnetic moment relaxation in this sublattice. Neutron diffraction measure-
ments carried out for this compound reveal a broadening of the magnetic reflexes 
connected to diffraction on Er magnetic moments in the 4e sublattice, which indicates 
that the correlation length is of the order of 20 Å [20]. The cited experimental facts 
suggest that the ordering in the 4e sublattice is induced by the moments in the 2d 
sublattice. 

For R3Cu4X4, a distinct regularity is observed: TN(X = Si) > TN(X = Ge) > TN(X = Sn). 
Additionally, the transition temperatures of the copper compounds are higher than 
those of the palladium compounds. As already mentioned above, the local symmetries 
and atomic surroundings of the rare earth atoms occupying two different sublattices 
differ from each other. In order to investigate the influence of these factors on the 
crystalline electric field parameters, calculations based on the point charge approxi-
mation (described in detail in [1]) were performed for some of the investigated com-
pounds, namely R3Cu4Sn4 (R = Pr, Nd, Tb, Dy, Ho, Er), Tb3Cu4X4 (X = Si, Ge, Sn), 
and Tb3Pd4Ge4. It must be clearly stated that the applied method, though very simple, 
can give only scarce information on the real values of the m

n
B  parameters and should 

rather be treated as the one that gives a very raw estimation. 
Concerning copper stannides, while passing from holmium to erbium, the signs of 

the crystalline electric field parameters change, due to a change in the sign of the Ste-
vens α parameter. The second important result following from these calculations is the 
observation that the three parameters 0

2
B , 2

2
B  and 0

4
B  are of a comparable magnitude, 

which suggests that their participation in the formation of a magnetic structure is 
evenly important. It seems that for these compounds the complete crystalline electric 
field Hamiltonian needs to be considered, which contradicts the case of, for example, 
the RT4X4 series [10], for which magnetic structure formation is determined solely by 

0

2
.B  The calculations aiming at revealing the possible influence of d- or p-electron 

elements (those performed for Tb3Cu4X4 (X = Si, Ge, Sn) and Tb3Pd4Ge4) did not 
reveal any evident relationships. 
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3. Conclusions 

It seems that at this stage it is not possible to unambiguously point out one factor, 

or even a set of factors, to which any vital, decisive role in the formation of a mag-

netic structure can be ascribed. It appears that only further and broader studies of 

compounds of this class may yield premises for elaborating a suitable theory or at 

least for finding some explicit, general regularities. 
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Al. 

The effect of Pd doping on electronic structure 
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In view of a contrasting behaviour of Pd-containing and Rh-containing systems, we investigate solid 

solutions CeRh1–xPd
x
Al in order to determine the dependence of their electronic properties on the number 

of the conduction electrons. We present structural and X-ray photoemission spectroscopy (XPS) data for 

CeRh1–xPd
x
Al. We also discuss the influence of the number of free electrons in the conduction band on 

the stability of the crystallographic structure and the occupation number of the f-shell. 

Key words: strongly correlated electron system; electronic structure 

1. Introduction 

Ce-based Kondo-lattice systems exhibit unusual physical, behaviour such as of the 
heavy-Fermi (HF) liquid (e.g., CeRhSb, CeNiSn for T > ~ 10 K, Ce(Ni,Pt)Sn [1]) and non-
Fermi liquid (NFL) types, in the metallic state (e.g., CeRhSn [2]) or Kondo-lattice insulat-
ing type state (CeRhSb [3] and CeNiSn [4]). Recently, we suggested that the NFL behav-
iour in CeRhSn may be due to the existence of Griffiths phases in the vicinity of the quan-
tum critical point [2], whereas in CeRhAl [5] the disorder leads to an unconventional 
metallic state, which does not fit within the framework of FL theory [5]. 

The stability of paramagnetic as a magnetic ground state in the Kondo-lattice limit [6] 
is strongly dependent on the number of electrons per atom. In the series of compounds, 
CeRhSb, CeRhSn, and CeRhAl, the number of valence electrons per formula unit is 18, 
17, and 16, respectively. In the case of momentum-dependent hybridisation, the gap 
formed at T → 0 for CeRhSb may vanish, e.g. in CeRhSn. CeRhAl is expected to be an 
insulator, this, however, is not the case [7]. For CeRhAl, we have recently observed [5] 
a coexistence of antiferromagnetic ordering (TN = 3.8 K) and the NFL-like behaviour. 

In view of the diverse behaviour of CePdAl with respect to CeRhAl, it is of inter-
est to examine the solid solution CeRh1–xPdxAl, to see the effect of decreasing the 

_________  
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number of s-states (conduction states, if one treats d-electrons as almost localized) on 

the properties ground state. The aim of this work is to investigate the crystallographic 

and electronic structure of this series of compounds. 

2. Experimental details and discussion 

The samples of CeRh1–xPdxAl were prepared by arc melting, and were then an-

nealed at 800 ºC for 3 weeks. The lattice parameters were acquired from diffraction 

patterns using the Powder-Cell program. X-ray photoelectron spectroscopy spectra 

(XPS) were obtained with monochromatised Al Kα radiation using a PHI 5700 ESCA 

spectrometer. The samples were found to be orthorhombic (є-TiNiSi structure, space 

group Pnma) for 0 ≤ x ≤ 0.8, whereas CePdAl crystallizes in a hexagonal structure 

(ZrNiAl-type, space group P62m). In Figure 1, we compare the X-ray diffraction 

(XRD) spectra measured and calculated for the orthorhombic samples CeRhAl, 

CeRh0.4Pd0.6Al, and hexagonal CePdAl. 

 

Fig. 1. XRD spectra and their calculated counterparts 
for CeRhAl, CeRh0.4Pd0.6Al, and CePdAl 
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Fig. 2. Lattice parameters of CeRh1–xPdxAl 

 

Fig. 3. Ce 3d XPS (a) and Ce 4d XPS (b) spectra obtained for CeRh1–xPdxAl. The f0, f 1, and f 2  
components in (a) are separated on the basis of Doniach–Šunjić theory. The satellite lines observed  
in the 3d XPS spectra of CePdAl are interpreted as plasmon losses with an energy of ћωp ≈ 11 eV 

Figure 2 shows the lattice parameters for the CeRh1–xPdxAl series, determined 

from the best fit to the XRD spectra obtained experimentally. The volume of the unit 

cell systematically increases with x, whereas for CePdAl it rapidly decreases. CeRh1–

xPdxAl samples with x ≤ 0.8 have an orthorhombic Pd2(Mn,Pd)Ge2-type structure, 
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which is a kind of a mixture of the orthorhombic CeRhSb and hexagonal CeRhSn-

type structures [8], whereas the structure of CePdAl is hexagonal of the ZrNiAl-type 

[9]. 

Figure 3a shows the Ce 3d XPS spectra obtained for the series of compounds 

CeRh1–xPdxAl. The contributions of the final states f 1 and f 2 are clearly observed, 

which exhibit a spin-orbit splitting of 18.6 eV. The presence of the f 0 component 

clearly marks the intermediate valence character of Ce atoms only for CeRhAl. Gun-

narsson and Schönhammer (GS) have explained how to determine the properties of 

the initial f-state from Ce 3d XPS spectra [10] which are related to the final f-states. It 

is possible to estimate the hybridisation energy Δ from the ratio r = I(f 2)/[I(f 1)+I(f 2)] 

(for details, see Ref. [10]), when the peaks of the 3d XPS spectra that overlap in Figs. 

3 and 4 are separated (the method is described in Refs. [11–13]). The value of Δ is 

~200 meV for CePdAl, ~190 meV for CeRh1–xPdxAl samples with x ≤ 0.8, and for 

CeRhAl it drastically decreases to ~70 meV. 

The occupation number nf of CeRh1–xPdxAl is 0.9, whereas for the remaining 

CeRh1–xPdxAl compounds nf → 1. We attribute the peak located at ~917 eV at the 

high-energy side of the f 1 component (see Fig. 4) in the 3d XPS spectra of CePdAl to 

plasmon losses with an energy of ћωp ≈ 11 eV. The same energy plasmons are visible 

in the Ce 4d XPS spectrum of CePdAl (see Fig. 3b). 

There is a further evidence for the fluctuating valence of Ce in CeRhAl, as shown 

in Fig. 3b. The Ce 4d XPS spectra of CeRhAl exhibit two peaks, at ~119 and 123 eV, 

which can be assigned to the f 0 final state [10]. The indicated splitting of 3.1 eV has 

almost the same value as the spin-orbit splitting of the La 4d states. 

 

Fig. 4. Deconvolution of 3d Ce XPS spectra for CePdAl. The high-energy peaks 
 located at 898 and 916.5 eV are of plasmon origin 
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We conclude that the Ce atoms of the components of the series CeRh1–xPdxAl con-

taining Pd have stable f-shell configurations (nf = 1), whereas CeRhAl is an MV sys-

tem. An increasing number of valence electrons (i.e. increasing x value ) stabilize the 

occupation of the f shell (nf → 0). It is possible that both the stable configuration of 

Ce and the increasing number of conduction electrons give rise to the hexagonal struc-

ture of CePdAl in the CeRh1–xPdxAl series of alloys. 
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The electronic structures of intermetallic rare earth compounds of different compositions: RMn2Ge2 
(R = Nd, Sm), R3Mn4Sn4 (R = La, Ce, Nd), Ce3Ag4X4 (X = Ge, Sn), and Ce2MnGe6, have been investi-
gated. XPS measurements were performed using a commercial LHS10 spectrometer. The valence band 
and core-level states have been analysed. In Mn compounds, the Mn 3d state forms a broad band near the 
Fermi level. The analysis of XPS spectra using the Gunnarsson–Schönhammer model gives the coupling 
parameters (hybridisation energy) between the R 4f states and electrons of the conduction band. 

Key words: rare earth compounds; transition metal compounds; electronic structure; photoelectron 

spectroscopy 

1. Introduction 

The magnetic properties of ternary rare earth transition metal silicides, ger-

manides, and stannides have been intensively studied over the last 30 years. Among 

these compounds, special attention is drawn by those of the R–Mn–X system in which 

it is expected that both rare earth and Mn atoms have localized magnetic moments. In 

this work, the electronic structures of compounds with Mn and isostructural com-

pounds without Mn–RMn2Ge2 (R = Nd, Sm), RAg2Ge2 (R = Pr, Nd), R3Mn4Ge4  

(R = La, Ce, Nd), Ce3Ag4X4 (X = Ge, Sn), and Ce2MnGe6 are investigated in order to 

determine their electronic structure. The valence band state and core-level states are 

also analysed. 

_________  
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RMn2Ge2 (R = Nd, Sm) and RAg2Ge2 compounds crystallize in the tetragonal 

ThCr2Si2-type structure [1, 2]. In RMn2Ge2 compounds, the rare earth magnetic mo-

ments (Nd, Sm) order at low temperatures, whereas the Mn moments order close to 

300 K [1]. PrAg2Ge2 remains paramagnetic down to 1.9 K, NdAg2Ge2 is an antiferro-

magnet at low temperatures [3], and Ce2MnGe6 is a ferrimagnet. 

R3Mn4Sn4 and Ce3Ag4X4 compounds crystallize in an orthorhombic crystal struc-

ture of the Gd3Cu4Ge4-type [4, 5]. In R3Mn4Sn4, the Mn moments order at about room 

temperature, whereas the rare earth moments order at low temperatures [5]. In 

Ce3Ag4X4 magnetic order is found at low temperatures. 

2. Experimental and results 

XPS spectra were obtained at room temperature using a Leybold LHS10 electron 

photoemission spectrometer with MgKα (hν = 1253.6 eV) and AlKα (hν = 1486.6 eV) 

radiation. All experiments were performed in vacuum of about 10–9 mbar. The total 

energy resolution of the spectrometer with a hemispherical energy analyzer was about 

0.75 eV for Ag 3d. Binding energies are given relative to the Fermi level (EF = 0). The 

spectrometer was calibrated using Cu 2p3/2 (932.5 eV), Ag 3d5/2 (368.1 eV), and Au 

4f7/2 (84.0 eV) core-level photoemission spectra. Measurements were carried out at 

room temperature. The surfaces of the samples were mechanically cleaned by scrap-

ing with a diamond file in a preparation chamber under high vacuum (10–9 mbar) and 

then moved immediately to the analysis chamber. This procedure was repeated several 

times until the C 1s and O 1s core-level peaks became negligibly small or did not 

change after further scrapings. Such a cleaning procedure was performed before each 

XPS measurement. The Shirley method [6] was used to subtract background and the 

experimental spectra prepared in this manner were numerically fitted using the 80% 

Gaussian and 20% Lorentzian model. 

The XPS spectra of the investigated compounds were measured over a wide bind-

ing energy range of 0–1100 eV. The binding energies were related to the Fermi level  

(EF = 0 eV). The XPS valence bands (VB) of some of the investigated compounds are 

presented in Fig. 1. 

The valence bands of all the Mn compounds have a similar character. The Mn 3d 

state forms a broad band near the Fermi level. The R 4f state, where R is a light rare 

earth element, forms a narrow band at 3 eV below EF for R = Pr, and at 5 eV for  

R = Nd and Sm. In RAg2Ge2 and Ce3Ag4X4, the valence bands are dominated mainly 

by broad peaks near 5.8 eV, corresponding to Ag 4d3/2 and Ag 4d5/2 sites. A very weak 

peak near the Fermi level at ca. 1.2 eV, corresponding to the (5d6s)3 state, is present. 

In Ce3Ag4X4, an additional peak near 2.5 eV, corresponding to the Ce 4f1 state, is 

observed. In RAg2Ge2 compounds, the peaks corresponding to Pr 4f and Nd 4f coin-

cide with the Ag 4d band. In all the investigated germanides the Ge 4p and 4s bands, 
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and for the stannides the Sn 5p and 5s bands, form broad bands, which coincide with 
the states of 4f- and nd-electron elements. These results indicate the existence of a di-
rect charge transfer from Ge or Sn to Mn. 

Fig. 1. XPS valence band spectra of Ce3Ag4Ge4, 

PrAg2Ge2, and SmMn2Ge2 compared  

to those of the pure elements [11]  

For example, Figure 2 shows the R 3d5/2 and R 3d3/2 core-levels for Ce3Ag4Ge4, 
PrAg2Ge2, and SmMn2Ge2. Similar patterns are observed for the other investigated 
compounds. The spin-orbit splitting, ΔS–O, dominates the spectral structure of the 3d 
peaks. The determined values are listed in Table 1. The obtained values of ΔS–O are 
independent of composition and increase with the increasing number of 4f electrons. 

An analysis of the XPS spectra of R 3d5/2 and R 3d3/2 states based on the Gunnars-
son-Schönhammer model [7] provides information on the hybridisation of 4f orbitals 
with the conduction band. The separation of the peaks based on Doniach–Šunjić the-
ory [8] gives the ratio of r = I(f n + 1)/[I(f n) + I(f n + 1)]. From the ratio r, it is possible to 
estimate the coupling parameter Δ. The coupling parameter Δ is defined as πV 2

ρmax, 
where ρmax is the maximum density of states of the conduction electrons and V is the 
hybridisation matrix. On the basis of the Gunnarsson–Schönhammer model, an esti-
mation of Δ for Pr, Nd, and Sm compounds seems to be possible if one assumes that 
their calculated intensity ratios r change with Δ in the same way as for Ce [9, 10]. The 
determined values of the ratio r and adequate values of the coupling parameter Δ are 
summarized in Table 1. 

The coupling parameter Δ has large values for the cerium compounds, particularly 
for those containing also manganese atoms. In this case, ρmax attains large values, be-
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cause the Mn 3d band is at the Fermi level and the hybridisation energy between the 

Ce 4f states and conduction band is large. The density of states on the Fermi level for 

 

Fig. 2. 3d XPS spectra of Ce3Ag4Ge4, PrAg2Ge2,  

and SmMn2Ge2. The broad, low intensity peaks, 

observed at 874 and 896 eV for Ce3Ag4Ge4,  

923 eV for PrAg2Ge2, and 1068 and 1098 eV  

for SmMn2Ge2, correspond to the Kα3  

and Kα4 components of the X-ray radiation 

Table 1. The values of r and corresponding hybridisation energy Δ 

Compound ΔS–O (meV) r Δ (meV) μMn [μB] 

NdMn2Ge2 

SmMn2Ge2 

PrAg2Ge2 

NdAg2Ge2 

Ce2MnGe6 

Ce3Mn4Sn4 

Nd3Mn4Sn4 

Ce3Ag4Ge4 

Ce3Ag4Sn4 

22.4 

27.4 

20.5 

21.1 

18.7 

19.0 

21.8 

18.7 

18.6 

0.07 

0.18 

0.09 

0.17 

0.25 

0.35 

0.27 

0.33 

0.165 

37.5 

80.0 

58.0 

75.0 

126.0 

186.0 

133.0 

169.0 

82.0 

2.7 

3.0 

 

 

2.0 

 

3.20(6) 

 

the isostructural RMn2Ge2 (R = La, Y) compounds are 2.8 and 1.47 states/eV·atom, 

respectively [9]. The calculated Mn magnetic moments for these compounds are near 

3.0μB, which is in good agreement with the Mn moment found in the compounds in-

vestigated here. The Mn 2p core-level spectra for RMn2Ge2 (R = Nd, Sm), R3Mn4Sn4 

(R = La, Ce, Nd), and Ce2MnGe6 have a similar character. The spin-orbit splitting of 
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the Mn 2p levels is between 10.9 and 11.6 eV, typical of Mn compounds. The values 

for RAg2Ge2 (R = Pr, Nd) indicate the weakness of the coupling of 4f electrons and 

condition band electrons, which manifests itself in the magnetic properties of these 

compounds. 

In the Ce3Ag4X4 (X = Ge, Sn) compounds an additional peak, corresponding to the 

3d94f 0 configuration of the cerium ion, is observed. Based on the Gunnarsson 

–Schönhammer model [7], the intensity ratio I(f 0)/[I(f 0)+I(f 1)+I(f 2)] which is directly 

related to the probability of f-occupation in the final state, reflects the f-occupation 

number nf. The occupation number of the f shell, nf, is equal to 0.95 for Ce3Ag4Ge4 

and 0.97 for Ce3Ag4Sn4, which suggests the intermediate valence behaviour of Ce in 

these compounds. 

The results obtained indicate a strong hybridisation of the 4f and conduction elec-

trons in cerium compounds. This influences the Ce magnetic moment and other prop-

erties of the studied compounds. For Mn-compounds, the broad state of Mn 3d deter-

mines the magnetic moment and magnetic properties of these compounds. 
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We have investigated the XPS spectra of Ce2Rh3Al9 and calculated the DOS by using the full poten-

tial linear augmented plane wave (FP-LAPW) and tight binding linear muffin tin orbitals (TB-LMTO-

ASA) methods. The overall agreement between the calculated and measured XPS valence band spectra is 

good. The analysis of the 3d XPS (X-ray Photoemission) spectra, using Gunnarson–Schonhammer the-

ory, suggests a mixed valence behaviour of Ce. FP-LAPW calculations show a half-metallic behaviour of 

Ce2Rh3Al9, whereas LMTO calculations result in a semiconducting and nonmagnetic ground state. This 

result is, however, in contradiction to the experimental observation of resistivity ρ(T), which does not 

show an activated behaviour. We attribute the possible appearance of a semiconducting/half-metallic gap 

for Ce2Rh3Al9 to atomic disorder. 

Key words: strongly correlated electron system; Kondo insulators 

1. Introduction 

Ce2Rh3Al9 is known to be a nonmagnetic heavy fermion (HF) compound [1, 2] 
which also shows features of mixed valence (MV) Ce-compounds in its magnetic data 
[3] and non-Fermi liquid behaviour. This rather unconventional behaviour of 
Ce2Rh3Al9, which exhibits characteristics of both intermediate valent and HF com-
pounds, did not, however, allow a coherent description. The temperature dependences 
of susceptibility and specific heat do not result from the crystalline field and/or 
Kondo effect, and suggest rather an intermediate valent Ce-state showing additional 
low energy interactions [4]. The aim of this work is to investigate the electronic struc-
ture of Ce2Rh3Al9. Our calculations reveal the gap (or pseudogap) in the bands, lo-
cated at the Fermi energy εF. Occurrence of this gap could explain the anomalous 
behaviour observed in susceptibility and resistivity below 35 K. 

_________  
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2. Experimental details 

Polycrystalline ingots were arc-melted using Ce (99.9%), Rh (99.9%), and Al 

(99.99%) in a high purity argon atmosphere on a water-cooled copper hearth with Zr 

getter, and annealed for six days at 1100 K. The Ce2Rh3Al9 sample was examined by X-

ray diffraction (Siemens D-5000) and it was found to consist of a single phase with lat-

tice parameters a = 13.146A, b = 7.688A and c = 9.559A, and suggested the Y2Co3Ga9 

structure type and a space group Cmcm [3]. XPS spectra were obtained with a Physi-

cal Electronics PHI-5700 XPS spectrometer using monochromatised AlKα. From the 

survey spectra we found that there was neither carbon nor oxygen contamination. The 

electronic structure was calculated using the tight binding linear muffin tin orbitals 

(TB-LMTO-ASA) and full potential linear augmented plane wave (FP-LAPW) meth-

ods. In the LMTO method [5, 6] (exchange correlation), the potential was used in the 

form proposed by von Bart and Hedin [7] with generalized gradient corrections of the 

Langreth–Mehl–Hu [8] type. The sphere radii were chosen in such a way that the cell 

volume was equal to the volume of a formula unit, hence the spheres overlapped. 

The electronic structure was computed for experimental lattice parameters. For the 

FP-LAPW method, we used the Wien2K package [9] with the general gradient ap-

proximation [10] for electron correlations. Both types of calculations were performed 

with spin-polarization and relativistic effects taken into account. In order to obtain VB 

XPS (valence band X-ray photoemission) spectra from DOS (density of states) calcu-

lations, we multiplied the partial DOS by the cross sections [11] and convoluted it 

with 0.4 eV gaussians. 

3. Results and discussion 

Figure 1 shows the Ce 3d XPS spectra which exhibit different final states depend-

ing on the occupation of the f shell: f 0, f 1, and f 2 [12, 13]. The f 0 components are 

clear evidence of the MV of Ce, the f 2 components are located at the low binding 

energy side, and the f 1 lines are attributed within the Gunnarson–Schonhammer (GS) 

theoretical model to the hybridisation between the f states and conduction band. The 

ground state f occupation number nf  (~0.8) was obtained from the relative intensity 

ratio, I(f 0)/(I(f 0) + I(f 1) + I(f 2)) (details in [12]). The intermediate valence of Ce,  

v = 3.2 (nf = 0.8), seems to be too large due to several reasons, e.g. background sub-

traction and plasmons with energy hωp = 12.5 eV, which are visible in the 4d XPS 

spectra (see Fig. 2). The f 0 peak is usually located ca. 11 eV above the f 1 line, 

whereas the f 0 peak in Fig. 1 is very broad and shifted towards higher binding ener-

gies by about 3 eV. The correct Doniach–Sunjic analysis of the Ce 3d XPS spectra 

should also include the plasmon energy peak covered by the f 0 line. The separation of 

the plasmon intensities and f 0 line is, however, difficult. The hybridisation energy 

Δ (ca. 30 meV), was also estimated from these spectra on the basis of the GS method. 
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There is other evidence for the fluctuating valence of Ce ions in Ce2Rh3Al9, as shown 

in Fig. 2. The Ce 4d XPS spectra exhibits two peaks above 120 eV, which are usually 

assigned to the f 0 final states [12]. 

 

Fig. 1. Deconvolution of 3d Ce-XPS spectra for Ce2Rh3Al9 

 

Fig. 2. Ce XPS 4d and Al 2s (sharp peak) spectra for Ce2Rh3Al9 

The overlapping peaks in Ce-3d spectra were separated using the Doniach–Sunjic 

approach [14,15] and the Tougaard background [16]. In Figures 3 and 4, the results of 

total DOS calculations are presented. LMTO results in a non-magnetic ground state 
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with the gap of ca. 3 meV at the Fermi level, whereas LAPW gives a pseudogap in 

one spin direction with the DOS of about 1 state/(eV f.u.) at εf  and 30 state/(eV f.u) 

in the opposite spin direction. In Figure 5, we present numerically calculated XPS 

valence band (VB) spectra and the measured ones. The agreement between the calcu-

lated and experimentally obtained bands is reasonably good, excluding the low-

binding energies between 0 and 3 eV. 

 

Fig. 3. LMTO calculation results for Ce2Rh3Al9 

 

Fig. 4. LAPW calculation results for Ce2Rh3Al9 
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Fig. 5. VB spectra for Ce2Rh3Al9 

Moreover, the LMTO DOSs are in better agreement with the experimental data 

between 5 and 10 eV than the LAPW ones. We attribute the low-energy divergence 

between the calculated and experimentally observed VB spectra to charge transfer 

and/or the energy shift of Ce 4f and Rh 4d bands due to interatomic hybridisation 

which is not taken into account by either methods. 

The gap ΔE of ca. 3 meV resulting from LMTO calculations corresponds to T ≈ 35 K. 

Note that the resistivity ρ(T) data do not exhibit any evidence of activated behaviour (of 

the ρ = ρ0exp(ΔE/(kBT) type), the resistivity ρ(T) curve, however, shows a clear hump at 

35 K. One should note that DFT-type calculations assume the ground state at T = 0 K, 

while the DOSs are obtained for the lattice parameters measured at the room temperature. 

To obtain the unit cell volume, which depends on T, we also calculated the LMTO-DOS 

taking into account lattice thermal expansion, namely calculations were carried out for 

hypothetical lattice parameters that were 3.5% smaller and larger than those measured at 

room temperature. In effect, the gap is still present and its width is 65 meV or 40 meV, 

respectively. One could therefore expect that an activation behaviour could be observed 

under high pressure or can result from atomic substitution. Atomic disorder could be the 

reason why the gap is not observed in ρ(T) data. Disorder usually removes the hybridisa-

tion gap, e.g. in the Kondo insulators. LMTO calculations give an occupation number of nf 

≈ 0.9. This value is roughly comparable with that obtained from the Ce 3d XPS spectra 

analysis, and indicates the MV character of the Ce2Rh3Al9 compound. 

4. Conclusion 

In this paper, we have discussed gap formation at the Fermi level in the electronic 

bands of Ce2Rh3Al9. The LMTO calculations predict a gap of ca. 3 meV and the non-
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magnetic ground state. We also discuss the influence of lattice thermal expansion on 

the ground state properties, i.e. thermally decreasing the lattice parameters stabilizes 

the gap at εF. We suggest that under pressure the resistivity should exhibit an acti-

vated behaviour, like in semiconductors, and a similar behaviour could be obtained by 

alloying. LAPW calculations predict the magnetic ground state with the magnetic 

moment of 0.27μB on Ce atoms, and the pseudogap in one spin direction band. The 

LAPW pseudogap corresponds well to the resistivity results, however it is in contra-

diction to the magnetic results. Both methods give a Sommerfeld coefficient γ (for 

LAPW we obtained the value of about 2.35 mJ/(mol·K) much smaller than the one 

experimentally obtained from the specific heat measurements [1]. 
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We have performed the full potential linearized augmented plane-wave (FP-LAPW) calculations of 
the layered cerium compounds CeRhIn5 and CeIrIn5, which belong to a novel, intensively investigated 
family of heavy fermion (HF) materials. The ground states of this compounds can be tuned between 
antiferromagnetism (AFM) and superconductivity (SC) by external pressure or doping. We have carried 
out X-ray photoelectron spectroscopy (XPS) experiments to compare recorded valence band spectra with 
theoretical calculations. We have also analysed the XPS 3d Ce spectra, to estimate the occupation of the 
Ce 4f shell and the hybridisation between 4f and conduction electrons. We have found and discussed the 
influence of the lattice parameter a and the df interatomic hybridization effect on the properties of ground 
state in the series of CeMIn5 compounds. 

Key words: heavy fermions; electronic structure; XPS; superconductivity 

1. Introduction 

Recently, much attention have attracted studies of the relationship between magnet-
ism and superconductivity in HF compounds. In these materials, evolution of ground 
states as a function of pressure or chemical environment frequently is discussed in terms 
of Doniach’s model [1, 2]. This model considers a subtle competition between the local 
on-site exchange interaction (Kondo effect) compensating the local magnetic moment, 
and the long-range magnetic interaction, which can lead to magnetic order through the 
Ruderman–Kittel–Kasuya–Yoshida (RKKY) mechanism. In few classes of HF com-
pounds, the SC near the boundary between the magnetic and nonmagnetic region can be 
extorted either by pressure or doping in order to suppress the magnetic order. 

CeMIn5 (M = Co, Rh or Ir) are good examples of such materials. CeCoIn5 and 
CeIrIn5 are HF superconductors at ambient pressure with TC = 2.3 K and 0.4 K, re-
spectively [3, 4], while CeRhIn5 ordered antiferromagnetically below TN = 3.8 K ex-

_________  
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hibits a transition to the superconducting state with TC ≈ 2.2 K at the pressure 2.5 kbar 

[5, 6]. All of those compounds are found to be located near the quantum critical point 

(QCP) in the Doniach phase diagram and are very intensively investigated. However, 

their unconventional ground states are still somewhat controversial. To understand the 

ground state properties, we calculated electronic structure of CeRhIn5 and CeIrIn5 by 

the FP-LAPW method. The results of the band structure calculations are compared 

with the XPS valence band spectra. We also investigated the Ce 3d XPS spectra, from 

which the occupation number of the Ce 4f shell and the hybridization energy between 

4f shell and conducting band were determined. We present the results of GGA + U 

calculations for different correlation energies U and analyse the f–f correlation ef-

fects. 

2. Experimental details 

Polycrystalline samples of CeRhIn5 and CeIrIn5 were prepared by arc melting 

stoichiometric amounts of the elemental metals (Ce 99.99%, Rh 99,9%, Ir 99,99%, 

In 99,995% in purity) on a water cooled cooper hearth in an ultra-high purity Ar at-

mosphere with an Al getter. Each sample was remelted several times to promote ho-

mogeneity, and then annealed at 800 °C for 7 days. The samples were examined by X-

ray powder diffraction analysis (XRD) and found to consist of a single phase. The 

lattice parameters (listed in Table 1) were obtained from the XRD patterns analysis 

using the POWDER-CELL program, and are in good agreement with those previously 

reported [7–10]. The XPS spectra were obtained with monochromatized Al Kα radia-

tion at room temperature using a PHI 5700 ESCA spectrometer. 

Table 1. Lattice parameters for CeCoIn5, CeRhIn5 and CeIrIn5 (space group P4/mmm) 

Compound Lattice 

parameter CeCoIn5 [21] CeRhIn5 CeIrIn5 

a [Å] 4.601 4.652 4.668 

c [Å] 7.54 7.542 7.515 

 

The electronic structure was studied by the full potential linearized augmented 

plane-wave (FP-LAPW) method [11] using the experimental lattice parameters. The 

gradient corrected local spin density exchange (LSD XC) potential in the form pro-

posed by Perdew, Burke and Ernzerhof [12] was included. In the calculations, the 

core levels were treated completely relativistically, while for valence states relativistic 

effects were included either in a scalar relativistic treatment [13] or with the second 

variational method using the scalar-relativistic eigenfunctions as basis, including spin-

orbit coupling [14]. CeMIn5 compounds are strongly correlated systems, we therefore 

go beyond the standard generalized gradient approximation (GGA) and include orbital 
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dependent potentials in methods GGA + U, introduced by Anisimov et al. [15], with 

an approximate correction for the self-interaction correction. 

3. Results and discussion 

Figure 1 shows the results of numerical calculations of the total electronic density 

of states (DOS) for paramagnetic CeRhIn5 and CeIrIn5. The DOSs were convoluted by  

 

 

 

Fig. 1. XPS valence band spectra for paramagnetic CeRhIn5 (a) and CeIrIn5 (b) 

Lorentzians with a half-width of 0.35 eV to account for the instrumental resolution. 

The partial DOSs were multiplied by the corresponding cross sections [16]. A back-

ground, calculated by means of the Tougaard alghoritm [17], was subtracted from the 
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XPS data. The agreement between the calculated and measured XPS valence band 

spectra is good. The spectra reveal that the valence bands of CeRhIn5 and CeIrIn5 

have a major peak mainly due to the d states of Rh or Ir located near the Fermi level. 

The second peak centred at about 5 eV is mainly due to the In states. The Ce 4f states 

give only negligible contribution to the total XPS spectra of CeRhIn5 and CeIrIn5. 

 

Fig. 2. Ce 3d XPS spectra for CeRhIn5 and CeIrIn5. For CeRhIn5, separated 

and overlapping peaks attributed to the 4d9f 2, 4d9f 1 and 4d9f 0 final states are also shown 

Figure 2 shows the Ce 3d XPS spectra for CeRhIn5 and CeIrIn5. Three final-state 

contributions f 0, f 1 and f 2 exhibit a spin-orbit splitting ΔSO = 18.6 eV. The separation 

of the overlapping peaks in the Ce 3d XPS spectra was made on the basis of the Do-

niach–Šunjić theory [18]. The appearance of the f 0 components suggest the mixed 

valence behavior of Ce, while the f 2 peaks located at the low-binding energy side of 

the f 1 components are attributed to the hybridization between the f states and the con-

duction band. Based on the Gunnarson–Schönhammer (GS) theoretical model 

[19, 20], we have estimated the f-occupation number nf and the hybridization energy Δ 

for the both compounds. The nf value is 0.89 for CeRhIn5 and 0.95 for CeIrIn5. Our 
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FP-LAPW calculations as well as the FP-LMTO [21] indicate that Ce is nearly triva-

lent in CeRhIn5 and in CeIrIn5, which is in contradiction to the results obtained from 

the Ce 3d XPS spectra. The hybridization energy Δ is ca. 89 meV for CeRhIn5, while for 

CeIrIn5 Δ is slightly higher (92 meV) which could be explained by the following: the SC 

ground state of CeIrIn5 is equivalent to that of CeRhIn5 under external pressure, which 

usually increases hybridization effect (see also discussion of the resonant df XPS spectra in 

Ref. [22]). 

The spin-polarized calculations make preference for the magnetic ground state in 

both compounds and the magnetic moment is calculated only for Ce (considering for 

simplicity the ferromagnetic order and magnetic moments along the c axis). The elec-

tronic structures of CeRhIn5 and CeIrIn5 are similar (compare Figs. 3 and 4). For 

CeRhIn5 we have also performed antiferromagnetic (AF) calculations, an AF order, 

however, has a very small effect on the magnitude of magnetic moments and the 

shape of DOSs. 

  

 
 

Fig. 3. Total and partial spin up and spin down DOSs for CeRhIn5 calculated by the following methods: 

GGA (a), GGA + SO (b), GGA + SO + U (1.65 eV) (c) and GGA + SO + U (6.8 eV) (d) 

The FP-LAPW calculations beyond the GGA allowed us to investigate the 

strength of the correlation effects of the Ce 4f electrons in CeRhIn5. The GGA + U 

calculations give the best agreement of the calculated magnetic moment to the ex-

perimental value of ca. 0.37μB [23] for the correlation energy U = 1.65 eV. This U-

value is slightly larger than that of ca. 1.5 eV, acquired from FP-LMTO [21]. 
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Fig. 4. Total and partial spin up and spin down DOSs for CeIrIn5  

calculated by: GGA (a) and by GGA + SO + U (1.75 eV) (b) 

In Figure 3, we have shown for comparison the total and partial DOSs for CeRhIn5 

calculated by GGA, GGA + SO and GGA + SO + U method with U = 1.65 eV and  

U = 6.8 eV, respectively (typical value of Ce compounds). The correlation energy in 

the GGA + U calculations causes progressive localization of the 4f states and leads to 

a change of the ground state from itinerant to localized, while the GGA calculations 

suggest the itinerant magnetism. In our opinion the Ce 4f states are on the border be-

tween localization and itinerancy. 

Table 2. Density of states at the Fermi level DOS (EF), calculated (Mc) and experimental (Mexp)  

values of the total magnetic moment on Ce atom in CeRhIn5 and in CeIrIn5 

CeRhIn5 CeIrIn5 

Parameter 
GGA 

GGA 

+ SO 

GGA  

+ SO + U 

(1.65 eV) 

GGA 

+ SO + U 

(6.8 eV) 

GGA 
GGA 

+ SO 

GGA  

+ SO + U 

(1.65 eV) 

GGA 

+ SO + U 

(6.8 eV) 

Mc [μB] – 0.201 0.37 0.444 – 0.195 0.364 0.435 

Mexp [μB] 0.37 [23] – 

DOS [EF] 6.79 7.19 3.33 2.1 6.56 7.26 3.3 2.03 

 

The nature of the ground state of CeMT5, discussed here on the basis of the Do-

niach model [1, 2], depends both on the exchange J(f–s) coupling and the DOS (EF). 

However, the DOS (EF) of the CeMIn5 series are almost the same (Table 2), therefore 

in framework of this model, the magnetic or nonmagnetic behaviour results from the 

strength of J ~ 1/V, where V is a unit cell volume. Increasing the pressure or chemical 

substitution, which both lead to decreasing of the lattice parameters a, could provoke 

the magnetic–nonmagnetic phase transition due to the change of J coupling. Another 

reason of the magnetic/nonmagnetic ground state is a hybridization between Ce 4f and 

M 3d states along c axis, which could delocalize the f states and in consequence form 

the nonmagnetic ground state, too. 
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Table 3. The pf and df hybridization parameter for Ce–In1 (0.5, 0.5, 0), Ce–In2 (0, 0.5, 0.3103(6))  

and Ce–M interactions, calculated by FP-LMTO method and the total fp (Vpf ) and fd (Vdf )  

hybridization energies estimated by Kumar et al. [24] using parameters from the tight binding 

approximation of Harrison, summing the values over all nearest neighbours 

pf and df hybridization parameter×103 [eV2] Hybridization energy [eV] 
Compound 

Ce–In1 Ce–In2 Ce–M Vdf Vpf 

CeCoIn5 6.08 14.36 0.19 0.307 2.066 

CeRhIn5 5.88 15.27 0.58 0.572 2.03 

CeIrIn5 6.16 17.04 0.77 0.627 2.031 

 

Nonmagnetic CeCoIn5 and AF CeRhIn5 are good examples of the situation (i), 

their lattice parameters a are distinctly different (Table 1), whereas the fd hybridiza-

tion strengths are very similar (see Table 3). Moreover, a transition to the SC state 

observed under a pressure of ~1.6 kbar in the magnetic CeRhIn5 [5, 6] could be attrib-

uted to strong lattice contraction (i.e., increasing of J), experimentally observed [24]. 

The second reason (ii) is clearly documented when one compares the properties of 

CeRhIn5 and CeIrIn5; their unit cell volumes are very similar (Table 1), while the fd 

hybridization energies are different. On the base of (ii), we can understand the mag-

netic or nonmagnetic properties of the respective compounds at T = 0. 

Note, that the interatomic hybridization between Ce 4f and In 5p states is domi-

nant in the CeMIn5 series (Table 3), however, this energy is the same in CeRhIn5 and 

in CeIrIn5, therefore it cannot decide about the ground state behaviour. The most im-

portant effect, we believe, is attributed to the fd hybridization strength, nevertheless, 

this energy is about one order in magnitude weaker than the fp interaction. 

4. Conclusions 

The magnetic/nonmagnetic character of the ground state of the CeMIn5 is the re-

sult of the competition between effect of pressure exerted in the direction parallel to 

the basal plane of the unit cell and the hybridization between Ce 4f and the transition 

metal d-states. Both, strong fd hybridization and contraction of the lattice parameter a 

cause delocalization of the 4f states and, in consequence, lead to demagnetization and 

probably to a superconducting ground state. 

We have found, that Ce in CeRhIn5 and CeIrIn5 are nearly trivalent, and the hy-

bridization between the f states and the conduction electrons is stronger in CeIrIn5. 

This suggests that f electrons in the superconducting CeIrIn5 are more delocalized 

than those in AF CeRhIn5, but generally the electronic structure of the both com-

pounds is very similar. When strong correlation effects between the f electrons were 

taken into account by the GGA + U approach (U ≈ 1.65 eV), the calculated total mag-

netic moment on the cerium atom in CeRhIn5 is well compared to that obtained from 

neutron diffraction. The GGA + U calculations show that the 4f electrons both in 
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CeRhIn5 and CeIrIn5 are closed to the border which separates the localized and delo-

calized (itinerant) states. 
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Magnetic interaction in RT
x
X2 ternary compounds 
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* 
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Armii Krajowej 13/15, 42-200 Częstochowa, Poland 

This work is an attempt to systematize the magnetic properties of RT
x
X2 (R – rare earth, T – transi-

tion metal, X – Si, Ge, Sn) compounds crystallizing in the orthorhombic CeNiSi2-type structure. All 

silicides crystallize in the stoichiometric structure RTX2, while germanides and stannides form mainly 

defected RT
x
X2 structures (0 < x < 1). This family of compounds exhibits a complex magnetic behaviour. 

Two factors influencing stability of various magnetic structures are considered with the purpose of find-

ing the magnetic ordering scheme: magnetic interactions of the RKKY type and crystal electric field 

effect. 

Key words: rare earth compounds; magnetic structure; RKKY model; crystal electric field effect 

1. Introduction 

RTxX2-type metallic compounds, where R is a rare-earth element, T is a 3d-

electron element, and X is a p-electron element (X = Si, Ge, Sn) have been intensively 

investigated. The majority of these compounds crystallize in the orthorhombic 

CeNiSi2-type structure [1].  

The research is partially motivated by the possibility of obtaining novel, promising 

magnetic materials. The atoms in these structures: Ce (R), Ni (T), Si1 (X1), and Si2 

(X2) occupy the 4(c) positions – (0, y, 1/4), (0, –y, 3/4), (1/2, 1/2 + y, 1/4), (1/2, 1/2 – y, 

3/4) with different values of the y parameter.  

All silicides crystallize in the stoichiometric structure, while germanides and stan-

nides form mainly defected RTxX2 structures (0 < x ≤1) with vacancies in the transi-

tion metal sublattice [2]. The stability of the crystal structure is determined by the 

radius of the X atoms (Si, Ge, Sn) and the degree in which the 3d band of the T ele-

ment is filled up [3]. 

_________  
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2. Magnetic properties 

Magnetic properties of RTxX2 compounds were studied by means of magnetic sus-
ceptibility and neutron diffraction measurements. All the magnetic data for RTxX2 
compounds can be found in Refs. [4–37]. The measurements indicate that the majority 
of these compounds order antiferromagnetically at low temperatures. Above their 
Néel temperatures, their effective magnetic moments are close to free R3+ ion values 
g(J(J + 1))1/2. Only for compounds with T = Mn, the magnetic moment localized on 
Mn is observed. 

 

Fig. 1. Observed Néel temperatures in some RT
x
X2 

 intermetallics versus the de Gennes function (g – 1)2
J(J + 1) 

Crystal structure of the compounds under investigation has a distinct layer charac-
ter. Rare-earth atoms occupy layers perpendicular to the b-axis and are separated by 
layers of other atoms. In the majority of the compounds, the magnetic moments lo-
cated on the same planes are coupled ferromagnetically, while the coupling between 
moments on adjacent planes is antiferromagnetic. The R3+–R3+ distances are large (in 
TbNiSi2 dR–R = 4.012 Å, in TbNiGe2 dR–R = 4.086 Å, and in TbNiSn2 dR–R = 4.021 Å), 
suggesting that direct magnetic interactions are highly improbable. The stability of the 
observed magnetic ordering schemes may be considered as being due to interactions 
via conduction electrons as described by the RKKY model [38–40]. RKKY interac-
tions are long-range, which should in general lead to modulated magnetic structures. 
In the case of the studied series, one can observe a wide variety of orderings: collinear 
and non-collinear. 

In this mechanism, the ordering temperature TN should be proportional to the 
de Gennes factor [41]: G = (g – 1)2J(J + 1), where g is the Landé factor and J the total 
angular momentum of the considered rare-earth ion, which is highest for Gd-
containing compounds. For the majority of systems, the maximum appears at R = Tb 
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(Fig. 1). The Tc,N shift may result from the crystalline electric field effect (CEF). 
Thus, CEF terms should be added to the exchange Hamiltonian. The rare-earth ions 
are in the 4(c) sites of low mm symmetry. Neither experimental nor calculated data 
concerning CEF parameters for RTX2 are available. 

A comparison of structural and magnetic properties for the stoichiometric 
TbNiGe2 compound and non-stoichiometric TbNixGe2 compounds indicates that the 
lattice parameter b decreases from 16.681 Å to 16.142 Å with decreasing concentra-
tion x of Ni, and the ordering temperature TN also decreases linearly from 42 K to 
16 K. The antiferromagnetic structures are similar, whereas the magnetic moments are 
different. Increasing the number of defects in the Ni sublattice decreases the distances 
between the Tb planes, which should lead to an increase in the Néel temperature, but 
this is not observed. 

According to RKKY theory, the exchange integral J(Rij) between i-th and j-th magnetic 
ions is proportional to the conduction electron density of states at the Fermi surface for one 
spin direction N(EF) and to the oscillating function F(x) of the distance Rij and Fermi vector 
kF: J(Rij) ~N(EF)F(x), where F(x) = (xcosx – sinx)x–4, and x = 2kFRij. The function F(x) 
depends on the Fermi vector, which is connected to the concentration of conduction 
electrons. XPS measurements of intermetallic compounds RNiX [42] have shown that 
the 3d band of Ni is close to the Fermi level. A change in the Ni concentration leads 
to a reduction of the number of states at the Fermi level and influences the strength of 
ordering. 

One can also describe the magnetic ordering in RTX2 compounds by five ex-
change integrals: J1 and J2 within the same (010) plane, which are strongly ferromag-
netic, and J3–J5 describing the coupling between planes (Fig. 2). 

 

Fig. 2. Exchange integrals describing the ordering  

between magnetic ions in the crystal structure of CeNiSi2 

In the G-type antiferromagnetic structure [43], most often observed in RTX2 com-
pounds with the CeNiSi2-type crystal structure, the exchange integral J5 is positive, 
while J3 and J4 are negative. In the A-type antiferromagnetic structure, observed in 
HoNiSi2, J3 is positive while J4 and J5 are negative; in the C–type structure observed 
in CeCu0.86Ge2, J4 is positive while J3 and J5 are negative. 
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In compounds with a complex magnetic structure, where the magnetic cell is either  

commensurate or incommensurate with the crystal structure, the magnetic ordering is 

compatible with one of the above-mentioned models. The appearance of complex 

magnetic structures suggests that long-range magnetic ordering, probably realized by 

conduction electrons, plays a dominant role in forming the magnetic ordering. 

Ferromagnetic ordering is observed in the compounds with Pr and Nd. The major-

ity of compounds with Si and Ge order antiferromagnetically, and the magnetic struc-

ture is of the G (+ – + –) type but compounds with Sn are antiferromagnetics of the A 

(+ – – +) or C (+ + – –) type. 

The ordering described by the J3 exchange integral is realized through the layer 

with T and X elements, and J4 is realized through p-electron atoms, but J5 is described 

by long-range ordering probably realized by conduction electrons. J5 is negative for 

compounds with Sn (A, C structure types), while for compounds with Si and Ge it is 

positive. The unit cell volume for Sn compounds is larger than for Si, Ge compounds 

and suggests the differences in interatomic distances. According to RKKY theory, the 

exchange integral oscillates with the distance Rij and Fermi vector kF, a change in the 

sign of the integral is therefore possible. 

Another feature, which mainly determines the magnetic properties of rare-earth 

compounds, is the interaction of 4f electrons with the electric charges of the surround-

ing ions [44], as described by the Hamiltonian:  

( )
'

0

n n

m m

CF n n

n m n

H B O J

+

= =−

=∑ ∑  

where m

n
B  are the crystal field parameters and ( )m

n
O J  represent polynomials of the 

the angular momentum operators Jz, J
2
, J+, and J–. Crystal electric field effects are 

responsible for the observed decrease of the rare-earth magnetic moments as com-

pared to the free ion values gJ.  

The rare-earth site in RTX2 compounds has the point symmetry mm. In such a 

symmetry, the CEF Hamiltonian can be written as: 

0 0 2 2 0 0 2 2 4 4 0 0 2 2 4 4

2 2 2 2 4 4 4 4 4 4 6 6 6 6 6 6CF
H B O B O B O B O B O B O B O B O= + + + + + + +  

The m

n
B  parameters were determined for RTX2 compounds using the so-called 

point-charge model [45]. Computations were performed for the nearest neighbours. 

The results of calculations are shown in the table (the sixth-order parameters were 

omitted, because they are very small). 

The results of calculations suggest that the fact that the preferred alignment of the 

magnetic moment is in the (010) plane, as well as 0

2
B , 2

2
B , and 0

4
B , play an important 

role in the CEF Hamiltonian. 

In most of the studied compounds with the CeNiSi2-type crystal structure, the ori-

entation of magnetic moments agrees with the positive sign of the 0

2
B  parameter 
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(along the c-axis) but for the compounds with Er, a negative sign of the parameter 0

2
B  

suggests that the b-axis is the preferred direction, but this is not obeyed. 

Table 1. Crystal electric field parameters for RNiSi2 compounds 

calculated using the so-called point-charge model. 

R 
0

2
B [meV] 2

2
B [meV] 0

4
B [meV] 2

4
B [meV] 4

4
B [meV] 

Ce 2.741 9.445 6.979 –0.229 –0.257 

Pr 0.907 3.126 –0.656 0.022 0.024 

Nd 0.256 0.882 –0.222 0.007 0.008 

Tb 0.307 1.058 0.055 –0.002 –0.002 

Dy 0.184 0.634 –0.025 0.001 0.001 

Ho 0.061 0.209 –0.012 0.0004 0.0004 

Er –0.067 –0.231 0.014 –0.0005 –0.0005 

3. Conclusions 

The discussed compounds crystallize in an orthorhombic crystal structure of the 
CeNiSi2 type. They exhibit complex magnetic behaviour. It is well established that in 
these compounds (except those with T = Mn) the magnetic moment is localized only 
on rare-earth atoms. Their magnetism arises from the interaction of the magnetic mo-
ments localized on rare-earth ions. 

Large interatomic R–R distances (about 4 Å) suggest that the stability of the ob-
served magnetic ordering scheme is due to interactions via conduction electrons 
(RKKY model). 

The Néel and Curie temperatures determined for the presented families only in 
part follow the de Gennes scaling. This effect suggests that the main interaction lead-
ing to magnetic ordering in these systems is not purely of the RKKY-type but is modi-
fied by the crystalline electric field effect which can significantly influence the Néel 
temperature. CEF effects are also responsible for the observed decrease in rare-earth 
magnetic moments as compared to free ion values. 

The conclusion may thus be drawn that the CEF plays a significant role in stabiliz-
ing magnetic ordering schemes, so that determining the CEF parameters is of great 
importance in understanding the nature of the magnetic properties of intermetallic 
compounds. 

The magnetic structures of the investigated stannides are different than those re-
ported for isostructural stoichiometric RTX2 silicides and germanides, which have 
simple antiferromagnetic structures with a magnetic unit cell being the same as the 
crystallographic one. The sequence of magnetic moments corresponds to the G-mode 
(+ – + –). In the silicides and germanides, the magnetic moments are aligned along the 
c-axis. In the stannides investigated in this work, the rare-earth magnetic moments 
form an angle with the c-axis. These results indicate that changing the X element (p-
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electron element) from Si, Ge to Sn influences magnetic interactions and leads to 

a change in the direction of the magnetic moments. 
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Study of the valence state of U ions in quasi-two 

-dimensional ternary uranium compounds 
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Polish Academy of Sciences, P.O. Box 1410, 50-950 Wrocław 2, Poland 

The valence states and thermoelectric properties of two Ru-based uranium ternaries, namely U2Ru2Sn 
and U2RuGa8, have been studied. Intermediate-valence behaviour manifests itself in broad peaks in the 
susceptibility, largely negative values of the paramagnetic Curie temperature, and in the occurrence of 
maxima in the thermoelectric power. At the same time, specific heat data show no transition at low tem-
peratures for both studied compounds. Experimental results are fitted to equations given in the literature 
relevant to valence fluctuating states. The studied compounds are unique examples of such a state, found 
for the first time among the huge family of uranium compounds known to be magnetically ordered at low 
temperatures. 

Key words: mixed valence; magnetic susceptibility; thermoelectric power; actinide intermetallic com-

pounds 

1. Introduction 

A fairly large number of Ce, Eu (Sm), and Yb intermetallics have been known for 

many years to exhibit an intermediate valence (IV) state. Such a state, however, has not 

been reported up to now for uranium-based intermetallic compounds despite intensive 

studies of their magnetism and electronic structures for over 50 years. The first example, 

published recently, turned out to be tetragonal U2Ru2Sn, crystallizing in the tetragonal 

U3Si2 type. Its susceptibility was found to exhibit a maximum at about Tmax ≈ 170 K and 

electrical resistivity (ρ) revealed the formation of a hybridisation gap (or so called 

pseudo-gap) at the Fermi level (EF) [1–4]. At higher temperatures, the dρ/dT deriva-

tive becomes negative as for Kondo-like behaviour. These features, among others, 

classify this compound as a Kondo semiconductor with a narrow gap. U2Ru2Sn is so 

far the only representative of this class in the actinide family. Recent inelastic neutron 

_________  
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scattering measurements have shown that the observed magnetic response is nearly q-

independent, indicating that single-ion type interactions are responsible for the spin 

gap formation in U2Ru2Sn, confirming the presence of a spin gap of the order of  

60–70 meV in the electronic structure of this compound [5]. 

The layered compound UCoGa5 was considered a second candidate exhibiting the 

IV state among uranium-based ternary intermetallics. The compound crystallizes in 

a tetragonal HoCoGa5 type structure. The susceptibility of this compound, however, 

exhibits a maximum at the temperature as high as 650 K [6]. 

Very recently, we have discovered [7] a third candidate, namely U2RuGa8, which 

joins the still very short list of uranium(IV) compounds. U2RuGa8 has also a layered 

tetragonal structure of the Ho2CoGa8 type with the stacking sequence of two layers of 

UGa3 and one layer of RuGa2. It is interesting to note that in both types of tetragonal 

crystal structures, i.e. U3Si2 and Ho2CoGa8, the closest U–U distances along the a and 

c axes are almost the same, although their values in each compound are different, i.e. 

0.35 and 0.42 nm, respectively. Nevertheless, the magnetic behaviours of both com-

pounds are very similar. 

2. Experiment 

The tin compound U2Ru2Sn and gallides UCoGa5 and U2RuGa8 were grown as 

single crystals by the Czochralski method [2] and so-called self-flux method [7], re-

spectively. Their susceptibility was measured by means of SQUID along two main 

directions of the tetragonal unit cell, i.e. parallel and perpendicular to the c axis. Ther-

moelectric power (4.2–300 K) was measured with a steady-state method, also in the 

two crystallographic directions. 

3. Experimental results and fitting procedures 

The temperature dependences of magnetic susceptibility measured for U2Ru2Sn 

and U2RuGa8 along the two main crystallographic axes a and c are shown in Fig.1. 

The susceptibility is distinctly anisotropic in both directions and in each case goes 

through broad maxima at temperatures around 170 and 190 K (U2Ru2Sn), and 200 and 

220 K (U2RuGa8). The upturns in the χ(T) curves visible at low temperatures are 

caused by impurities. The susceptibilities measured in these two directions can be 

fairly well fitted by the interconfiguration fluctuation (ICF) model of Sales and 

Wohlleben [8] in which a valence fluctuation system is characterized by two energy 

parameters: Eex, the interconfigurational excitation energy, and by *

,B sfk T  where kB is the 

Boltzmann constant and *

sfT  is the so-called valence fluctuation temperature. This model 

results in *

sfT = 180 K and 500 K for U2Ru2Sn, and 320 K and 460 K for U2RuGa8 in 

the two crystallographic directions mentioned above. The energy difference between 



Valence state of U ions in quasi-two-dimensional ternary uranium compounds 

 

587 

the corresponding two closest fluctuating states, namely the hybridised 5f2 (6d1) and 

5f3 states (i.e. related to U4+ and U3+, respectively), ΔEex/kB, is for these two directions 

less or over 1000 K. In Figure 1, the solid lines are a least squares fit to the expres-

sions given in Ref. [8]. The most important finding characterizing the mixed-valence 

behaviour is that the susceptibility measured along both directions follows the Curie–

Weiss law at temperatures above ~500 K, with the effective magnetic moments of 

uranium being close to the free ion values for U4+ (5f2) and U3+ (5f3). 

 

Fig. 1. The Sales–Wohlleben model of intermediate configuration fluctuation (ICF)  

applied to fitting the experimental temperature dependences of the susceptibilities of  

U2Ru2Sn (a) and U2RuGa8 (b), measured parallel and perpendicular to the c axis.  

The obtained energy parameters E
ex

 and *

B sfk T are given in the figure 

Lawrence et al. [9] have shown that only a single function of a scaled variable 

T/ *

sfT is needed to describe the susceptibility for a broad temperature range, i.e. the 
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squared effective moment 2

eff
μ  ≡ Tχ(T)/C, where C is the Curie constant of U3+, 

which satisfies the 
eff

( ) ( / )
s

T f T Tμ
2

=  function shown in Fig. 2. *

sfT is defined as the 

temperature at which the squared effective moment 
eff

μ
2 reaches half of the free ion 

value (μ2( *

sfT ) = 1/2). Thus, it is possible to scale the mixed-valence behaviour of 

many rare earth compounds on one curve (see, for example, Ref. [10]), including the 

studied properties of the two uranium representatives along the two main axes of the 

tetragonal unit cell. 

 

Fig. 2. The scaling scenario in a semi-logarithmic plot for MV rare earths 

 and for the uranium compounds studied in this work 

The temperature dependences of electrical resistivity for the current j flowing par-

allel to the a and c axes are displayed in Refs. [2, 3] and [7] for single crystalline sam-

ples of U2Ru2Sn and U2RuGa8, respectively. Their behaviour confirms once again the 

mixed valence state of the uranium ions in these compounds. If for the former com-

pound gap formation in the electronic structure is reflected by a low temperature rise 

in resistivity [2, 3], then for the latter compound a Fermi liquid state at low tempera-

tures is reminiscent to that of many well-known mixed valence lanthanide systems. 

The temperature dependences of thermopower S for both considered compounds 

with temperature gradients ∇T, applied along the a and c axes, have also been studied. 

For U2Ru2Sn, the S(T) curves go through two maxima for both main axes: negative 

ones at about 20 K and positive ones at high temperatures, where they have different 

shapes, however, depending on the measured direction. It appears that a fairly sharp 

maximum occurs at 75 K for the ∇T parallel to c axis (∇T||c), and a very broad one 

with a maximum at 150 K for the ∇T parallel to a axis (∇T||a). All these data could be 
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fairly well fitted by means of the two-band model [11]. On this basis, energy parame-

ters such as the difference between the electronic levels (Ef –EF) and the width of the 

5f electron bands Δ, could be determined. In turn, for U2RuGa8, S(T) curves measured 

along the a and c axes at first increase with increasing temperature. The curve for 

∇T||a then goes through a broad maximum at 170 K and the curve for ∇T||c saturates 

at room temperature. The high temperature variation of S(T), taken as T/S vs. T2 

straight lines for both compounds and for both crystallographic directions, has in turn 

been fitted by the one band model [12], which has been well-applied in the past to 

intermediate valence cases of many lanthanide compounds. All these features enabled 

determination of the energy parameters, which again gives some support for the idea 

of mixed-valence properties occurring in uranium compounds, until now a phenome-

non unknown in this class of materials. 

4. Conclusions 

Simple intermediate models allowed description of the temperature dependences 

of magnetic susceptibility and thermoelectric power. Thus, these have provided suffi-

cient proof that both studied ternary compounds can be considered as the first mixed-

valence representatives of the family of intermetallic uranium compounds. 
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PbTe constrictions for spin filtering 
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The present article is a review of our experimental work performed on PbTe nanostructures. The 

uniqueness of lead telluride lies in a combination of excellent semiconducting properties, such as high 

electron mobility and tuneable carrier concentration, and parelectric behaviour leading to a huge dielec-

tric constant at low temperatures. For nanostructured constrictions of PbTe, we have observed 1-dimen- 

sional quantization of electron motion at much more impure conditions than in any other system studied 

so far. This is possibly due to the dielectric screening of Coulomb potential fluctuations produced by 

various defects usually existing in the solid-state environment. In an external magnetic field, this quanti-

zation exhibits a very pronounced spin splitting, already discernible at several kilogauss. This indicates 

that PbTe nanostructures are very promising as local spin-filtering devices. 

Key words: PbTe; nanostructures; quantum ballistic transport; spin filter 

1. Introduction 

Recent progress in semiconductor technology allowed the reduction of sample di-

mensions both below the electron mean free path le and Fermi wavelength λF. This is 

the so-called quantum ballistic regime, where electronic quantum states can be tuned 

at will. Currently, these studies attract much attention, because quantum ballistic de-

vices are regarded as the basis of future applications of sensing, information process-

ing, and quantum computation [1]. One-dimensional (1D) conductance quantization in 

narrow constrictions is a canonical example of these effects [2]. A necessary condi-

tion for its observation is the reduction of random potential fluctuations arising from 

charged defects that exist in the device surroundings [3]. In most constrictions studied 

so far, such as those patterned from two-dimensional electron gas (2DEG) adjacent to 

a AlGaAs/GaAs hererostructure, spatial separation of charged donors from mobile 

carriers has been achieved by modulation doping. Remote charges, however, still pro-

duce small potential fluctuations in the 2DEG plane. They cause low-angle scattering 

_________  
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of electron waves, precluding 1D quantization in devices larger than 0.5 μm [4, 5]. 

Since then, the future development of quantum ballistic devices relies heavily on the 

further minimization of the influence of background defect potentials. This is con-

tinuously realized by improving material purity and refined fabrication procedures. 

In the present work, we propose an entirely new way of reducing long-range Cou-

lomb potentials in quantum ballistic devices, namely by using a background material 

with a huge dielectric constant. We have examined such a possibility experimentally, 

developing fabrication methods and performing transport measurements in nanostruc-

tures of PbTe. This paper is an update for two previously published works [6, 7]. In 

the following sections, we review the basic properties of PbTe, nanostructure fabrica-

tion methods, experimental results of conductance quantization, and finally the appli-

cation of PbTe constrictions as spin-filters. 

2. Basic properties of PbTe 

PbTe is a narrow gap semiconductor crystallizing in the rock-salt structure [8]. It 

has an inversion symmetry and the conduction band is formed of four ellipsoids of 

revolution with energy minima at the L points of the Brillouin zone. Since this mate-

rial is at the borderline of the ferroelectric phase transition due to a cubic-

rhombohedral distortion, it is characterized by strong parelectric behaviour [9]. The 

static electric permittivity ε increases with increasing temperature and reaches the 

value as high as 1350 at 4.2 K. It has already been noted more than 30 years ago [10] 

that in bulk PbTe electron mobilities exceed 106 cm2/(V·s) at low temperatures. In-

deed, this observation was interpreted in terms of the suppression of the Coulomb 

potentials of ionised defects by dielectric screening. For the purpose of nanofabrica-

tion, however, material in form of thin layers or quantum wells (QW) is necessary. 

Unfortunately, in such cases various misfits usually reduce carrier mobility by about 

one order of magnitude. Worse still, the best available QWs of PbTe are grown on 

barium fluoride, BaF2, and this material combination is characterized by a large ther-

mal misfit arising at cryogenic temperatures. This causes a tensile strain of about 

0.0016, giving rise to dislocations [7, 11]. Obviously, in any usual semiconductor such 

prerequisites would preclude any possibility of observing quantum ballistic effects. 

Nevertheless, as we will show below, they are still possible in the case of PbTe. 

3. Preparation of PbTe nanostructures 

As the initial material we have used 50 nm thick PbTe n-type quantum wells (QW) 

placed between 100 nm Bi-doped Pb1–xEuxTe barriers (x = 0.08). They were grown by 

MBE on a (111)-oriented BaF2 substrate through a 2.5 μm thick buffer layer of  

Pb1–xEuxTe, with the same x. Typical values of electron concentration and Hall mobil-
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ity in the QW are 4×1012 cm–2 and 0.9×105 cm2/(V·s), respectively. Because of rela-

tively large thickness, there are up to 7 partially occupied electric subbands in the 

unperturbed QW, so it can be regarded as 3-dimensional. We have estimated that le at 

helium temperatures is about 2 μm. This value was also confirmed by observations of 

magneto-size effects on Hall bridges of various widths [7]. It should be noted that the 

fourfold valley degeneracy in PbTe QWs is lifted due to quantum confinement. The 

conduction band minimum is formed by a single valley with its long axis parallel to 

the growth direction, whereas three obliquely oriented valleys are shifted upward with 

respect to it [12]. This fact significantly simplifies the complex band structure of the 

material, since for sufficiently low carrier concentrations only one valley contributes 

to the conductance. 

 

Fig. 1. Scanning electron microscopy profile of a 1 μm wide constriction  

made of PbTe/PbEuTe. Inset: schematic view of the device cross-section,  

illustrating the gate in contact with the interfacial p-type layer 

To fabricate narrow constrictions (Fig. 1), we have employed single-level elec-

tron-beam lithography followed by wet chemical etching. The trenches defining the 

nanostructures were about 0.7 μm deep. Since they do not reach BaF2, the thermal 

stress is quite uniform and does not impair the device quality too much, even after 

multiple coolings down to helium temperatures [7]. To make the gate electrode neces-

sary for tuning the device, we employ a p-n junction between the n-type PbTe QW 

and p-type interface layer existing at the BaF2 substrate [13]. In such an arrangement, 

the gate electrode extends under the entire structure, including the macroscopic con-

tact pads. When the negative gate voltage Vg is applied, however, the narrow constric-

tions are depleted first due to the large contribution of edge effects to the constriction 
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capacitance [14]. Due to a huge dielectric constant, the values of Vg necessary for 

fully depleting the constriction are quite small, of the order of a hundred millivolts. 

Electric contacts to the p-type gate have been made using gold chloride brown liquid. 

For the n-type QW, pure indium spots are soldered (Fig. 1 inset). At helium tempera-

ture, the gate resistance reaches the values above 109 Ω for near-zero bias and for 

larger biases it exhibits diode type I-V characteristics. 

4. Conductance quantization in PbTe nanostructures 

When a negative Vg was applied to the constriction, the conductance was gradually re-

duced, showing a sequence of steps as represented in Fig. 2. The presence of steps indi-

cates the 1D quantization of the electron gas in the channel, squeezed by the electric field 

applied to the gate. Interestingly, we are able to resolve only steps (G = i (2e
2/h)) corre-

sponding to i = 1, 3, 6, ..., for other intermediate values of i the steps are absent. This 

 

 

Fig. 2. Zero field conductance quantization in one of the PbTe quantum point contacts.  

Multiple traces were taken during long-time subsequent sweeps of Vg.  

The quantised values at the steps are slightly reduced due 

to the contribution of serial resistance from contact regions 

demonstrates the presence of an additional orbital degeneracy of the 1D subbands. 

Such degeneracy stems from the oval shape of the constriction cross-section, whose 

two transverse directions contribute equally to the quantum confinement [15]. This is 

a consequence of the large thickness of the initial QW. The multiple curves presented 

in Fig. 2 were obtained by many slow sweeps of Vg performed during a period of 12 

hours. The positions of the conductance steps are always the same despite some 

changes visible in the intermediate regions. They probably reflect the temporal evolu-



PbTe constrictions for spin filtering 

 

595 

tion of the potential near the constriction, however the quantization remains almost 

unaltered. This is a result of smoothing out the potential relief due to the huge ε and 

its constant value over the whole constriction volume. Any changes in the potential 

caused by some defect redistribution or their re-charging simply add to Vg and do not 

affect the electron transmission through the constriction. 

It should also be reminded that the concentration of background defects in PbTe is 

not smaller than 1017 cm–3 due to material non-stoichiometry [16]. Therefore, for 

a constriction diameter equal to the initial QW width, i.e. 50 nm, one still expects 

about 100 defects inside the conducting channel. For comparison, in AlGaAs/GaAs 

constrictions even a single defect would destroy the conductance quantization [3]. In 

contrast to this, in a PbTe device the transmission coefficient for step i = 1 (Fig. 2) 

exceeds 90%. This is also the effect of the huge ε, which converts the defects within 

the channel into short-range centres. According to recent theoretical predictions [17], 

in such a case the quantization will not be destroyed. 

5. Spin-splitting in PbTe nanostructures 

There has been a great deal of interest in the concept of spintronics, according to 

which the control and manipulation of electron spins in solids provides the basis for 

novel quantum technology. As a first step towards the practical realization of such 

ideas, the efficient generation of spin-polarized currents, preferably by electrical 

means and at a small spatial scales, should be mastered [18]. It is well known that 

narrow constrictions in a magnetic field act as spin dependent barriers for electrons 

and can be used for constructing local spin filters [6, 19]. In standard semiconductors 

such as GaAs, however, the electronic Landé factor is rather small and, thus, a high 

magnetic field must be employed to operate the device. One possible solution circum-

venting this problem is to exploit materials with a large g-factor. This is the case of 

narrow-gap semiconductors, in which Zeeman splitting can compete with the separa-

tion between 1D energy levels. PbTe constrictions seem to be an ideal candidate for 

this purpose. 

The effect of the magnetic field B on the conductance quantization is illustrated in 

Fig. 3. Here, we show the conductance quantization for a device of “quantum dot” 

geometry (see inset). In fact, this can be regarded as two quantum point contacts con-

nected in series [20]. For such a system, the resistances are not additive and we ob-

serve conductance quantization as for a single constriction. The visible reduction in 

step height may be explained by some backscattering from the boundaries in the cen-

tral “dot” region. In a perpendicular magnetic field, already well below 1 T the half 

integer step, i=1/2, is resolved, indicating the development of spin splitting in the 1D 

subbands. Surprisingly, however, the plateau i = 1 disappears at the same field range. 

Instead, a step with i = 3/2 becomes resolved. In order to visualize the energy spec-

trum, we present in Fig. 4 a contour plot of the transconductance dG/dVg as a function 

of Vg and B. The black shadow stripes indicate the occupation thresholds of the sub-
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sequent 1D subbands. One can see that the disappearance of the step at i = 1 is the 

result of a crossing between two spin sublevels, which belong to two different 1D  

 

 

Fig. 3. Evolution of conductance quantization induced by a magnetic field in two serially 

connected PbTe quantum point contacts. The magnetic field varies from 0 to 5 T  

with 0.25 T increments. The curves were shifted horizontally to prevent overlap.  

Inset: atomic-force microscopy image of the device 

 

Fig. 4. Shadow contour plot of transconductance dG/dVg for the data presented in Fig. 3,  

as a function of gate voltage and the perpendicular magnetic field. Dark stripes represent thresholds 

of subsequently occupied 1D subbands, and arrows indicate their number and spin polarization 
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subbands: the “spin up” sublevel of the ground subband and the “spin down” sublevel 

of the first excited subband. The crossing takes place slightly above B = 1 T, indicat-

ing that already at this field Zeeman splitting is equal to the energy separation be-

tween the lowest 1D subbands. 

For larger fields, the step at i = 1 appears again, but corresponds to the occupation of 

two 1D subbands with the same ‘spin down’ orientation. Furthermore, at about 2.5 T the 

ground “spin up” subband crosses the second excited “spin down” subband, and the 

spin polarized current is carried by three 1D subbands. In this way, we have a unique 

situation where the totally spin polarized current is carried by many 1D subbands. 

6. Conclusions 

We have fabricated nanostructures of PbTe and demonstrated the effect of conduc-

tance quantization. It is possible, even though our system contained background 

charged defects up to a level as high as 1017 cm–3 and a significant amount of strain-

induced dislocations. The origin of such an unusual situation is the huge static dielec-

tric constant suppressing the Coulomb potentials of the defects. Our observations 

prove that PbTe should be considered as a serious candidate for fabricating future 

quantum devices. In our opinion, this may be an interesting alternative for the most 

explored system of AlGaAs/GaAs. An additional advantage of PbTe is a large  

g
*-factor and spin-filtering capability. Since spin splitting in moderately strong mag-

netic fields is larger than the 1D level quantization energy, we can obtain a totally 

spin polarized 1D gas with several partially occupied subbands. Finally, it has to be 

stressed that since the initial substrate layers used in this work were not optimised (for 

example, the initial mobility was much lower than the records of bulk PbTe), there is 

still much room for improving the devices. 
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The influence of Co addition on the microstructure and hyperfine parameters of (Fe1–xCo
x
)73.5Cu1Nb3Si13.5B9 

alloys was studied by the 57Fe Mössbauer spectrometry. In amorphous ribbons fabricated by melt-
spinning technique, the mean hyperfine field and isomer shift changed systematically with cobalt content. 
In annealed, nanocrystalline samples, the DO3-type structure of Fe(Co)-Si grains evolves into a bcc 
(Fe,Co)Si substitutional solid solution when increasing x. Simultaneously, the amorphous matrix is de-
pleted in iron and cobalt. The observed increase in the mean hyperfine field is attributed to the enrich-
ment of nanocrystallites in magnetic elements as well as the segregation of iron. 

Key words: nanocrystalline alloys; Co-doped FINEMET; Mössbauer spectroscopy; hyperfine interactions 

1. Introduction 

Two-phase Fe-Cu-Nb-Si-B alloys, known as FINEMET [1], exhibit excellent soft 

magnetic properties attributed to the presence of Fe-Si nanocrystallites, magnetically 

coupled via the amorphous matrix [2]. The addition of other metals (e.g., Cr, Al, Co) 

modifies the magnetic properties of these materials [3–7]. The aim of this work is to 

analyse the influence of Co admixtures on FINEMET microstructure and hyperfine 

parameters, investigated with the transmission Mössbauer spectrometry based on 57Fe. 

Systematic alterations of the composition are particularly important in considering the 

complex evolution of magnetic characteristics. 

2. Experimental 

Samples of thin amorphous ribbons with compositions (Fe1–xCox)73.5Cu1Nb3Si13.5B9 (x = 0, 

0.1, 0.2, 0.3, 0.4, 0.5, 0.7, 0.9) were prepared by the melt-spinning technique. Nanocrys-

_________  
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talline specimens were obtained after heat treatment in a vacuum furnace at 570 °C 

for 1 hour. Room temperature 57Fe Mössbauer measurements were performed using a 

transmission spectrometer with a 57Co(Rh) source of gamma radiation. The drive sys-

tem was working in a constant acceleration mode and the velocity scale was divided 

into 256 channels. 

3. Results and discussion 

Mössbauer spectra of the as-quenched alloys were fitted using a histogram-like 

hyperfine field (HF) distribution, linearly correlated with the isomer shift (IS) distri-

bution. Several local peaks or bulges can be distinguished in the hyperfine field dis-

tribution (at about 10 T, 20 T, and 24 T), reflecting the preferential environments of 

iron atoms. As a general tendency, increasing mean values of HF with Co increasing 

concentration are observed in the range x ≤ 0.5, although for higher Co contents the 

average HF slowly decreases. Simultaneously, a monotonic growth of the mean iso-

mer shift is noticed (Table 1), indicating a decreasing charge density on iron nuclei. 

Table 1. Mean value of hyperfine field and isomer shift (with respect to α-Fe foil)  

for the as-quenched, amorphous (Fe1–xCo
x
)73.5Cu1Nb3Si13.5B9 samples as function of cobalt content 

x(Co) 0 0.1 0.2 0.3 0.4 0.5 0.7 0.9 

<B> [T] 21.29 21.85 21.85 22.26 22.33 22.79 22.56 22.42 

<IS> [mm/s] 0.103 0.114 0.117 0.123 0.139 0.146 0.153 0.156 
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Fig. 1. Mössbauer spectra for annealed, nanocrystalline  

(Fe1–xCo
x
)73.5Cu1Nb3Si13.5B9 samples with a) x = 0.3 and b) x = 0.7 

The spectra with complex shapes, collected for nanocrystalline samples (Fig. 1), 

were fitted with a set of several (up to six) sharp Zeeman sextets attributed to the 
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nanocrystalline phase, and with a broad HF distribution originating from the amor-

phous matrix. The relative intensities of the sextets and their hyperfine parameters 

give information about the structure of the grains. The compositional evolution of the 

above-mentioned values (Fig. 2) points to a significant contribution of Co atoms to 

the crystalline phase. Additionally, a new component with the highest hyperfine field 

(above 33 T) appears in the spectra for x ≥ 0.2, attributed to iron atoms that have 

a few Co atoms as near neighbours. For x ≤ 0.3, we observed a significant intensity of 

the A4 sextet (with the lowest HF value being about 19.3 T), characteristic of the DO3 

structure (Fig. 2a). It is known that in pure FINEMET the crystallites comprise a DO3 

-type Fe-Si alloy. Assuming that cobalt atoms substitute iron in the crystalline lattice, 

we can evaluate the silicon percentage inside grains, which is equal to about 16–20%. 

For higher Co contents, the A4 sextet decreases and eventually disappears. Collater-

ally, sextets with hyperfine fields above 30 T grow up to 90% of the discrete compo-

nent. Such proportions between the intensities of individual sextets can give evidence 

of a bcc (Fe,Co)Si substitutional solid solution with about 5% of silicon. 
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Fig. 2. Relative intensities of the sextets (a) and their hyperfine fields (b) for nanocrystallites 

in annealed (Fe1–xCo
x
)73.5Cu1Nb3Si13.5B9 samples as a function of cobalt content x 

The relative content of iron atoms belonging to the crystalline phase, p, has been 

derived from the relation between the intensities of the discrete and continuous com-

ponents. It decreases from 72% for x = 0 to 51% for x = 0.3, and then increases up to 

86%. In the range x > 0.7, p has a nearly constant value. Taking into account the simi-

lar heat treatment of all samples, these results point to some differences in the crystal-

lization procedure in the ranges 0 < x < 0.3 and 0.4 < x < 1. The real volumetric frac-

tion of the crystalline phase has been evaluated, considering that the concentrations of 

iron atoms in nanocrystallites and in the amorphous matrix are different due to the 

different contents of metalloids. For simplicity, we assume similar proportions be-

tween iron and cobalt concentrations in the nanocrystalline and amorphous phase. 

Evaluations (based on the method described, e.g., in [8]) show that the volumetric 

fraction of nanocrystallites does not differ significantly for minimal and maximal Co 

a) b) 
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contents, being however clearly lower for intermediate values of x (Fig. 3a). The per-

centage of iron inside the amorphous matrix diminishes considerably with increasing 

x. Therefore, the distribution of iron atoms becomes more inhomogeneous. 
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Fig. 3. The volumetric fraction of the nanocrystalline phase (a) and mean hyperfine field (b) 

in annealed (Fe1–xCo
x
)73.5Cu1Nb3Si13.5B9 samples as a function of cobalt content x 

The mean hyperfine field in general increases with Co concentration, except for 

the highest Co contents (Fig. 3b). The effect is caused by an increasing hyperfine field 

in crystallites, owing to larger (Fe + Co) concentration. This is accompanied by 

a depletion of iron in the amorphous matrix, resulting in a distinct drop of its mean 

hyperfine field, observed for x > 0.4. Simultaneous segregation of iron atoms inside 

grains causes the observed mean values of the magnetic hyperfine field not to reflect 

areas without iron or with very small iron concentration. Thus, the mean hyperfine 

field calculated for a whole sample is overestimated. This is probably the main reason 

that the compositional evolution of the mean hyperfine field is not well correlated 

with changes in magnetization (derived from magnetic measurements). 

4. Conclusions 

A non-monotonic dependence of the mean hyperfine field of as-quenched alloys 

on cobalt concentration was detected. In the case of annealed ribbons, the structural 

evolution of the crystalline phase was found accompanied with the substitution of iron 

by cobalt. Moreover, a growing chemical inhomogeneity was observed, manifesting 

itself by a depletion of iron in the amorphous matrix and, consequently, the alteration 

of the hyperfine parameters. 
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Conductivities and transmission coefficients 

of ultra-thin disordered metallic films 
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al. Mickiewicza 30, 30-059 Cracow, Poland 

The diffusive motion of quasi-two-dimensional electron gas through an ultra-thin system of disor-

dered potentials is considered. In such a system, the Fermi sphere splits into a set of independent sheets 

due to a small thickness of the system. Each sheet can be seen as an electron subband. Electron transport 

goes through these subbands independently. The sum of electrical conductivities over the subbands de-

termines the total current, which is calculated for ultra-thin films of cesium. We also present the relation 

between our approach and the Landauer formalism based on the notion of the transmission coefficient.  

Key words: electron transport; disorder; relaxation time; thin film; transmission coefficient 

1. Introduction 

Low-dimensional systems are artificial structures very interesting for fundamental 

research, and on the other hand their potential applications in nanoscale technology 

bring about the rapid development of experimental techniques strongly supported by 

theoretical methods of analysing their electronic properties. One of the simplest ex-

amples of such a system is a thin film. In these structures, the motion of electrons is 

confined to a thin layer of metal or semiconductor. Motion perpendicular to the layer 

surface is frozen and the electrons compose a quasi-two-dimensional gas [1]. Size 

effects in the conductivity of ultra-thin films have been discussed by Fedorov et al. 

[2]. They considered crystalline films of Cu, composed of 1 to 32 monolayers.  They 

took into account surface and impurity scattering, and assumed a random δ-type impu-

rity potential. 

In our paper, we calculate the conductance of a totally disordered thin metallic 

film. We consider the scattering from all ionic potentials using the diffraction model 

for quasi-two-dimensional systems [3]. We neglect surface scattering, because we 

_________  
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assume a planar motion of charge carriers. Moreover, we assume a realistic, Cou-

lomb-screened potential, located at positions given by the structure factor. Our results 

are very close to those of Fedorov et al. [2]. 

2. Theoretical approaches to transport 

As is well established, a proper quantum mechanical description of electron trans-

port in disordered systems is based on the linearised von Neumann equation for the 

density matrix. In the lowest order of perturbation theory, the diagonal elements of the 

density matrix satisfy a Boltzmann-type equation [4]. This derivation is given for the 

case of randomly located potentials in metal. Additionally, it is assumed that atomic 

potentials have no internal structures, therefore electrons scatter from them elastically. 

The interaction between electrons and potentials is given by the collision integral 

I [ f ], which can be modelled by the relaxation time approximation [5] 

 [ ]
( ) ( )
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tr

f k f k
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= −  (1) 

where f(k) is a distribution function corresponding to small deviations from equilib-

rium as described by the Fermi–Dirac distribution function f0(k), and 1

tr
τ
−  is the in-

verse transport relaxation time. 

Here we use the diffraction model proposed in our previous paper [3], where we 

put forward a scheme for calculating the inverse transport relaxation time in thin 

films. In this model, real atomic potentials are replaced by equivalent pseudo-

potentials that should give the same effect. In the considered case, the disorder in a 

thin film is characterized by a two-dimensional structure factor, S(q), approximated by 

a parabola.  Finally, the inverse transport relaxation time is given by the formula 
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where α is the prefactor of the parabola, u0 is the strength of the pseudopotential, L
z
 is 

the width of the layer in the z-direction, the number m = 1, 2, ... is a subband index, 

and the remaining symbols have their usual meaning. 

The formula given by Eq. (2) depends on the quantum number m. This can be 

simply explained, namely the finite thickness of the layer causes the Fermi sphere 
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split into a set of independent sheets. The electronic transport properties of each sheet 

are characterized by individual inverse transport relaxation times, 1
,

tr
m

τ
−⎡ ⎤⎣ ⎦  and the 

number of electrons per unit area, nm. The knowledge of these quantities allows us to 

calculate the inverse of resistivity or conductivity, which is given by the following 

formula [5]: 
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As is well known, the Drude formula for the conductivity given by Eq. (3) can be 

derived from the semiclassical Boltzmann equation [6]. This expression, however, 

properly describes systems as far as 1
F

k >>� , where �  is the mean free path.  On the 

other hand, this condition determines the metallic regime, where the motion of elec-

trons is diffusive. The total conductivity of a thin disordered metallic film in the pre-

sent model is given by the formula 
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where mmaxis defined by condition (20) in Ref. [3]. 

Conductivity can be extracted from the conductance G as a function of layer 

thickness L
z
, namely for a very thin stripe the conductance is given by the formula  

 ( )
z z

G L Lσ=  (5) 

An alternative approach to the problem of electron transport in solids is based on 

the scattering properties of the system. Conductance in the linear transport regime is 

given by the formula [1,7] 
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where T is the total transmission coefficient. 

If we substitute Eq. (3) into Eq. (4) and compare Eqs. (5) and (6), we obtain the to-

tal transmission coefficient in the following form: 
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3. Numerical results  

We performed calculations of total conductivity for a thin disordered film of cesium 

as a function of its thickness L
z
 using Eq. (4). The values of L

z
  taken for calculations 

corresponded to multiples of the atomic diameter of cesium. The Fermi vector for Cs 

was taken as kF = 0.65×1010 m–1, and the coefficient α in the two-dimensional structure 

factor S(q) we equal to 0.28 after Ref. [8].  The results are presented in Fig. 1. 
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Fig. 1.  Electrical conductivity of an ultra-thin film of 

Cs, calculated as a function of its thickness L
z
 

Fig. 2.  Transmission coefficient of an ultra-thin 

film of Cs, calculated as a function of its  

thickness L
z
.  The solid line is a guide to the eye 

The calculated conductivity σ increases almost linearly with increasing film thickness 

Lz.  This is somewhat surprising, because σ  is a material constant and should not depend 

on the size of the sample. In our model of quasi-two-dimensional electron gas, however, an 

increase of Lz gives rise to an increase of the number of open channels for electron trans-

port. This is true if we neglect the transition between different electron subbands. If we 

take them into account, the inverse transport relaxation times become smaller and conduc-

tivity saturates. We can see that the transmission coefficient T actually saturates for Lz less 

than 100, which confirms our hypothesis about the conductivity. 

4. Conclusions 

We have used a diffraction model to investigate the electrical properties of a thin 

disordered metallic film, taking cesium as an example. We calculated the total con-
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ductivity of a stripe with structural disorder for 1 to 17 monolayers as a function of its 

thickness. The dependence is monotonously increasing. The quantum size effect 

should be seen when integer multiples of half the Fermi wavelength fit exactly into 

the film thickness [9]. We calculated the conductivity for discrete values of the thick-

ness (corresponding to full monolayers), and the deviations from monotonous behav-

iour occur between the points and cannot be seen. 

Additionally, we find the relation between our model and a formalism based on 

the notion of the total transmission coefficient. The saturation observed in the trans-

mission coefficient shows that electrical conductivity should also saturate in films that 

are thick enough. 

In our approach, we do not discuss quantum interference effects between scattered 

electron waves, which lead to weak localization [9]. This is quite an important prob-

lem in two-dimensional systems, but on this level of approximation it can be justified, 

because only higher orders of perturbation theory for the density matrix include these 

effects [4, 10], and here we neglect these. We intend to incorporate these effects in 

future work.  
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Electronic structures of the isostructural rare-earth intermetallic compounds TmGa3, ErGa3 and CeIn3 

have recently been studied by measurements of two-dimensional angular correlations of annihilation 

radiation (2D ACAR) spectra. On the example of these systems, we show which kind of information can 

be exploited from such spectra, i.e. from line projections of the electron-positron momentum density 

ρ (p). By applying various tomographic techniques, we check how these algorithms can affect recon-

structed 3D momentum densities and Fermi surfaces (FS). We confirm that for all these systems in the 

paramagnetic phase the f-electrons are fully localized and their FSs are similar. TmGa3 and ErGa3 exhibit 

the FS nesting feature, in agreement with their magnetic structure, which is not the case for CeIn3. 

Key words: electronic structure; positron annihilation; intermetallic compounds 

1. Introduction 

The isostructural (AuCu3-type) rare-earth compounds TmGa3, ErGa3, and CeIn3 

are interesting due to their magnetic properties, and CeIn3 for its intriguing interplay 

of antiferromagnetism, heavy-fermion behaviour, and superconductivity when under 

pressure [1]. Their electronic structures have recently been probed by measurements 

of 2D ACAR spectra, yielding line projections of the electron-positron (e-p) momen-

tum density ρ (p) in the extended zone p [2, 3]. 

Previous studies of TmGa3, ErGa3, and CeIn3 (from three, four, and five 2D 

ACAR spectra, respectively) point out to the similarity of their electronic structures, 

both Fermi surface (FS) and f-electrons being localized in the paramagnetic phase  

_________  
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[4, 5]. TmGa3 and ErGa3 exhibit the FS nesting feature that fits to the observed mag-

netic structure, which does not occur in CeIn3. 

In this work, we discuss the results of reconstructing ρ (p) in these systems by em-

ploying different reconstruction algorithms: the modified filtered back projection 

technique (MFBP) [6], the Cormack method (CM) [7], and new lattice harmonics 

expansion (LHE) [8] – to the same spectra as in Ref. [4]. Next, we perform Lock 

–Crisp–West (LCW) folding [9], i.e. conversion from the extended p to reduced k 

space, in order to map the FS. The reason for such investigations was that in the case 

of LaB6 LHE gave a slightly different FS than other reconstruction algorithms [8]. 

2. Results and discussion 

In this paper, we limit our analysis of densities ρ (p) to their isotropic average 

ρ 0(p). Due to the similarity of the reconstructed densities after using different algo-

rithms, in Fig. 1 we show only ρ 0(p) reconstructed by LHE. In order to compare the 

results for various metals, we present them in units of p/pF and normalized to 

 

 

Fig. 1. The isotropic average of momentum densities, ρ 0(p), reconstructed from 2D ACAR  

spectra of various metals. Inset: the difference between ρ 0(p) in TmGa3 and ErGa3 

ρ 0(p/pF  = 1) = 0.5. The results for rare-earth compounds are compared with densities 

reconstructed from 2D ACAR data [10] for Cd for the following reason. According to 

theoretical calculations [11], 4d10 electrons in Cd are very close to the conduction 

band minimum, i.e. they are not as strongly localized as typical core states. It is seen 

in Fig. 1 (inset) that ρ 0(p/pF) for rare-earth compounds is lower than for Cd for mo-

menta p/pF  > 1. Therefore, knowing that the more localized states there are the 
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smaller the probability of e-p annihilation (positrons as positive particles are repelled 

from positive ions), we can conclude that the f-electrons of the considered systems are 

strongly localized (below the conduction band minimum). A big discrepancy between 

ρ 0 in these compounds observed for momenta p/pF < 1 comes, most likely, from dif-

ferences in the compositions of their cores. TmGa3 has twelve 4f electrons per unit 

cell, i.e. one more than ErGa3. Hence, ρ 0(p) for TmGa3 should be higher than for 

ErGa3 (as observed), with the difference similar to a typical core contribution (inset of 

Fig. 1). CeIn3, in turn, has only one 4f electron per unit cell but three atoms of In pro-

vide additional (comparing to Ga) 3×(4s2+4p6+4d10) core electrons. It is therefore 

somewhat surprising that ρ 0(p) in CeIn3 is smaller than in ErGa3. This indicates that 

localized f-electrons are relatively close to the bottom of the conduction band mini-

mum. 

Obviously, it is impossible to obtain the shape of the FS from the density ρ(p) itself 

due to the fact that ρ(p) is not constant on the FS and represents a sum of contributions 

from all occupied bands, not only those crossing the Fermi energy. Thus, in order to map 

the FS, LCW conversion [9] is usually performed, ρ(k) = ΣG ρ(p = k + G), providing 

momentum densities in reduced k space (G are the reciprocal lattice vectors). If the influ-

ence of the positron wave function and many-body effects are ignored, ρ(k) depends only 

on the electron occupation numbers (nj(k) = 0 or 1) in the j-th band. The total contribution 

of all bands is then equal to Σj nj(k)=n(k), where n(k) denotes the number of occupied 

bands at the point k. In the case of e-p densities, ρj(k) = nj(k)gj(k), where the function 

gj(k) depends on the electron state |kj>, even after neglecting e-e and e-p correlations 

[12,13]. Particularly, small values of g are expected for localized d-like states, be-

cause an increase of electron state localization decreases the probability of e-p annihi-

lation. Therefore, if the character of various states |kj> varies strongly, their relative 

contributions to ρ j(k) may be essentially different. Nevertheless, the values of gj(k) 

are usually high enough to reproduce an observable jump in ρ j(k) if this quantity 

passes from one band to another [12, 13].  

Fig. 2. Densities ρ (k) in ErGa3 and CeIn3 on high 

symmetry planes, reconstructed using LHE. The white 

region centred at R contains the occupied states  

of the 7th valence band, and the dark region  

corresponds to the unoccupied states of the 6th band  
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According to theoretical calculations [4] (with f electrons as core states), the FS 

sheets of TmGa3, ErGa3, and CeIn3 exist in the 6th and 7th valence bands. In Figure 2, 

we display densities ρ (k) in ErGa3 and CeIn3 on high symmetry planes in the Bril-

louin zone (BZ), reconstructed by the LHE. It is visible that the general shapes of 

these densities and thus also of the FSs are similar. The nesting of the FS centred 

around R (Fig. 2) on the planes perpendicular to the XR line (the [110] direction) is in 

agreement with the propagation vector of the magnetic structure of ErGa3. If the FS 

nesting were present in CeIn3, consistent with its antiferromagnetic structure, it would 

be observed along the [111] direction. No experimental evidence of nesting, however, 

can be observed. Obviously, even if the electronic structure is in fair agreement with 

experiment, only a full calculation of Q-dependent magnetic susceptibility can reveal 

to what extent the adopted band structure calculation is able to account for the mag-

netic structure of CeIn3. 
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Fig. 3. Densities ρ (k) in ErGa3 and CeIn3 along ΓX and ΓR, reconstructed using LHE, CM, and MFBP 

In order to show more details, in Fig. 3 we present ρ(k) for ErGa3 and CeIn3 along 

some high symmetry directions in the BZ, reconstructed by LHE, CM, and MFBP, and 

normalized to the number of occupied bands in points k. It is seen that ρ(k), very similar 

for both compounds (the same for TmGa3 not shown here), differs mainly around the  

R and X points. Around R, where 7 bands are fully occupied, the electron occupation num-

ber n(k) is equal to 7. Along the ΓX line and around k = 0.25 a.u. (5 bands fully occupied), 

n(k) = 5 and n(k) = 6 around the Γ and X points. Differences between the occupation num-

bers n(k) and ρ(k) point out that electrons around R are more free than others and that this 

effect is more pronounced for ErGa3 than for CeIn3. 

3. Conclusions 

We presented e-p momentum densities in TmGa3, ErGa3, and CeIn3 as recon-

structed by various techniques, showing how a positron annihilation experiment en-
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ables the character of electrons to be examined. We confirm that f-electrons in these 

compounds are strongly localized in the paramagnetic phase and their FSs are similar 

to one another. The FS nesting feature in TmGa3 and ErGa3 is consistent with the 

magnetic structure observed by neutrons [14, 15], which is not the case for CeIn3. 
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We analyse the role of structural defects in GaMnAs and demonstrate how their density can be drasti-

cally reduced by in situ post-growth annealing under As capping. Modifications of the magnetic, transport, 

and structural properties of annealed GaMnAs layers are presented. The main result is that Curie tempera-

tures are strongly increased relative to those of as-grown layers, typically from 70–80 K to 150–160 K. The 

annealed layers exhibit well-ordered smooth surfaces, suitable for further epitaxial overgrowth. 

Key words: ferromagnetic semiconductor; molecular beam epitaxy; defect, annealing 

1. Introduction 

GaMnAs is a model semiconductor with carrier-induced ferromagnetism. It is currently 

being used to test prototype spintronic devices, such as spin-diodes [1] and giant magne-

toresistance structures [2]. Since the first report on ferromagnetism in GaMnAs by Ohno et 

al. [3], a lot of interesting, spin-related phenomena have been observed in this material. 

The remarkable magnetotransport properties of GaMnAs enabled the observation of the 

giant planar Hall effect [4], current driven magnetization reversal [5], and the dependence 

of magnetic anisotropy on the concentration of carriers [6]. In spite of these results associ-

ated with the magnetic properties of GaMnAs, it is still desirable to improve its quality and 

obtain a material with the ferromagnetic phase transition temperature (Tc) significantly 

higher than the present record value of 173 K. The mean field Zener model of carrier-

_________  
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mediated ferromagnetism in transition metal doped semiconductors developed by Dietl 

et al. [7] predicts that Tc will reach room temperature for GaMnAs containing 10% of Mn 

[8] and correspondingly high concentrations of carriers (valence band holes).  

The presence of valence band holes is indeed underlined by recently reported ex-

traordinarily high Tc values (250 K) in delta-doped AlGaAs/GaAs quantum well struc-

tures [9]. This is also the underlying reason for the markedly increased Tc values ac-

companying post-growth annealing discussed here. The direct effect of annealing is 

the efficient removal of Mn atoms from interstitial positions (MnI). As shown both 

theoretically [10, 11] and experimentally, these defects are always present in as-

grown GaMnAs, with concentrations of up to about 20% of total Mn content, and they 

act as double donors. Thus, by reducing the density of Mn interstitials, the density of 

valence band holes is expected to increase. This was first demonstrated by Edmonds 

et al. [12], who found that MnI defects can be removed by low temperature post-

growth annealing of samples exposed to the air after MBE growth. Since GaMnAs 

with Mn concentrations in the range of a few at. % is intrinsically metastable, the 

annealing temperature should be kept low. At temperatures above 300 ºC, GaMnAs 

starts to decompose to MnAs inclusions in a GaAs matrix. These inclusions, if suffi-

ciently large, are also ferromagnetic, since MnAs is a ferromagnetic metal with Tc = 40 °C, 

but the GaAs:MnAs system is usually highly resistive, and the main advantage of 

GaMnAs, namely ferromagnetism mediated by carriers in a semiconductor, is lost. 

The best results achieved so far are thus obtained after very long annealing periods 

(~100 hours) at temperatures well below the growth temperature [12]. Higher anneal-

ing temperatures and short annealing times (0.5–3 hrs) have also been successfully 

applied [13–15]. 

In this paper, we present a modification of the low-temperature annealing method, 

which uses amorphous As layers deposited on the GaMnAs surface directly after 

MBE growth as a passivating medium for out-diffused Mn interstitials. We show that 

our method is more efficient in terms of shorter annealing times and lower annealing 

temperatures than annealing in air. Moreover, it leaves the GaMnAs surface suitable 

for further epitaxy, either in the same MBE system which was used for GaMnAs layer 

growth, or in another MBE system, since As capping forms a protective layer inhibit-

ing surface oxidation and preserving a clean, atomically flat, as-grown surface. 

2. Sample preparation 

GaMnAs samples were grown in a KRYOVAK MBE system, located at MAX-

Lab, Lund University, Sweden. Arsenic was supplied from a valved cracker source. 

The epiready GaAs(100) substrates were attached to molybdenum holders with liquid 

In. After thermal desorption of the native oxide, a standard high temperature GaAs 

buffer was deposited. The substrate temperature was then decreased to 230–240 ºC 

for growing the GaMnAs layer. During this growth, the As2 to Ga flux ratio was about 

2, and the growth rate about 0.2 molecular layers (ML) per second. The growth was 
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monitored by reflection high-energy electron diffraction (RHEED). The diffraction 
showed a 2-dimensional monocrystalline GaMnAs surface, with (1×2) surface recon-
struction, and no admixture of other phases (such as MnAs inclusions). Intensity os-
cillations of the specular beam were used to measure GaMnAs composition in-situ, by 
measuring the growth rate increase of GaMnAs with respect to GaAs. The thicknesses 
of the GaMnAs layers were chosen between 100 and 1000 Å (thicker layers usually 
exhibit worse magnetic properties). After completing GaMnAs growth, the As flux 
was cut by closing the As shutter as well as the As-cracker valve. The substrate heater 
was then turned off, and when the temperature fell below 150 ºC, the As valve and 
shutter were open again for depositing a thick amorphous As layer. The thickness of 
this capping layer was in the range 1000 – 2000 Å, as measured by SIMS. 

3. Defects in GaMnAs 

The most abundant defects present in GaMnAs are As antisites (AsGa) and Mn inter-
stitials. Both defects are double donors, effectively compensating the p-doping provided 
by Mn atoms in Ga sites (MnGa). In the Zener mean field model [7], Tc depends on the 
density of local moments and the density of charge carriers according to the relation 

 Tc ∼ [MnGa]p
1/3  (1) 

Due to the compensating effect of AsGa and MnI defects, the net density of holes p is 

 p = [MnGa] – 2([AsGa] + [MnI])  (2) 

According to (1) and (2), maximising Tc requires both a maximum concentration 
of MnGa and minimum concentration of AsGa and MnI defects. These two demands are 
in effect contradictory, since increasing Mn content in GaMnAs requires a reduced 
growth temperature [16, 17]. Low growth temperature, however, promotes the forma-
tion of As antisite defects [18]. Thus, there exists a Mn concentration that provides 
compromise between these two tendencies. Experimental evidence suggests that this 
optimum Mn content is in the range 6–8 at. %. The maximum Mn content achieved so 
far in uniform GaMnAs is 10% [19], however growing Ga0.9Mn0.1As requires very 
low growth temperatures (about 150 ºC) and special growth procedures. The concen-
trations of two compensating defects (AsGa and MnI) can attain levels [20, 21] of ca. 
0.5 and  1.7 at. %, respectively, which means that the compensation degree in GaMnAs 
can be as high as 50–70%. Indeed, such high compensation levels are observed in the 
as-grown material. As an example we show in Fig. 1 the results of the Hall effect 
measurements for a 300 Å thick Ga0.94Mn0.06As layer. A general problem in extracting 
carrier concentration in GaMnAs from the Hall effect measurements is negative mag-
netoresistance, which can be quite large, up to 20–30%. In the case of the sample 
shown in Fig. 1, the negative magnetoresistance is rather small, only about 2%. In this 
case, the value of p can be taken from the Rxy vs. B slope without the necessity of sub-
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tracting the negative magnetoresistance, and we thus find p = 6.5×1020 cm–3. Mn con-
tent of 6% should provide a hole density of 1.32×1021 cm–3, which means that the 
compensation of MnGa in this sample is on the level of 50%. This compensation is due 
to both AsGa and MnI, and it is not possible to estimate their individual contributions 
without additional measurements.  

 

Fig. 1. Results of Hall effect measurements for an as-grown 300 Å thick  
Ga0.94Mn0.06As layer. Solid curve – Hall resistance Rxy, dashed curve – longitudinal  

resistance Rxx. The concentration of holes in the sample – 6.5×1020 cm–3  

(50% compensation of MnGa acceptors) 

The concentration of MnI can be obtained from Rutheford back-scattering (RBS) 
and particle-induced X-ray emission (PIXE) measurements [21] but the density of 
AsGa in GaMnAs is more difficult to assess. Since the density of As antisites is mainly 
related to the growth temperature, and it is independent of the presence of Mn intersti-
tials [22], one can expect that the concentration of AsGa in GaMnAs should be the 
same as in GaAs grown at the same low temperature. In the case of LT GaAs, the 
density of AsGa defects can be determined by X-ray diffraction (XRD), since these 
defects cause a crystal lattice expansion proportional to their content [18, 23] (in the 
case of GaMnAs the situation is more complicated, since both AsGa and MnI cause 
lattice expansion). Thus, by measuring XRD on the LT-GaAs buffer layers grown 
prior to GaMnAs, we can estimate the density of As antisites. Fig. 2 shows the results 
of XRD measurements for three 500 Å thick Ga0.96Mn0.04As samples grown at condi-
tions that change the concentration of AsGa, namely at different As2/Ga flux ratios  
(2, 5, and 9). The inset shows a comparison between the measured and calculated 
XRD spectra for the sample with the lowest As2/Ga flux ratio. The presence of X-ray 
interference fringes in the measured curve and a very good correspondence between 
the measured and calculated spectra prove a high quality of the GaMnAs layers – the 
broadening of the GaMnAs peaks is due to small film thickness. In these curves, the 
contribution from the LT-GaAs buffer layer is seen as a shoulder on the low-angle 
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side of the main (004) peak of the GaAs substrate. It is clear that the sample grown at 

the lowest As2/Ga flux ratio has also the lowest AsGa concentration, since the shoulder 

is least pronounced in this case.  

 

Fig. 2. (004) X-ray Bragg reflections for three 500 Å thick Ga0.96Mn0.04As samples grown at different 
As2/Ga flux ratios. The highest intensity peak on the right side results from diffraction on the GaAs(001) 
substrate. Broad peaks at lower angles are due to diffraction on GaMnAs layers. The inset shows a com-

parison between simulated and measured spectra for the sample grown at the lowest As2/Ga flux ratio 

For samples grown at higher As2/Ga flux ratios, the peaks from LT-GaAs are 

shifted further towards lower diffraction angles, reflecting a lattice expansion caused 

by the AsGa defects. In contrast, the diffraction peaks from the GaMnAs layers shift 

towards higher angles for increasing As2/Ga flux ratios. This suggests that the concen-

tration of MnI decreases with an increasing concentration of AsGa in GaMnAs. The 

quantitative analysis of this process has been presented elsewhere [23]. 

4. Defect removal by post-growth annealing 

From the two defects considered above, namely As antisites and Mn interstitials, 

the latter is only weakly bound, and can be effectively removed from the GaMnAs 

bulk by post-growth annealing [12–15, 24]. Is has been also shown [24, 25–28] that 

the essential factor in post-growth annealing is the surface passivation of the out-

diffused MnI atoms. The annealing of GaMnAs layers capped with even very thin LT 

GaAs films was found to be ineffective [25]. Moreover, the annealing efficiency of 

GaMnAs layers with rough surfaces was found to be enhanced compared to smooth 

layers [28]. All these result suggest that post-growth annealing is associated with pas-
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sivating the diffusing MnI defects at the GaMnAs surface. Passivation can be due to 
chemical bonding with oxygen or nitrogen when the GaMnAs surface is exposed to 
air, or with another reactive element that can be deposited on the GaMnAs surface 
after MBE growth. We have recently proposed to use an amorphous As capping as 
a passivating species [24], and all the annealing results presented here concern this 
situation. 

Figure 3 presents the results of the Hall effect measurements for the same sample 
as in Fig. 1, but after post growth annealing performed at 180 ºC for 3 hours. The 
removal efficiency of Mn interstitials is close to 100%, since the concentration of 
holes increased from 6.5×1021 cm–3 to 1.3×1021 cm–3, which corresponds almost ex-
actly to the content of MnGa. The ferromagnetic phase transition temperature for this 
sample is 150 K. 

 

Fig. 3. Results of Hall effect measurements for a 300 Å thick Ga0.94Mn0.06As layer annealed for 3h  
at 180 ºC. Solid curve – hall resistance Rxy, dashed curve – longitudinal resistance Rxx.  

The concentration of holes in the sample is 1.3×1021 cm–3, corresponding almost exactly 
to the content of Mn at Ga sites (Mn interstitial defects effectively removed  

by post-growth annealing). The scales for Rxx and Rxy are the same as in Fig. 1 

Figure 4 shows the temperature dependence of magnetization, measured by 
a SQUID magnetometer for a 400 Å thick Ga0.94Mn0.06As layer with amorphous As 
capping, before and after annealing at 180 ºC for 2h. This sample is very similar to the 
one in Fig. 3, but somewhat thicker. The remarkable increase of Tc from about 70 K to 
about 150 K can also be seen for this sample. The Tc increase is correlated with the 
increased saturation magnetisation observed at low temperatures. This is due to the 
removal of antiferromagnetically coupled pairs of MnGa–MnI, which are excluded 
from participating in the FM phase of the non-annealed sample. 
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Fig. 4. Temperature dependence of magnetization for a 400 Å thick Ga0.94Mn0.06As layer  
with an amorphous As capping surface layer, before and after post-growth annealing  

at 180 ºC for 3h. Post-growth annealing increases both T
c
 and the saturation magnetization 

 

Fig. 5. (004) X-ray Bragg reflections for not annealed (solid curve) and annealed pieces  
of As-capped 700 Å thick Ga0.94Mn0.06As layers. The shifts in the GaMnAs diffraction peaks to higher 

angles upon annealing are due to the annealing-induced reduction of the GaMnAs lattice parameter 

The efficiency of removing MnI defects by annealing As-capped samples is also 

confirmed by XRD measurements (see Fig. 5). As already discussed, Mn interstitials 

cause lattice expansion, so that the lattice constant is expected to decrease upon re-

moving these defects. Figure 5 shows significant shifts of (004) Bragg reflections 
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from a 700 Å thick Ga0.94Mn0.06As layer after consecutive annealings lasting 1, 2, 3, 
and 30 hrs at 180 ºC. Already after 1 hour of annealing the GaMnAs lattice parameter 
is significantly reduced, annealing for 2 and 3 hours induce only small further reduc-
tions, and annealing for further 30 hours has no effect. 

5. Conclusions 

An efficient method for eliminating Mn interstitials from GaMnAs by post-growth 
annealing under As capping has been demonstrated. The efficiency of the process is 
proved by a significant increase of Tc, up to 150 K, for Ga0.94Mn0.06As, as well as by 
an increase in the concentration of holes to the range of 1021 cm–3. An additional ad-
vantage of our method is that the treatment is carried out in situ, and that the surfaces 
of the annealed layers are smooth and well-ordered. This provides possibility of per-
forming further epitaxial growth on top of the high quality, Mn interstitial-defect-free 
GaMnAs layers. 
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Using SQUID magnetometry have found that in (Ga, Mn)As films the in-plane uniaxial magnetic 

easy axis is consistently associated with particular crystallographic directions. It can be rotated from the 

[110] direction to the [110] direction by low temperature annealing and we show that this change is hole 

density-related. We demonstrate that the magnitude of uniaxial anisotropy as well its dependence on hole-

concentration and temperature can be explained in terms of the p-d Zener model of ferromagnetism as-

suming a small trigonal-like distortion.  

Key words: GaMnAs; magnetic anisotropy; ferromagnetic semiconductor 

1. Introduction 

Diluted magnetic semiconductors (DMS) in general and (Ga, Mn)As in particular 

are semiconducting materials for which a few percent of a magnetic element is added 

to a magnetically inert host. The discovery of carrier-mediated ferromagnetism in 

(III, Mn)V and (II, Mn)VI DMS grown by molecular beam epitaxy makes it possible 

to examine the interplay between the physical properties of semiconductor quantum 

structures and ferromagnetic materials [1] and opens the door for their application in 

spintronics, where electron spin is used to carry information [2]. It has been known 

since the early works in the field that (Ga, Mn)As films show strong magnetic anisot-

ropy, which is largely controlled by epitaxial strain. The magnetic easy axis orients 

out-of-plane and in-plane under tensile and compressive biaxial strains, respectively 

_________  
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[3-5], which is well understood within the framework of the p-d Zener model of hole-

mediated ferromagnetism [6–8]. More recent works have shown that these systems 

also exhibit a strong in-plane uniaxial magnetic anisotropy [5, 8–10], pointing to the 

existence of a symmetry breaking mechanism, whose microscopic origin has not been 

identified yet. Since magnetic anisotropy will have a marked influence on spin injec-

tion and magnetotunnelling devices, it is important to develop a greater understanding 

of this property, and methods for its control. In this paper, we summarise the results of 

a study of in-plane magnetic anisotropy in a series of 50 nm thick (Ga, Mn)As thin 

films with Mn concentration x ranging from 1.7 to 9%.   

2. Experimental 

The crystallographic orientation of the wafer was determined from RHEED meas-

urements during growth. For magnetometry studies, the material was typically cleft into 

4×5 mm2 rectangles, whose precise crystallographic orientation was reconfirmed by 

Laue back-reflection X-ray diffraction. Hole concentration was altered by low-

temperature annealing. This procedure promotes the out-diffusion of compensating Mn 

interstitials from the layers [11], thus leading to an increased hole concentration and 

a higher Curie temperature [12]. Magnetic anisotropy was assessed in a custom-built 

low-field SQUID magnetometer. Detailed information about magnetic anisotropy was 

obtained from M(H) curves recorded for various crystallographic orientations [13] and 

from the temperature dependence of the remnant magnetization MREM [14].  

3. Results and discussion 

Magnetization loops for two representative samples with Mn concentrations of 

2.2% and 5.6% are shown in Fig. 1a–d. It is well established that for typical hole den-

sities (Ga, Mn)As/GaAs exhibits an in-plane magnetic anisotropy, determined by the 

superposition of two components, a biaxial, cubic-like anisotropy with [100] being the 

easy axes, and an uniaxial anisotropy with [110] being the easy axes [5, 8–10]. The 

former is a direct consequence of the spin anisotropy of the hole liquid, originating 

from strong spin-orbit coupling in the valence band. This coupling transfers all the 

complexities of valence band physics into the Mn ion subsystem. The second in-plane 

anisotropy component, the uniaxial term, is not expected from the above model, since 

its presence is precluded by general symmetry considerations in the biaxially strained 

zinc blende structure of (Ga, Mn)As. It has been suggested that these uniaxial proper-

ties may originate from symmetry lowering (D2d ⇒ C2v) due to either (i) a lack of top-

bottom symmetry in (Ga, Mn)As epilayers [8] or (ii) anisotropic GaAs surface recon-

struction during growth [11]. Importantly, it is usually found that the cubic term is 

dominant only at low temperatures. At elevated temperatures, the uniaxial term be-

comes larger than the cubic one. In such a case, the magnetic anisotropy of the layers 
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is solely determined by the uniaxial term. Therefore, we focus on this high tempera-

ture regime which allows an unambiguous determination of the easy magnetic axis. 

We note (see Fig. 1a, b) that for both as-grown samples a clear uniaxial behaviour 

with [110]  being the easy axis is indeed observed.  

 

Fig. 1. Magnetization curves at temperatures close to TC measured for [110] and [110]  orientations 

before a), b) and after annealing c), d) for Ga0.978Mn0.022As and Ga0.944Mn0.056As. Note the switch  

of the magnetic easy axis from [110]  to [110] upon annealing for the latter sample 

A similar behaviour is observed in all studied as-grown samples. At low Mn con-

centrations, annealing results in a relatively small increase in TC and has no qualita-

tive effect on magnetic anisotropy, as indicated in Fig. 1a, c for  x = 2.2%. A very 

different behaviour is observed at higher concentrations. As shown in Fig. 1b, d for 

x = 5.6%, after annealing the easy axis rotates to the [110] direction. Before anneal-

ing, the M(H) curves are square along the [110]  direction and elongated along the 

[110] direction, and this situation is reversed after annealing. Interestingly, some an-

nealed samples also exhibit a temperature-induced reorientation of the easy axis [14]. 

In this case, the uniaxial easy axis points in the [110]  direction at low temperatures, 

but assumes the [110] direction at higher temperatures. 

Since the annealing-induced increase of hole density is larger for the 5.6% sample, 

we ascribe the rotation of the easy magnetic axis to the increasing hole concentration. 

This modifies the relative occupancies of the valence sub-bands of the GaAs host, 
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which (at least in the case of cubic anisotropy) makes competing contributions to the mag-

netic anisotropy [7]. Figure 2a shows the measured hole concentration in fuction of Mn 

concentration for the series of studied samples. By a close inspection of the figure, we can 

assign a threshold value of p of approximately 6×1020 cm–3, above which the easy axis 

orients along [110]. An independent study showed that the uniaxial anisotropy field is 

thickness-independent in the range 0.2 to 6.8 μm [15]. Both findings strongly indicate that 

the in-plane uniaxial anisotropy depends on the bulk film parameters. Thus, this anisotropy 

can be caused by a symmetry lowering mechanism existing inside the film. 

 

Fig. 2. The uniaxial easy axis fan chart for (Ga, Mn)As. Circles – as grown, squares – after annealing. 

Open symbols mark samples with the uniaxial easy axis oriented along the [110]  direction,  

full symbols denote samples exhibiting the easy axis along [110]. The dashed line marks  

the compensation-free p-type Mn doping level in (Ga, Mn)As. The solid line separates two regions of 

hole densities where, independently of being annealed or not, at elevated temperatures the layers  

consistently show the same crystallographic alignment of the uniaxial easy axis (a). In-plane uniaxial 

anisotropy field (normalized to sample saturation magnetization) versus hole density computed  

for various valence-band spin-splitting in (Ga, Mn)As assuming a non-zero trigonal distortion (b) 

In order to find out the magnitude of the symmetry lowering perturbation that would 

explain our findings, we incorporate a trigonal distortion in the p-d Zener theory of ferro-

magnetism in tetrahedrally coordinated semiconductors [6, 7] described by the deforma-

tion tensor component εxy ≠ 0. The computed anisotropy field corresponding to the in-plane 

uniaxial anisotropy Hun is shown in Fig. 2b as a function of hole concentration and param-

eterised by the valence-band spin-splitting parameter BG = AFβM(T)/6gμB, where g = 2.0, 

AF = 1.2 is the Fermi liquid parameter, and β = –0.054 eV·nm3 is the p-d exchange integral. 

In the relevant region of hole concentrations and for εxy =0.05%, Hun attains experimentally 

observed values ≤ 0.1 T. Moreover, for a given value of x, our calculations confirm the 

possibility of the easy axis rotating from [110]  to [110] with increasing hole density. Ad-

ditionally, since M and BG are decreasing functions of T, the experimentally reported uni-

axial easy axis reorientation transition ([110]  ⇒ [110]) with increasing T is also well ex-

plained. Therefore, the εxy ≠ 0 model qualitatively reproduces the observed change in the 
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easy axis direction as a function of both hole concentration and temperature. The distortion 

required by the model may be associated with magnetostriction, or may result from a non-

isotropic Mn distribution, caused for instance by the presence of surface dimers oriented 

along the [110]  direction during epitaxy. Since it has not yet been seen in other experi-

ments, we conclude that the decisive microscopic mechanism that breaks the D2d symmetry 

of (Ga, Mn)As epitaxial films is still to be found. 
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Electron transport through a disordered two-dimensional array of potentials has been investigated. 

The resistivity was calculated according to the Faber–Ziman diffraction model, suitably modified for 

a two-dimensional electron gas. The structure factor is obtained by means of numerical simulations. The 

pseudopotentials are assumed to be Shaw potentials with appropriate screening. The resistivities of disor-

dered monolayers of alkali metals have been calculated in this model using parameters that allowed us to 

explain the experimental data for bulk materials. 

Key words: electrical resistivity; disordered system; two-dimensional electron gas 

1. Introduction 

Rapid development of nanoelectronics that has been recently observed generates 

the need for a theoretical description of electron transport properties of nanoscale 

systems. Such systems have at least one size small enough that the electron wave 

function essentially differs from that in a bulk material. This, in turn, influences 

physical properties of the system. 

In this work, we consider a disordered monolayer metallic film. Such films can 

now be obtained by the MBE technique [1, 2]. We assume that their transport proper-

ties, electrical resistivity in particular, can be described by the behaviour of a two 

-dimensional electron gas placed in a superposition of a static electric field and a dis-

ordered array of ionic potentials. The scattering of conduction electrons is described 

within the diffraction model [3]. The calculated resistivities of monolayers of alkali 

metals will be compared with available experimental data for corresponding bulk 

materials. 

_________  
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2. Theoretical model 

The electrical resistivity ρ of a disordered array of ions can be calculated in 

a Boltzmann-type approximation using the formula 

 
2

tr

m

ne

ρ
τ

=  (1) 

where m and e are the electron mass and charge, respectively, n is electron concentra-

tion, and τtr is the transport relaxation time. In a two-dimensional picture, n is of 

course the area density, i.e. the density of carriers per unit area. Ziman’s formula for 

τtr [3] should also be appropriately modified [4]: 
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where νF is the Fermi velocity and A is the area of the system. Here, /d dσ ϕ  is the 

differential cross section for two dimensions [4]: 
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where kF is the Fermi wave vector in the xy plane, N is the total number of atoms in 

the system, S(q) is a two-dimensional structure factor, ua(q) is a two-dimensional Fou-

rier transform of the atomic potential ua(r), and 
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2

F
q k

ϕ
=   (4) 

The structure factor S(q) defined as 
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,

1
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j k

S q i N
N

δ⎡ ⎤= − ⋅ − −⎣ ⎦∑∑ q 0q r r  (5) 

has been calculated by means of numerical simulations. We placed circles of a given 

diameter σ in a rectangle of a given size at random, so that they filled up the whole 

area but did not overlap each other, after which we computed the sum in Eq. (5). This 

is equivalent to using the random closely packed hard sphere model. The rectangles 

used in our calculations contained at least a thousand of these artificial atoms. We 

took the average over an ensemble of at least a thousand random configurations. 

To calculate the differential cross-section, we also need an analytical form of 

the scattering potential. We assumed the Shaw pseudopotential, modified by screen-

ing [6]: 
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where Rc is the core radius, λ is the screening parameter, and Z=e2/(4πε0) in SI units. 

Such a form gave good agreement with the experimental results for bulk alkali metals 

in our previous work [6]. 

Unfortunately, the Fourier transform of this potential in two dimensions 

 ( ) ( ) ( ) 2
exp

a a
u u i d= − ⋅∫∫q r q r r  (7) 

cannot be expressed by elementary functions. We converted it into a real integral 
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and calculated it numerically. 

3. Results of calculations 

We calculated the structure factors S(q) given by Eq. (5) for five alkali metals: Li, 

Na, K, Rb, and Cs using atomic diameters taken from [7], which reproduced well the 

experimental structure factors for bulk samples. These values are given in Table 1. 

The structure factors for all five elements are shown in Fig. 1. 

Table 1. Input parameters for numerical calculations and the resulting resistivities 

Element σ [10–10 m] λ [1010 m] Rc [10–10 m] ρm [Ω] ρb [μΩ·cm] ρexp [μΩ·cm] 

Li 2.70 1.36 0.66 55.4 1.68 25 

Na 3.28 1.23 1.25 19.7 0.73 9.6 

K 4.07 1.11 1.53 22.2 1.01 13 

Ru 4.30 1.08 1.47 31.8 1.57 22 

Cs 4.73 1.03 1.36 57.0 3.04 36 

 

The pseudopotential depends on two parameters: Rc and λ. The screening parame-

ter λ is closely related to the Fermi wave vector kF [8]: 

 2

0

4

π

F
k

a
λ =  (9) 

where a0 is the Bohr radius. The core radii Rc for alkali metals were estimated in [6] 

from fitting the experimental resistivities of liquid metals. We assume that they are 
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the same the two-dimensional systems. The values of these parameters are also given 

in Table 1. 

 

Fig. 1. Structure factors of alkali metals obtained from numerical simulations 

The resistivities of the monolayer films of the considered metals, ρm, have been 

calculated by numerical integration and are shown in Table 1. It is interesting to com-

pare the obtained values of ρm with the resistivities of the corresponding bulk materi-

als, ρb. These quantities are measured in different units, so that when compare them 

we have to extrapolate our results to bulk values simply by multiplying them by the 

thickness of the layer, i. e. the atomic diameter. These results are also presented in 

Table 1, together with the experimental values for liquid metals. 

4. Conclusions 

We calculated the electrical resistivities of monatomic metallic layers, considering 

the transport of a two-dimensional electron gas through a disordered array of screened 

Shaw potentials. The resistivities obtained for alkali metals, after suitable extrapola-

tion, are one order of magnitude smaller than the corresponding values for liquid met-

als. They are substantially lower because the electron in a two-dimensional system 
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can be scattered only in a plane, whereas in a bulk material it has an additional degree 

of freedom. This means that these results can be viewed as reasonable, and could be 

confirmed by a suitable experiment. 
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Magnetization reversal and domain structures in thin Co films in the thickness range 2 < d < 100 nm 

with in-plane magnetic anisotropy were studied. Both magneto-optical (MO) vector magnetometry and 

MO microscopy were used. A crossover of in-plane anisotropy symmetry from two-fold to six-fold was 

observed with increasing thickness of the Co layer from 2 nm to 100 nm. The evolution of the domain 

structure during magnetization reversal was studied for various orientations of the magnetic field relative 

to the anisotropy easy axis using a longitudinal Kerr MO microscope.  

Key words: magnetization reversal; domain structure; Kerr effect; magneto-optic vector magnetometry 

1. Introduction 

Studies of magnetic domain structures and magnetisation processes occurring in 

nanostructures are attractive for both scientific and technological interests. Magneto-

optical MO vector magnetometry combined with MO microscopy are powerful tech-

niques for flexible anisotropy analysis with high sensitivity. Such a magnetooptical 

study of ultrathin Co films with in-plane anisotropy was the purpose of this work. 

2. Experimental details 

Sample preparation. The Au/Co(d)/Au sandwiches were grown in a molecular 

beam epitaxy system Riber EVA 32 in the low range of 10–10 Torr vacuum. Al2O3  

_________  
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(11–20) substrates buffered with a 20 nm thick Mo layer were used. Co and Mo were 

evaporated from electron guns and Au from an effusion cell at the rates lower than 

0.05 nm/s. The bottom 20 nm Au layer, deposited directly on the Mo buffer, was an-

nealed at 200 °C to minimize its surface roughness. A cobalt layer with a selected 

thickness d from the range 2–100 nm was then grown at 300 K. Finally, the whole 

structure was covered with an 8 nm thick gold layer. The growth process of the sam-

ples was monitored in-situ by RHEED. A more detailed description of sample prepa-

ration and structural characterization is provided elsewhere [1].  

MO vector magnetometry. Measurements based on the MO Kerr effect were per-

formed at room temperature with the laser light wavelength of 640 nm and spot di-

ameter of 0.5 mm. Three components of the magnetization vector were separated us-

ing an adjustable in-plane magnetic field produced by a computer-controlled 

electromagnet and using a precise sample rotation system. The polar (perpendicular to 

the film) magnetization component was measured using the polar MO Kerr effect. 

The longitudinal and transversal in-plane components (parallel and perpendicular to 

the applied magnetic field) were measured using the longitudinal MO Kerr effect. 

3. Results and discussion 

The transition from the out-of-plane easy magnetization axis state to the in-plane 

state occurs at a Co film thickness of about 1.8 nm [2]. MO vector magnetometry 

shows the existence of easy magnetization axes oriented in the plane of the film for 

the Co layer thickness d > 2 nm. A two-fold symmetry of the magnetization reversal 

process was observed for the values of d smaller than 10 nm. This is probably related 

to a small, unintentional (less than 0.5 deg) miscut of the Al2O3 substrate. A similar 

behaviour was reported in other papers (see Refs. [4, 5]). Six-fold symmetry was 

found for thicker (d >10 nm) Co films. The analysis presented below is based on the 

results obtained for the sample with a 31 nm thick Co film.  

The hard magnetization axis normal to the film plane can be deduced from the 

hysteresis loops shown in Figs. 1a–c. The lack of remanent magnetization (Fig. 1a) is 

evidence for magnetization alignment in the plane of the sample. Two different shape 

loops recorded for various orientations of the in-plane applied field are shown in Figs 

1b, c. They suggest the occurrence of in-plane anisotropy depending on the azimuthal 

orientation. The six-fold symmetry is visible in the angular dependence of the longi-

tudinal remanence of ellipticity (Fig. 2a), with a weak transverse component (com-

pared to the longitudinal effect). Six-fold symmetry is also present in the angular de-

pendence of the transversal remanence (Fig. 2b).  

The magnetization reversal processes, with the resulting multi-domain structure, 

can be deduced from the shape analysis of the low field longitudinal loops shown in 

Figs. 1b, c. Observations of domain structures (DS) were performed with a longitudi-

nal Kerr effect micro-magnetometer equipped with a home-made polarizing optical 

microscope. Both high-sensitivity and high-resolution micro-magnetometer configura-
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tions [3] were applied. The former setup was used to obtain an overview of the do-

main pattern on a large scale. The advantage is the lack of optical elements other than 

the sample between the polarizer and analyzer, making contrast conditions optimal. 

Images with a light inclination angle of 50° are presented in Figs 3a-c. The evolution 

 

  

Fig 1. Hysteresis loops in a sample with 31 nm thick 

Co layer: a) polar configuration, b) longitudinal  

configuration, magnetic field is in hard axis  

direction, c) longitudinal configuration,  

magnetic field applied in easy axis direction,  

φ – the angle between applied magnetic field  

and a specified edge of the sample  

  

Fig. 2. Polar plot of ellipticity remanence: a) longitudinal, b) transversal.  

Measurements were performed for the sample with 31 nm thick Co layer 
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 a) 

H 

 c)  b) 

 

Fig. 3. Domain structures in the sample with 31 nm thick Co layer: a, b) magnetic field applied in the easy axis  

direction φ = 35°, c) magnetic field applied in the hard axis direction, φ = 5°. Size of the pictures 

 – 8 mm×10 mm. Remanence images DS obtained by magnetic field impulses; amplitude 20 Oe, time 600 ms 

of domain structure during magnetization reversal was studied for various orientations 

of the applied magnetic field. The magnetisation reversal for the magnetic field ap-

plied along the easy axis is shown in Figs. 3a, b. The domain wall propagation 

mechanism is dominant here. A higher density of nucleation centres was observed 

when the magnetic field was applied in the direction of the hard axis (Fig. 3c). 

4. Conclusions 

MO magnetometry studies carried out for samples with Co layer thickness of 

d > 2 nm reveal the thickness dependence of in-plane magnetic anisotropy. The two-

fold symmetry of in-plane anisotropy changes to six-fold symmetry with increasing 

Co layer thickness above d = 10 nm. Most probably, the two-fold symmetry is due to 

the small unintentional substrate being miscut, and the six-fold one is caused by the 

magnetocrystalline anisotropy of the dominating cobalt hcp phase in thick layers [6].  
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The paper provides the results of exchange-biased simulations of a single ferromagnetic (FM) layer 

coupled to a quenched antiferromagnetic (AFM) region using the Random field Ising model (RFIM). 

From the RFIM algorithm, the shapes of exchange-biased hysteresis loops and featuring perpendicular 

magnetic anisotropies were obtained. Providing a possible explanation for this effect, the recognized 

stable part of an interface magnetization, represented by unreversed spins at the interface, was evidently 

simulated. The obtained results are consistent with the domain state model (DSM) model, in which a part 

of the AFM interface magnetization is stable during hysteresis loop creation. 

Key words: spintronics; exchange-bias; magnetization reversal 

1. Introduction 

The simulation of exchange-biased phenomena is important for intensive theoretical 

and experimental research whose results have already been applied to magnetoelectronics 

and will soon be used in novel devices where electron-spin plays an important role [1–4]. 

One of the most important components of spintronic devices are exchange-biased magnetic 

thin layers. The phenomenon of importance can be described as shift of the hysteresis loop 

of a ferromagnetic material along the field axis and as enhancement of the coercive field, 

observed in coupled ferromagnetic (FM) and antiferromagnetic (AFM) thin films after 

being deposited in a magnetic field or field cooling below the Néel temperature of the 

AFM. This effect, which exists at the ferromagnetic/antiferromagnetic (FM/AFM) inter-

face, can be tailored on the atomic scale by structural modifications in the AFM bulk  

[5–6]. Such efforts have been adequately described within the domain state model (DSM) 

of exchange-bias [7, 8] and experimentally confirmed by crystal structure dilution [5] and 

ion irradiation [9]. The DSM approach is based on Monte Carlo calculations using the 

_________  
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heat-bath algorithm [10]. Apart from the DSM, other numerical methods can be applied. 

One of them is based on the random field Ising model (RFIM) [11–13]. Presented here are 

the results obtained from numerical simulations using the RFIM algorithm. In particular 

spin reversibility influenced by atomic roughness at the interface was analysed. 

2. Simulations 

The RFIM approach can be used to simulate the bias of the FM layer by the AFM 

region. It has been applied by Illa [14] who intended to reproduce the properties of 

a single layer of ferromagnetic spins placed on a totally quenched AFM. We propose 

a similar approach, our results, however, can be interpreted in the scope of perpen-

dicular magnetic anisotropies. 

In the current simulation, in order to block spins, the exchange constant between 

neighbouring FM spins was enhanced at randomly distributed positions from its nor-

mal value of 1 to a larger value, for example 10. Thus, the complete magnetic field at 

a given lattice point i was calculated as 

 
4

ext

1

( )
j

G

i ij j i

j

H J S h H

=

=

= + +∑  (1) 

where Jij is the exchange constant (coupling constant) randomly enhanced to JE > Jij = 1, 

Sj is the spin with the value of +1 or –1, G

i
h  is the Gaussian distributed field represent-

ing atomic roughness at the interface, and Hext is the externally applied magnetic field. 

During simulations, when the total field changed its algebraic sign at a given point, the 

spin flipped into the opposite orientation. Further, the magnetization of the system was 

calculated as the ratio of the algebraic sum of spins and the total system square dimen-

sion. All simulations started from a saturation state, in which all spins were at +1 posi-

tions. The simulation was carried out using one-dimensional periodic conditions of the 

Born-Karman type. Additionally, numerical experiments were carried out with 

2-dimensional periodic conditions, and even with no periodic conditions, but this did not 

change the obtained results. The results were averaged over many trails, the averages 

attaining constant values after about 20 replications. Details of the influence of bound-

ary conditions, the dimensions of the investigated system, and the number of disorder 

realizations on the performance of the RFIM can be found in the author’s other work 

[15]. Calculations were carried out on a computer cluster consisting of 16 PCs to in-

crease numerical performance. The time needed to make and to average 103 trails was 

about 40 minutes for a 50×50 spin system. 

3. Results and discussion 

Figure 1a and its inset provide the results of simulation carried out for a 50×50 lat-

tice, the standard deviation of the random fields being σ = 1.65, the enhanced ex-
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change constant JE = 20, the fraction of enhanced bounds f = 0.03, and the external 

magnetic field intensity ranging from –2.7 to 8. Figure 2a and its inset provide results 

 

 

 

  

Fig. 1. Simulation of exchange-bias for a system with σ = 1.65. The simulation starts from saturation 

under the applied magnetic field 8 a. u, ranging between 8 a. u. and –2.7 a.u. Other input data are given 

in the figure: a) hysteresis loop with unreversed part of magnetization (Inset: the whole loop),  

b) randomly distributed locations for the enhanced exchange constants JE,  

c) completely unreversed spins in +1 positions (grey squares), spins not reversed 

from –1 orientations for a field intensity of 2.7 (white squares), and fully reversed spins (black region) 

 

 

  

Fig. 2. Simulation of exchange-bias for a system with σ = 3.0. The simulation starts from saturation under 

the applied magnetic field 10.5 a. u. ranging between 10.5 a. u. and –2.7 a.u. 

Other input data are given in the figure: a) hysteresis loop with unreversed part of magnetization  

(Inset: the whole loop), b) randomly distributed locations for the enhanced exchange constants JE,  

c) completely unreversed spins in +1 positions (grey squares), spins not reversed 

from –1 orientations for a field intensity of 4.5 (white squares), and fully reversed spins (black region) 

b) 

c) 

b) 

c) 
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for a standard deviation of the random fields σ = 3, the fraction of enhanced bounds 

f = 0.05, and the external magnetic field intensity ranging from –4.5 to 10.5. 

The obtained asymmetrical minor loops (Figs. 1a, 2a) point to the existence of un-

reversed spins during loop creation. What should be emphasized is that these spins 

can be divided into two parts. The first set of spins can be distinguished as the field 

decreases from its maximum to minimum value, and where some spins are unreversed 

(grey squares in Figs. 1c, 2c). The other part can be recognized when the field in-

creases back to its maximum value – these spins were reversed when the field de-

creased, but some of them were not reversed back (white squares in Fig.1c, 2c). Obvi-

ously, the spins that are unreversed during this first period of the hysteresis loop 

remain unreversed until the end of a given simulation of the hysteresis loop. In this 

way, the current effects differ from those provided by X. Illa, where under the same 

assumptions and applied algorithm, FM spins seem to be completely reversible from 

their –1 orientations. For clarity, the black regions in Figs. 1c, 2c represent +1 orienta-

tion of spins – these spins are completely reversible from +1 to –1 and back to +1. 

Figs. 1b, 2b provide information on the randomly distributed locations of the en-

hanced exchange constants JE. 

 

Fig. 3. Simulation of the total loop for the external magnetic field ranging from –20 to 20 

The results reported here are consistent with the DSM model [16, 17], where 

a part of the AFM interface magnetization is stable during creation of the hysteresis 

loop and leads to the up-shift of the AFM hysteresis loop with open ends. In the DSM 

model which recognizes this phenomenon, the irreversible part of the interface mag-

netization of the AFM acts as an additional effective field influencing the FM, and is 

a source of exchange bias and unidirectional in-plane magnetic anisotropy. Thus, the 

RFIM results provided here and the DSM results provide information about the stable 

part of AFM/FM interface magnetization. Furthermore, the results provided here pos-
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sess equivalents in experimental reality. The AFM crystal lattice dilution, using dif-

ferent atom substitutions, and exchange-bias in the AFM/FM system, were realized 

technologically in CoO/Co bilayers – the AFM CoO structure was modified by insert-

ing non-magnetic substitutions of the Co1–xMgxO type [18]. 

Figure 3 provides results of a total loop, for which the external magnetic field inten-

sity ranges from –20 to 20, the standard deviation of the random fields being σ = 3, the 

enhanced exchange constant JE = 20, and the fraction of enhanced bounds f = 0.05. This 

proves that the effects observed in these simulation correspond to minor loops. 

4. Conclusions 

What can be concluded from the RFIM results shown here, is the existence of un-

reversed spins of two types: unreversed from the +1 orientation and unreversed from 

the –1 orientation. Importantly, the examination of the data provided here indicates 

a correlation with results obtained within the DSM model of exchange-bias for the 

AFM layer at the AFM/FM interface. 

Despite this consistency with the DSM model, however, we have tested several 

types of boundary conditions imposed on the 2D structure. The results were not sensi-

tive to these in-plane features. We can conclude that we simulated perpendicular out-

of-plane magnetization reversal. The observed pinning of ferromagnetic spins was 

influenced by the AFM. It seems realistic that the obtained unreversed part of inter-

face magnetization can be transferred into another perpendicular direction, a third 

dimension. Importantly, layered structures with perpendicular magnetic anisotropies 

have been experimentally realized [19] with IrMn applied to exchange-biased Co/Pt 

multilayers. The model presented in the present paper can be easily extended onto the 

3D type to simulate perpendicularly exchange-biased structures as well. 

The authors hope that these results will contribute, at least partially, to full under-

standing of the exchange bias phenomenon [20]. It seems that much work in this area, 

however, still remains to be done. 
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Electronic transport through carbon nanotubes  

with ferromagnetic electrodes or in magnetic fields 
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Spin-dependent electronic transport through carbon nanotubes (CNTs) was studied, either sand-

wiched between ferromagnetic contacts or in external magnetic fields. Attention was paid to the conduc-

tance dependence on geometrical size (the length and diameter) of the CNTs, chirality, and conditions at 

CNT/contact interface. The CNTs are end-contacted to fcc (111) metallic leads, and the relative atomic 

positions at the interfaces are determined by the relaxation procedure. Additionally, a charge neutrality 

condition is imposed on the extended molecule (i.e., CNT with a few atomic layers of the leads) in order 

to fix the band line-up of the whole system. Using a single-band tight-binding model and a Green’s func-

tion technique, it is shown that if the electrodes are ferromagnetic, quite a considerable giant magnetore-

sistance effect can occur. For paramagnetic electrodes in a parallel magnetic field, clear Aharonov–Bohm 

oscillations are observed, with distinct minima in the conductance. The depth of the dips depends on the 

diameters of the CNTs, most likely due to some unintentional doping from the contacts. In the case of 

perpendicular geometry, pronounced conductance oscillations appear whenever the magnetic length 

becomes smaller than the perimeter of a CNT. 

Key words: carbon nanotube; electronic transport; magnetoresistance 

1. Introduction 

Carbon nanotubes (CNTs) are tubular structures made of graphene (two-
dimensional graphite) by rolling it up along the so-called wrapping vector [1]. The 
wrapping (or chiral) vector, Ch, is fully defined in terms of its components (n, m) in 

the basis vectors a1 = ( 0.5 3,a 0.5a) and a2 = ( 0.5 3,a –0.5a), where a = 2.46 Å is 
the lattice constant of graphene. Typically, the length of CNTs ranges from several 
hundred nanometers up to a few micrometers, whereas their cross-sections are quite 
small and amount only to several nanometers for single-wall (SW) CNTs, and roughly 
10 times more for multi-wall (MW) CNTs. Remarkably, the physical properties of the 
CNTs depend critically on their chirality, that is, on the manner in which they fold up 

_________  
*E-mail: stefan.krompiewski@ifmpan.poznan.pl 
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from the pristine graphene plane. CNTs whose chiral vector components fulfil the 

condition that n–m is divisible by 3 are metallic, otherwise they are semiconducting. 

Metallicity (or lack thereof) is fully related to the electronic structure of nanotubes 

and the absence (presence) of energy gaps. To see how the so-called zone folding 

proceeds, let us start with a graphene energy spectrum: 

 23
( ) 1 4cos cos 4cos

2 2 2

y yx
k a k ak a

E k t= ± + +

�

 (1) 

where t is the nearest neighbour transfer (hopping) integral, regarded hereafter as the 

energy unit. Now, in order to obtain the band structure of a CNT, one simply imposes 

cyclic boundary conditions on the chiral vector Ch, and the k vector becomes quan-

tised according to Ch k = 2πj, j = 1, 2, ... . Specifically, in the case of the armchair 

SWCNT, Ch = (n, n), one finds: 

 2π
( , ) 1 4cos cos 4cos

2 2

y y

y

k a k aj
E k j t

n
= ± + +  (2) 

Similarly, for another most fundamental symmetry, the zigzag with Ch = (n, 0), the 

results reads: 

 23 π π
( , ) 1 4cos cos 4cos

2 2 2

x

x

k a j j
E k j t= ± + +  (3) 

It can be easily seen that, in agreement with what has been stated before, armchair 

CNTs are always metallic, in contrast to zigzag ones, which have a gap unless n is 

a multiple* of 3. Undoped CNTs have a Fermi energy at E = 0 (charge neutrality 

point), and the valence (lower) bands cross the conductance (upper) bands in metallic 

CNTs exclusively at k = ±2π/3a and 0 for the wrapping vectors (n, n) and (3i, 0), re-

spectively. This observation suggests that metallic CNTs can be easily driven to 

a semiconducting state upon applying external disturbances such as mechanical strain 

or magnetic field. Both theoretical and experimental studies fully confirm this sugges-

tion [2–5]. In this paper, attention is directed to the physical properties of CNTs, 

which might be utilized in emerging spin electronics – spintronics. Attention is there-

fore directed to the effect of magnetic field on electronic transport through CNTs, as 

well as to so-called giant magnetoresistance (GR) observed when CNTs are sand-

wiched between ferromagnetic electrodes. The paper is organized in the following 

way. In Sec. 2 the mathematical apparatus and simulation method of the devices of 

interest are described, followed by results elucidating size and chirality effects. Sec. 3 

is devoted to the GMR effect and Sec. 4 shows results on the conductance of CNTs in 

_________  

*Incidentally, even for zigzag CNTs with modulo (n, 3) = 0 it is straightforward to show that in the 

case of anisotropic hopping integrals, t⊥ ≠ t║, a narrow gap does open. 
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the presence of either parallel or perpendicular magnetic fields. Finally, Sec. 5 sum-

marizes the main results of the paper. 

2. The method and geometrical aspects 

The method is based on a single-band tight-binding model and is applied to both  

p
z
(π) electrons in CNTs and s electrons in metal-electrodes. In general, computations 

are performed within the non-equilibrium Green’s function method (see e.g. [6] and 

references therein), using the following relations for the Green’s function (g), electron 

density matrix (ρ), and current (I), with L, R, and C referring to the left and right elec-

trodes and the CNT itself, respectively: 

 ( )
1

C L R
g E H Σ Σ

−

= − − −  (4) 

 †1
( )

2π
L L R R

dE g f f gρ Γ Γ= +∫  (5) 

 †( ) ( )
L R L R

e
I dE f f Tr g g

h
Γ Γ= −∫  (6) 

where Гα = i(Σα – Σα
†), Σα = TCα gα TCα

†, and fα is the Fermi function with the chemical po-

tential μα = μ±eV/2 for α = L, R. Additionally, TCα is the matrix that couples the CNT to the 

α-th electrode, V stands for the voltage, and gα is the surface Green’s function of the infi-

nite lead, E denotes energy, and HC – Hamiltonian of an isolated CNT. The electric current 

I yields a differential conductance G = dI/dV, which in the equilibrium case, V = 0, reduces 

to the well-known Landauer–Büttiker formula 

 
2

†( )
L R

e
G Tr g g

h
Γ Γ=  (7) 

The devices of interest here are CNTs end-contacted to metal electrodes. They are 

simulated as described in [7]. It is noteworthy that the structures in question are re-

laxed using the Lennard–Jones potential in order to find energetically favourable posi-

tions of carbon atoms with respect to electrode atoms. During the relaxation process, 

the external electrodes are allowed to rotate and shift independently of each other, and 

in the case of double-wall (DW) CNTs the inner carbon tube is also free to rotate. The 

nearest neighbour hopping integrals are kept constant (equal to t) within the cut-off 

radii throughout the whole system, whereas inter-tube hopping is set to 

 
int

cos exp
8

ij

ij

d bt
t θ

δ

−⎛ ⎞
= − ⎜ ⎟

⎝ ⎠
 (8) 

where θij stands for the angle between the π orbitals, dij is the relative distance, and the 
two remaining constants are δ = 0.45 Å and b = 3.34 Å [8]. In order to line up the 
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Fermi energies of the CNTs and the model electrodes, the charge neutrality require-

ment has been imposed on the so-called extended molecule consisting of the CNT and 

two closest atomic planes from each electrode. The charge has been calculated from 

Eq. (5) in a self-consistent way by shifting all the on-site potentials of the extended 

molecule so as to ensure global charge neutrality at EF = 0.  

 

Fig. 1. Conductance of the armchair SWCNT (8,8) as a function of energy. The dashed line 

corresponds to a pristine (ideal infinite) CNT, whereas the thin (thick) curve to one 

with finite length, and L = 41 carbon rings (L = 82 carbon rings). Note a periodic  

behaviour below E ≈ 0.4, and a halving of the period as the length doubles 

 

Fig. 2. Conductance spectra for 2 zigzag tubes with different diameters. 

 The stepped curves represent pristine tubes, and the others correspond to  

L = 45 carbon rings. Thick (thin) lines apply to the larger (smaller) diameters 
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Figures 1 and 2 present the effect of length, diameter, and chirality on the electri-

cal conductance of SWCNTs. As a reference, pristine nanotubes infinite in length are 

also shown, and they are purely ballistic conductors quantised in integer multiples of 

the fundamental conductance unit e2/h (per spin). It is readily seen from Fig. 1 that in 

the vicinity of the charge neutrality point (EF = 0) the conductance is a periodic func-

tion of energy, with a period inversely proportional to the length. Otherwise, the con-

ductance is strongly reduced when compared to that of an infinite CNT. They are also 

quite irregular, but still reveal some extra features at energies corresponding to van 

Hove singularities (or steps) of the latter. Figure 2 shows that in the case of semicon-

ducting zigzag nanotubes the “memory” about van Hove singularities seems to be lost 

rather quickly as the diameter increases. Another observation is that the region of 

small conductance narrows with increasing diameter due to the onset of new sub-

bands. In fact, these results show that nominally semiconducting CNTs can become 

slightly metallic due to doping by the electrodes. The doping depends in general on 

the work functions of the involved materials (carbon vs. the electrode metal) and on 

the area of the contact region, so it is the most effective for ultra-short CNTs with 

a high percentage of atoms at the interface. 

3. Giant magnetoresistance 

If electrodes are ferromagnetic and the spin-diffusion length is long enough, the 

giant magnetoresistance effect can occur (for an excellent review on spin-transport in 

nanoscopic systems see Ref. [9]). Here, it is defined as GMR = (G↑↑ – G↑↓)/G↑↑, where 

the arrows ↑↑ and ↑↓ denote aligned and anti-aligned magnetization orientations of 

the electrodes. 

Motivated by recent experimental findings [10–12] which show that the magnetore-

sistance of ferromagnetically contacted carbon nanotubes reveals a peculiar behaviour, 

including the appearance of the so-called inverse GMR for some samples, the present 

author has studied such systems for several years [6, 7, 13, 14]. The studies were carried 

out in the quasi-ballistic regime, although most of the hitherto existing experiments 

concern the diffusive regime and highly resistive devices. It turns out, however, that 

the ferromagnetic electrodes can also form low resistive junctions with CNTs. This 

was demonstrated in [15], where MWCNTs were sandwiched between electrodes 

made of the ferromagnetic alloy Pd1–xNix (x ≈ 0.7), and shown to have resistances 

below 100 kΩ at room temperature. 

Figure 3 presents the conductance and GMR for a double-wall carbon nanotube, 

which consists of 45 zigzag rings and 39 armchair rings (45–(5, 0)@39–(8, 8)). The 

corresponding lengths are then roughly the same (ca. 5 nm each), so both the inner 

and outer tubes can be regarded as being contacted to the magnetic electrodes. Quan-

tum oscillations are inherent in quantum transport phenomena, yet in the case of 

MWCNT they are often reported to be washed-out by disorder coming from inter-wall 

interactions [16, 17]. To mimic a possible effect of disorder, conductance curves have 
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been energy-averaged. The averaged curves, along with the resultant GMR (dashed), 

are drawn with solid lines. The averaging was made over the energy-level spacing, 

which is the most obvious energy-scale in this context.  

 

Fig. 3. Conductance and GMR for a double-wall 

carbon nanotube, which consists of 45 zigzag rings 

and 39 armchair rings (45-(5,0)@39-(8,8)). The 

energy averaged conductance (over energy bins 

equal to the energy-level spacing) and resulting 

GMR are depicted by thick lines. The averaging 

mimics the anticipated effect of disorder 

 

Fig. 4. Conductance and GMR for an armchair 

DWCNT (3,3)@ (8,8). There are 39 (38) carbon 

rings in the outer (inner) tube, so that the inner  

tube is out of contact with the drain. The thick  

dashed line is defined as in Fig. 3 

In order to gain deeper insight into the role of the inner tube, Fig. 4 depicts the re-

sults for the pure armchair DWCNT (38–(3, 3)@39–(8, 8)). The inner tube in this 
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case is by one inter-ring spacing (half the lattice constant) shorter than the outer tube and 

is out of contact with the drain electrode. Hence, the systems presented in Figs. 3 and 4 

are similar, since the zigzag nanotube (5, 0), as a semiconductor, also does not con-

duct (due to the energy gap in the interval |E/t| < 0.2). The most important conclusion 

to be drawn from this comparison is that the former DWCNT has a much larger and 

more robust GMR at the neutrality point than the latter one, which happens to change 

the sign at EF and reveals large conductance fluctuations. A more detailed analysis [7] 

shows that these peculiarities originate from inter-tube quantum interference effects 

and would be suppressed if tint were allowed to vanish. 

4. Carbon nanotubes in magnetic fields 

Recently, two seminal papers have been published on the magnetoconductance of 

CNT-based devices [4, 5]. The papers were motivated by theoretical predictions that a 

magnetic field can drastically modify the electronic band structure [1, 3], including 

periodic opening (closing) of energy gaps and a splitting of van Hove singularities in 

the density of states. In this section, an attempt is made to generalize the hitherto ex-

isting theoretical studies (restricted to free CNTs) by taking into account the presence 

of electrodes and accompanying charge transfer processes. Within the tight-binding 

method, a magnetic field can be most conveniently implemented by the well-known 

Peierls substitution, t → texp[i(2π/Φ0)ξ], where the phase factor is given by [1]: 

 
Δ

h

x

C
ξ Φ=  (9) 
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Δ 2π 2π( Δ )
cos cos

2π Δ

h

h h

C B y x x x

x C C
ξ

⎡ ⎤+⎛ ⎞
= −⎢ ⎥⎜ ⎟
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 (10) 

and for the parallel and axial magnetic field orientations. Above, Φ is a magnetic flux 

penetrating the cross-section of the CNT, Φ0 is the magnetic flux quantum, B denotes 

a uniform static magnetic field, whereas x (Δx) and y (Δy) stand for circumferential 

and axial coordinates (increments), respectively. Figure 5 presents magnetoconduc-

tance spectra computed from Eq. (7) at the global charge neutrality point for 3 arm-

chair nanotubes with different diameters. At a perpendicular field (Fig. 3a), there are 

conductance oscillations that show an interesting structure with the number of peaks 

increasing regularly with the diameter. Since on one hand for the increasing diameter 

the curvature of CNTs decreases, and on the other hand in strong magnetic fields the 

magnetic length l = [Φ0/(2πB)]1/2 becomes smaller than the perimeter Ch, the CNT 

electron band structure approaches roughly that of graphene. The observed features 

can be identified as typical interference patterns (the first sharp peak in Fig. 5a always 

appears for l < Ch/2). For the parallel configuration, Aharonov–Bohm oscillations are 

clearly visible, with a constant period of Φ0. The presence of external electrodes manifests 
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Fig. 5. Magnetoconductance of single-wall CNTs versus dimensionless magnetic 

field and flux for perpendicular (a) and parallel (b) orientations. B is normalized  

to the hopping parameter, and Φ to the magnetic flux quantum 

itself by doping and broadening of the energy levels which make a complete opening 

of the gap no longer possible. 

5. Conclusions 

In this work, the effect of external leads (electrodes) on quantum transport through 

carbon nanotubes was analysed. The studies included both geometrical aspects 

(length, diameter, and chirality of CNTs) and those essential for spintronic applica-

tions, i.e. the use of ferromagnetic electrodes and the application of magnetic fields. 

In general, the GMR effect is quite considerable and may reach several tens of per-

cent. It is, however, very sensitive to the internal structure of the MWCNT and de-

pends on the chirality of the inner tubes and inter-tube interactions. This applies even 

to the case when the current flows mainly through the outer tube and the inner tubes 

are either decoupled from one of the electrodes or have a gap in the transport energy 

window. Regarding the influence of magnetic fields, it was shown that electrode-

induced doping modifies magnetoconductance spectra for parallel fields without 

changing the period of Aharonov-Bohm oscillations. The magnetoconductance spec-

tra of CNTs at perpendicular fields, in turn, reveal pronounced oscillations with a 

period that scales with the diameter of the CNT. 
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The magnetic anisotropy of ultra-thin Au/Co/Au magnetic films epitaxially grown on vicinal 

monocrystalline (11–20) sapphire substrates with different miscut angles, covered with a Mo buffer, are 

investigated by means of ferromagnetic resonance and magnetooptical techniques. Changes in in-plane 

magnetic anisotropy symmetry were deduced from the shape analysis of magnetization curves and the 

angular dependence of the resonance field measured in the sample plane. Two-fold and four-fold symme-

try was observed for different miscut angles. The preference of the domain wall orientation was observed. 

The experimental data are discussed taking into account the shape anisotropy, perpendicular uniaxial 

anisotropy, and step-induced uniaxial anisotropy. 

Key words: magnetic anisotropy; ultra-thin film; cobalt 

1. Introduction 

Ultra-thin magnetic multilayers have been intensively investigated due to their inter-

esting physical properties and possible applications for magnetic storage media. Mag-

netic anisotropy, spin-reorientation transition and self-organization in ultra-thin mag-

netic films grown on vicinal surfaces, i.e. substrates with ordered monatomic steps, are 

the properties that attract general attention. Magnetic films grown on vicinal surfaces 

have shown a strong correlation between the structure of the substrate surface and mag-

netic properties. In addition to magnetocrystalline anisotropy, an in-plane uniaxial ani-

sotropy is induced when the film is grown on a stepped surface [1–3]. It can favour 

a magnetic moment alignment perpendicular to the steps [3] as well as parallel to the 

step edges [4, 5]. For Co layers, magnetic anisotropy strongly depends on thickness, 

with the spins flipping from the perpendicular to the in-plane orientation [6, 7]. In the 

_________  
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present work, we report on magnetic anisotropy, magnetisation reversal, and domain 

structures in ultra-thin Co films grown by molecular beam epitaxy on vicinal sapphire 

substrates with miscut angles of 1o and 5o.  

2. Experimental 

Samples grown on sapphire single-crystal (11–20) wafers have the following 

structure: (i) a buffer layer of 20 nm Mo(110) deposited at T = 1000 oC, (ii) a 10 nm 

Au(111) under-layer deposited at room temperature and annealed at T = 200 oC for 

30 minutes, (iii) a 2.4 nm Co layer, (iv) a 10 nm thick Au overlayer. The structures of 

the samples were monitored in-situ by RHEED and Auger spectroscopy.  

Measurements were performed at room temperature by means of a magnetometer 

based on the magneto-optical Kerr effect (MOKE), a polarizing Kerr microscope in 

the polar configuration, and an FMR X-band spectrometer. Magnetization processes 

were studied in both longitudinal (L-MOKE) and polar (P-MOKE) configurations. 

A MOKE magnetometer with laser light with λ = 640 nm enabled the Kerr rotation and 

ellipticity to be determined. The laser beam was focused to a spot 0.5 mm in diameter. 

3. Results and discussion 

The measured resonance field (Hr) is related to magnetic anisotropy constants and 

enables the determination of the easy magnetization axes. An external magnetic field 

H was applied to the sample in different directions, defined by polar θΗ and azimuthal 

ϕΗ  

angles measured from the film normal and substrate miscut direction in the sample 

plane, respectively. By sweeping the amplitude of H, the resonance field Hr was de-

termined for a selected direction defined by the angles θΗ  

and
 

ϕΗ. The experimental 

dependence of Hr on the angle θΗ for samples with different miscut angles is shown in 

Figs. 1a, b.  

An inclination of the easy magnetization axis of about 90° and 70° from the plane 

normal of samples with miscut angles of 1o and 5o, respectively, was deduced (see 

Figs. 1a, b). Figures1c, d depict the dependences of in-plane Hr(ϕΗ) with two-fold and 

four-fold symmetries for samples with miscut angles of 1o and 5o, respectively.  

P-MOKE hysteresis loops for different miscut angles are shown in Fig. 2. The 

loops measured for 1o and 5o miscut angles correspond to in-plane and out-of-plane 

magnetization orientations, respectively. For the monodomain sample, the magnetiza-

tion inclination angle θinc (measured from the film normal) could be determined from 

the relation cosθinc =θK(Hz = 0)/θKmax, where θKmax is the maximum polar Kerr rotation, and 

Hz is the magnetic field applied in the direction perpendicular to the film plane. The value 

of θinc close to 90° and about 70° could be calculated from Figs. 2a and 2b, respectively. 

The shape of the loops is strong evidence of magnetic anisotropy with a canted axis (by 
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about 70° from the normal) for the sample grown on a substrate with a higher miscut. 

These results are consistent with FMR experiments (Fig. 1). 

  

  

Fig. 1. The dependences of Hr(θΗ) for the samples with miscut angles of 1º (a) and 5º (b),  

and for the in-plane samples with miscut angles of 1º (c) and 5º (d) 

  

Fig. 2. Hysteresis loops measured as polar Kerr rotations for different miscut angles: a) 1º, b) 5º; 

for 1°, arccos(θK(Hz = 0)/θKmax) = 90º, and for 5°, arccos(θK(Hz = 0)/θKmax) = 70º 
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L-MOKE hysteresis loops measured in-plane magnetic fields Hx oriented at vari-

ous directions with respect to the miscut direction are plotted in Fig. 3. Curves illus-

trating the magnetization process when the field is applied along the hard and easy 

directions, respectively, are shown in Figs. 3a, c for the sample with a 1o miscut angle. 

The L-MOKE magnetization curves are related to the in-plane two-fold symmetry 

observed in FMR measurements. In the case of a 5o miscut, a complex form of the 

hysteresis loops is observed (Figs. 3b, d). This can be explained by the presence of the 

two easy magnetization axes as found in the FMR experiment. 

  

  

Fig. 3. Hysteresis loops measured as longitudinal Kerr rotations 

for miscut angles of 1º (a, c) and 5º (b, d) and various angles ϕΗ 

 =0, 90º 

The evolution of magnetic domain structure in the sample with a 5o miscut angle is 

presented for two steps of magnetization reversal in Fig. 4. The black and grey areas 

correspond to the change in domain structure after applying magnetic field pulses 

perpendicular to the film direction. The preference of domain wall orientation could 

be found in Fig. 4. A similar effect is observed in Ref. [8].  

To analyse the experimental data, the following energy contributions were taken 

into account: (i) uniaxial anisotropy related to the miscut direction defined by the unit 



Magnetic ordering in ultra thin Co films grown on vicinal substrates 

 

663 

vector vmis = (sinθmis, 0, cosθmis), (ii) shape anisotropy, and (iii) step-induced uniaxial 

in-plane anisotropy in the direction vstep=(0, 1, 0): 

 

( )

( ) ( )
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step step step step
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m v m v

  

where m = (sinθ cosϕ, sinθ sinϕ, cosθ) is a unit magnetization vector, and K1v and K1s 

are the volume and surface anisotropy coefficients [7] determined for a film with 

thickness d. The proposed formula well describes the magnetic anisotropy of the in-

vestigated samples. 

Fig. 4. Magnetic domain structure evolution 

in the sample with a 5º miscut angle (the black 

arrow shows the miscut direction); the sample  

initially saturated by a perpendicular magnetic  

field H > 0. The black and grey areas illustrate the 

change in the structure induced by H < 0 pulses. 

The white arrow illustrates preferential  

domain wall orientation  

In conclusion, we suggest that the magnetic anisotropy of the Co layer can be 

tuned between (i) the easy out-of-plane axis, (ii) the two easy out-of-plane axes, and 

(iii) the easy in-plane axis, by changing the miscut angle of the vicinal substrates and 

Co thickness. Magnetic anisotropy induces a preference of domain wall orientation.  
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We report on transport and magnetic properties of La0.67Sr0.33MnO3/YBa2Cu3O7/La0.67Sr0.33MnO3 
(LSMO/YBCO/LSMO) trilayer structures. The onset of the superconducting transition temperature in 
trilayer structures starts from the sample with a 6 nm (5 unit cells) thick YBCO layer. The M(H) hystere-
sis loop indicates an indirect exchange coupling between LSMO layers across the YBCO layer. Magne-
toresistance studies demonstrate a change in the magnetoconductance of the trilayer structure with mag-
netic field variation, indicating an indirect exchange coupling between LSMO layers across the non-
superconducting YBCO layer. 

Key words: trilayer structure; superconducting transition; exchange coupling; magnetoresistance 

1. Introduction 

Studies of oxide ferromagnet/superconducor (F/S) heterostructures have attracted 

much attention. Using such structures, it is possible to probe the interplay between 

superconductivity and ferromagnetism on the nanometer length scale. Superconduct-

ing and magnetic orders are generally incompatible with each other: it is known that 

the exchange field of magnetic systems reduces the superconducting order parameter. 

A possibility of indirect exchange coupling between F layers across S layers in mangan-

ite/cuprate heterostructures has been predicted theoretically [1]. A signature of this ef-

fect has been recently demonstrated experimentally in LSMO/YBCO superlattices 

[2, 3]. The interplay between spin-polarized materials also has potential applications. 

_________  
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2. Experimental 

La0.67Sr0.33MnO3/YBa2Cu3O7/La0.67Sr0.33MnO3 (LSMO/YBCO/LSMO) trilayer struc-

tures were deposited on (100) [(LaAlO3)0.3 (Sr2TaAlO6)0.7] (LSAT) substrates by high 

pressure sputtering [2, 3]. Magnetic measurements were performed in a SQUID magne-

tometer in the temperature range 5–300 K. Transport measurements were carried out 

with the four-point probe method. For tunnelling magnetoconductance (TMC) meas-

urements, we have synthesized the trilayer heterostructure using a shadow mask, with 

the bottom electrode 2 mm in width and separated by a YBCO spacer layer (7.2 nm 

thick) from the upper electrode of the same width and perpendicular to the bottom 

electrode. Differential conductance dI/dV was measured using a lock-in amplifier with 

an amplitude of 10 μV. The measurements were performed with a magnetic field par-

allel to the trilayer, with a DC bias voltage of 0.15 mV in a current perpendicular to 

the plane configuration (CPP). 

3. Results and discussion 

In this report, we present the measurements of LSMO/YBCO/LSMO trilayer 

structures, with YBCO layer thickness varying from 5 to 7 unit cells (u.c.) and LSMO 

layer thickness kept at 10 nm (25 u.c.). Figure 1 shows the temperature dependence of 

the resistance of trilayers with 5 (LaY114), 6 (LaY115), and 7 (LaY116) u.c. thick 

YBCO layers. It can be seen that the onset of the transition to the superconducting 

state is observed beginning from the sample with a 5 u.c. thick YBCO layer. In all 

measured samples, the Curie temperature was higher than 300 K. The in-plane M-H  

 

 

Fig. 1. Temperature dependences of resistance 

in trilayers with 6 nm (LaY114), 7.2 nm 

(LaY115) and 8.4 nm (LaY116) thick YBCO 

layer. Inset: hysteresis loop measured  

at T = 5 K in the sample LaY114 

loop recorded at 5 K represents two magnetic contributions (see the inset in Fig. 1). At 

relatively small magnetic fields (below 100 Oe), the soft part of ferromagnetic LSMO 
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layers is observed, whereas the reversal of magnetic moments takes place at higher 

fields and saturates at about 650 Oe. This observation can be interpreted as a signa-

ture of indirect exchange coupling between LSMO layers across the YBCO supercon-

ducting layer. According to the theoretical model [1], there is a possibility of such 

a coupling, both above and below the superconducting transition. To confirm this  

 

 

Fig. 2. Dynamical conductivity vs. applied magnetic field of LSMO (100 nm)/YBCO  

(7.2 nm)/LSMO (100 nm) trilayer measured at T = 4.2 and 77 K 

effect, we measured the magnetoresistance (MR) effect in the LSMO (100 

nm)/YBCO (7.2nm)/LSMO (100nm) trilayer. Our preliminary results are shown in 

Fig. 2. As in tunnel junctions [4], MR demonstrates conductivity variation when the 

magnetic configuration of magnetization changes from parallel to antiparallel, and 

back to parallel. Maximum conductivity is observed when the magnetic moments in 

LSMO layers are parallel, and conductivity decreases when the magnetic moments in 

LSMO layers are oriented antiparallel. For this particular sample, however, the YBCO 

layer is not superconducting, because of the suppression of superconductivity due to 

the exchange field of the thick LSMO ferromagnetic layer. The tunnelling effect ob-

served in the magnetic field indicates the existence of indirect exchange coupling 

between LSMO layers through YBCO being in normal state. This indicates that the 

suppression of Tc0 in the YBCO layer can be attributed to the injection of polarized 

spins from the highly polarized LSMO layer to the YBCO layer. Due to the d-wave 

symmetry of the order parameter in YBCO [1], there is a large population of quasi-

particle excitations. The effect of MR is larger for quasi-particles with spins parallel 

to LSMO layers. 

M-H hysteresis loops for superlattices [2, 3] with YBCO layers 1, 4, 6, and 8 unit 

cells thick demonstrate the antiparallel orientation of magnetic moments in consecu-
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tive LSMO layers at low temperatures. On the other hand, superlattices with YBCO 

layers 2, 3, and 5 unit cells thick demonstrate only parallel alignment. This observa-

tion suggests an oscillating nature of the coupling. Recent experimental results also 

demonstrate a change from antiparallel to parallel alignment of the magnetic moments 

of LCMO layers in LCMO/YBCO/LCMO trilayers [5]. On the other hand, measure-

ments on LSMO/YBCO/LSMO trilayer structures [6] suggest only an antiparallel 

alignment of magnetic moments in LSMO layers. More work is necessary to explain 

the nature of indirect exchange coupling between LSMO layers across YBCO layers. 
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This work provides a brief survey of the Hall effect data collected for some strongly correlated elec-

tron systems. The experimental results illustrate the behaviour of the heavy-fermion system UCu5Al, 

heavy-fermion semiconductor U2Ru2Sn, ferromagnetic superconductor under pressure UGe2, and the 

ferromagnet with a weak 2D localization effect UCo0.5Sb2. 
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1. Introduction 

Over the last three decades, strongly correlated electron systems (SCES) have at-

tracted an increased attention of many experimental and theoretical solid-state scien-

tists around the world. The essential property of f-electron SCES is the instability of 

the f-electron shell and, in consequence, f-electrons in compounds with sp- and d-

elements easily hybridise with conduction electrons. It is well known that the Hall 

resistivity of magnetic materials consists of normal R0 (OHE) and anomalous Rs 

(AHE) contributions. While the normal Hall effect results from the Lorenz force, the 

AHE is related to an asymmetric probability of electron scattering on magnetic cen-

tres. This means that the Hall effect could be a good probe for both electronic and 

magnetic properties in SCES. Recently, we have reported the Hall effect measure-

ments on some U-based SCES, such as the heavy-fermion (HF) antiferromagnet 

UCu5Al [1], HF semiconductor U2Ru2Sn [2], ferromagnetic superconductor under 

pressure UGe2 [3], and low-carrier density ferromagnet with a weak 2-dimensional 

localisation effect UCo0.5Sb2 [4]. In this contribution, some outstanding and interest-

ing features of these investigations will be outlined and highlighted.  

_________  
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2. Results 

The temperature dependences of the Hall coefficient RH for the studied com-

pounds are shown in Fig. 1. At high temperatures RH is proportional to the magnetic 

susceptibility (M/B). For UCu5Al and U2Ru2Sn, the Hall effect data can be described 

based on skew scattering theory [5]. The RH data for UGe2 and UCo0.5Sb2 can also be 

decomposed into negative R0 and positive Rs components. In all the samples, the ex-

traordinary contribution (Table 1) was found to be dominant, indicating that the RH(T) 

dependence is mainly due to incoherent skew scattering by U 5f moments. Carrier 

concentration at room temperature, estimated in a one-band model from R0 values, 

ranges from 0.4 for UGe2, 0.8 for UCo0.5Sb2, 1.2 for U2Ru2Sn to 4.9 e/f.u. for UCu5Al. 

 

Fig. 1. Temperature dependence of the Hall coefficients of UCu5Al,  

U2Ru2Sn, UGe2, and UCo0.5Sb2. The solid lines represent fits (see text) 

Table 1. Hall parameters derived from the fit of the experimental data 

Compound Rs [m
3/C] γ1 [K/T] R0 [m

3/C] n [f.u.] m
*
 [m.e.] 

UCu5Al, H 7 c  0.08 –6.44×10–10 0.9 105 

U2Ru2Sn  0.38 –5×10–10 0.04 48 

UGe2, H 7 c 3.7×10–6  –9.4×10–10 3.1 15 

UCo0.5Sb2, H 7 c 1.3×10–5  –1.96×10–10 0.02 70 

*Fit to the equations RH = R0 + Rsμ0M/B and RH = R0 + γ1ρM/B, where γ1 is a parameter related to the phase shift, M is magneti-

sation, B – magnetic induction, n – is charge carrier concentration at 2 K, and m* – the effective mass at 2 K. 

A different behaviour of the investigated compounds is observed at low tempera-

tures. A remarkable feature is the increase in RH for UCu5Al below 50 K. At 2 K, RH 

achieves the value of 9×10–9 m3/C, corresponding to 0.9 carriers per f.u. Taking  

γ = 210 mJ/(K2·mol U) [1], one can estimate the electron effective mass m* = 105 me. 
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This enhancement of the electron mass points out that a development of the heavy-

fermion state occurs in this compound at low temperatures. 

 

Fig. 2. Temperature dependence of the charge carrier concentration n of UGe2,  

measured with a field applied perpendicular to the 010 and 001 directions 

For U2Ru2Sn, the RH (T) dependence shows a broad positive maximum at about 

80 K and changes its sign below 50 K. At 2 K, RH reaches the value of –1.5×10–8 

m3/C, which corresponds to a single-band concentration of n = 0.04 e/f.u. In the tem-

perature range 15–80 K, the n(T) dependence can be described with the help of an 

exponential law with the energy gap of about 60 K. The latter value is comparable 

with those derived from the specific heat and NMR studies at 70 and 80 K, respec-

tively [2]. All these features point to a gap opening in U2Ru2Sn.  

Physical properties of UGe2 are very unusual. Under the pressure of ~12 kbar, su-

perconductivity with TSC = 0.8 K coexists with ferromagnetism [6]. It has also been 

pointed out that there exists a close relation between TSC and T*. The latter tempera-

ture is a characteristic temperature, visible in the temperature dependence of resistiv-

ity and tending to TSC on increasing pressure. In the ordered state, the coefficients R0 

and Rs of UGe2 have been separated using RH(B) and M(B) data simultaneously. Inter-

estingly, the R0 coefficient displays a distinct anomaly at T*. In consequence, the 

charge carrier concentration calculated within the single-band model has an upturn 

with decreasing temperature below T* (Fig. 2). This phenomenon can be understood in 

terms of the so-called “dual nature” of 5f-electrons. Assuming that a hybridisation 

between the 5f and conduction electrons takes place below T*, one can explain not 

only the carrier concentration, but also the enhancement of the density of states, and 

the itinerant behaviour of 5f electrons at low temperatures. 

The Hall coefficient of UCo0.5Sb2 increases rapidly with decreasing temperature 

below 100 K. This behaviour is associated with a decrease in the carrier concentra-

tion. At 2 K, n falls to 0.024 e/f.u (Fig. 3), making UCo0.5Sb2 a low carrier system. It 

should be emphasised that the Hall mobility in UCo0.5Sb2 changes sharply with tem-

perature. It passes through a maximum of 450 cm2/(V·s) at 20 K and decreases by as  
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Fig. 3. Temperature dependence of the charge carrier concentration of UCo0.5Sb2.  

The inset shows mobility as a function of temperature 

many as two orders of magnitude, i.e. to 3.7 cm2/(V·s) at T = 2 K (see the inset in 
Fig. 3). This change is probably related to a decrease in the carrier collision time. The 
Hall mean free path λ, estimated from RH(T) and resistivity, also shows a dramatic 
drop,  falling from about 350 Å at 20 K to 12 Å at 2 K. The temperature dependences 
of μ and λ may support the weak localization effect suggested previously [4]. 

3. Summary 

This work is an attempt to show some important results obtained by the measure-
ments of the Hall coefficient on four 5f electron-based compounds (UCu5Al, 
U2Ru2Sn, UGe2, UCo0.5Sb2). Though these materials have different ground states, they 
belong to the so-called SCES family. The Hall effect data provided evidence of the 
enhancement of electron effective masses in all the studied compounds and shed new 
light on the behaviour associated with electron correlations. 
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RKKY coupling in diluted magnetic semiconductors 
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This paper is an attempt to modify the classic Ruderman–Kittel–Kasuya–Yosida (RKKY) model to 

allow the analysis of the experimental data of the magnetic resonance measurements. In our calculations, 

we follow the treatment of the original authors of the RKKY model but include the finite band splitting, 

Δ, as a phenomenological parameter. The RKKY exchange is not anymore of the Heisenberg type and an 

anisotropy induced by the direction of carrier magnetization occurs. 

Key words: RKKY coupling; ferromagnetic semiconductor; magnetic resonance 

1. Introduction 

The Ruderman–Kittel–Kasuya–Yosida (RKKY) coupling [1, 2], the exchange in-

teraction between localized core spins mediated by metallic electron gas, has been 

known for 50 years as the basic interaction in metallic ferromagnets. The oscillatory 

character of the RKKY coupling causes a spin glass behaviour in diluted magnetic 

metals. It rules the interlayer coupling in magnetic layered structures. As has been 

shown for the last few years, the RKKY interaction is also the dominant spin interac-

tion in diluted ferromagnetic semiconductors [3, 4]. However, in the case of semicon-

ductors (strictly speaking, of semi-metallic phases of semiconductors), the Fermi en-

ergy, EF, is small as compared to classical metals and comparable to the exchange 

spin splitting of the conduction band, Δ. The small Fermi energy causes the saturation 

of the spin polarization of the carrier spins and some other new effects [5]. 

In this paper, we discuss the consequences of the spin splitting on the RKKY cou-

pling. The investigation of analytical expressions for the distance dependence of the 

exchange coupling shows that in the presence of spin splitting the RKKY exchange is 

not anymore of Heisenberg type but leads to magnetization-induced anisotropy. With 

the increase of Δ, which we treat as a phenomenological parameter, the RKKY cou-

pling evolves from the classical Heisenberg coupling, via anisotropic interaction, to 

_________  
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the Ising coupling. Moreover, the spin splitting leads to the occurrence of various 

contributions to the RKKY coupling which are characterized by different distance 

dependencies and various characteristic lengths. 

2. Magnetic resonance in (Ga, Mn)As 

The formation of magnetic order in semi-metallic (Ga, Mn)As is well described by 

the mean field approach (MFA) models [6]. It is now commonly accepted that the p-d 

exchange is responsible for the hole mediated exchange. Within the MFA, the Zener 

[7], RKKY [1, 2] and Dietl [3, 4] models are equivalent. All of them enable a good 

estimation of the critical temperature. The Dietl model, which attributes the p-d en-

ergy to the carrier spins and takes into consideration the details of the valence band 

structure, additionally allows the estimation of the magnetic anisotropy. Unfortu-

nately, the aforementioned models calculate the energy of the ground state of the sys-

tem but they do not analyse the elementary excitations. Therefore, they cannot be 

directly applied to the discussion of the magnetic resonance. 

Studies of the magnetic resonance show that there are two types of the magnetic 

resonance observed in (Ga, Mn)As [8, 9]. None of them, however, can be attributed to 

any magnetic resonance already observed in similar systems [10–12], and none of them 

has been satisfactorily explained. In particular, ferromagnetic resonance in the semi-

insulating (Ga, Mn)As is characterized by the resonance frequency which matches 

precisely the manganese spin resonance frequency. The absence of any influence of 

the hole spins remains unexplained. The resonance in the semi-metallic (Ga, Mn)As is 

of a very different character. It is characterized by a large anisotropy, a complex struc-

ture which can be attributed to the spin wave resonance and g-factor considerably 

different from that corresponding to the g-factor of the Mn spins. These properties 

allow us to conclude that the resonance corresponds to the ferromagnetic mode of the 

ferrimagnetic resonance [8, 9]. This suggests that the carrier spins are ordered and 

form a macroscopic magnetic moment. Till now, the problem has not been considered 

by any theoretical model. The exchange correction within the Fermi liquid approach 

is the only effect discussed by Dietl et al. [3, 4]. All of the approaches discussed pos-

tulate paramagnetic properties of the carrier spins. 

A quantitative description of the ferrimagnetic resonance requires the solution of 

the equation of motion of two interacting spin subsystems. The precise definition of 

the tensor components describing spin coupling is of crucial importance. In particular, 

the two cases: the Heisenberg exchange and the effective field lead to very different 

types of precession. For example, according to the RKKY model, which treats the 

carriers as a paramagnetic medium and postulates a Heisenberg coupling between the 

localized spins, the resonance in the magnetically ordered semi-metallic (Ga, Mn)As 

should correspond to the isotropic resonance with g = 2. On the other hand, according 

to the Zener model, which predicts a huge mean p-d exchange field affecting each 

spin subsystem, the two resonances corresponding to Mn and hole spins are expected 
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at very high frequencies. None of the models corresponds to the experimental obser-

vations. 

3. Effect of band splitting on RKKY interaction 

The aim of this paper is a critical study of the RKKY interaction and an attempt to 

modify the classic RKKY model to allow the analysis of the experimental data of the 

magnetic resonance measurements. In our calculations, we follow the treatment of the 

original authors of the RKKY model, the difference being that we assume a finite 

band splitting, Δ. We do not specify whether this splitting comes from the spontane-

ous magnetization of the local spin subsystem, if the giant spin splitting is typical of 

DMSs, Δ = (N0β)xMn〈S〉, or finally, whether it is caused by the external magnetic field, 

Δ = gμBB. We obtain the analytical formula for the direction-dependent RKKY range 

functions which are presented in the Appendix. 

  

Fig. 1. The components of the RKKY function as a function of the distance calculated for a simple 

parabolic band with n
c
 = 1027 m–3: a) the solid line represents the J

zz
(r) component, the dashed  

and the dotted lines stand for the contributions from the spin up and spin down subbands. The insert  

shows the dependence of the characteristic RKKY range on the spin splitting, Δ, by plotting r1  

(the positions of the first zeros of two J
zz

(r) contributions) for changing Δ, b) the transverse component 

 J
xx

(r) is plotted as the solid line. The dashed and the dotted line correspond to the two contributions.  

The long-range contribution (dotted line) oscillates in the range of large distances beyond the figure frame 

Figure 1 shows an example of the dependence of the exchange integrals on the dis-

tance for Δ = 0.25EF0, here EF0 is the Fermi energy in the absence of the spin splitting. 

All of them are of oscillating character but their amplitudes and oscillation frequen-

cies are different. As a consequence of one direction being privileged by the splitting 

Δ, a magnetization-induced anisotropy arises. As opposed to the classic RKKY cou-
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pling, which has the form of a strictly Heisenberg-like interaction, the RKKY tensor 

(JRRKY) diagonal components are not all equal in our calculations. The Jzz component 

corresponds to the direction parallel to the conduction band magnetization and the 

components Jxx = Jyy correspond to the perpendicular direction. 

The Jzz(r) component is a sum of two components (Eq. (1) in the Appendix). Each 

of them is the classic RKKY function for different Fermi vectors kF↑ and kF↓. (corre-

sponding to the spin up and spin down subbands). Due to differing frequencies, the 

exchange interaction range λ = π/4kF is different for each of the two contributions. 

The insert of Fig. 1a shows the dependence of the distance r1 (for which the two com-

ponents of Jzz reach zero value for the first time) on Δ. The distance for the majority 

spin subband systematically decreases, while the distance to the first zero increases 

and diverges for a complete polarization. 

It is notable that the Jzz component (Fig. 1a) does not vanish for the half-metal 

case, when only one of the spin subbands is occupied (for Δ larger than the Fermi 

energy). In this regime, the exchange interaction is carried by the total polarized 

charge density of the electron gas (Friedel oscillations). Generally, we can treat the 

classic RKKY interaction as a sum of two Friedel contributions. In the Δ → 0 limit, 

the contributions are precisely equal and the total-charge density oscillations vanish, 

while the spin polarization (RKKY) oscillations remain. For a non-zero spin splitting, 

the contributions are not equal anymore. Finally for Δ > EF0, when only the majority 

spin subband is occupied, the exchange is mediated by the Friedel oscillations only. 

The Jxx(r) component (Eq. (2) in the Appendix) can be expressed as the sum of 

two qualitatively different contributions (Fig. 1b). One of them, shown in Fig. 1b by 

the dashed line, is the modified RKKY function with the oscillations corresponding to 

the sum of the Fermi vectors. The amplitude of this contribution gets smaller as Δ 

increases and vanishes in the half-metal regime. The second contribution, shown in 

Fig. 1b by the dotted line, oscillates with the frequency corresponding to the differ-

ence of the Fermi vectors, kF↑ and kF↓. It is therefore characterized by the long charac-

teristic range. The amplitude of this contribution grows with Δ and in the half-metal 

regime decreases with the further increase of Δ. 

The amplitudes of particular contributions are better seen in Fig. 2, where the mean 

exchange field, Ξ, proportional to the volume integral of the J(r) function is plotted as a 

function of Δ. For the whole range of Δ the longitudinal component of the exchange 

field, Ξzz, is bigger than the transverse one, Ξxx. This means that the magnetization of the 

local spin has the tendency to be oriented parallel to the z direction, as defined by the 

magnetization of the carrier spins. This tendency vanishes with vanishing Δ. Apart from 

the listed dependencies of the contributions on the spin splitting, we see the onset of 

a magnetization-induced anisotropy. The difference, D = Ξzz – Ξxx, corresponds to the 

magnetization-induced anisotropy. The coupling between the local spins evolves with 

Δ, from the pure Heisenberg coupling for Δ = 0, via anisotropic, to the Ising coupling 

in the large Δ limit where the transverse component vanishes. In this regime, the ex-

change field, as seen by a random local spin, is parallel to the electron gas magnetiza- 
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Fig. 2. The dependence of the two RKKY mean field components, 

Ξ
zz
 and Ξ

xx
, on the spin splitting Δ (solid lines). The two contributions  

to the transverse component Ξ
xx

 are marked by the dotted and the dashed line 

tion. In this sense, the Ising form of the exchange coupling between the localized 

spins corresponds to the Zener model, where the p-d coupling between both spin sub-

systems also has only the component parallel to the z axis. Both models, Zener and 

RKKY, neglect the transverse components. However, the Zener approach explains the 

lack of influence of the perpendicular components by the postulated averaging of the 

perpendicular spin components (random phases of spin precession), while the lack of 

the transverse component of RKKY exchange is the consequence of the half-metal 

character and the large spin splitting of the carrier band. 

4. Conclusions 

 Contrary to the intuition given by the Zener model, which suggests an anti-parallel 

orientation of both magnetic moments, tilting of the directions of magnetizations is 

not that energetically expensive. Only in the limit of large Δ, within the range of the 

Ising exchange, the energy of the magnetization deviation as predicted by the RKKY 

coupling and that estimated by the Zener model are similar. For a small value of Δ, 

however, the energy gain for the collinear magnetizations is not as significant as sug-

gested by the Zener model. 

The anisotropic part of the RKKY interaction, which results from the band spin 

splitting, is not very important when discussing the ground state of the system, i.e., 

when the directions of the Mn and the carrier spins are parallel. Its importance in-

creases, e.g., when the carrier magnetization is tilted by an anisotropy field, or in an 

external field when the precession angles of both magnetizations are different. It may be 
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a possible explanation of the shapes of the hysteresis loops. Magnetic anisotropy parame-

ters evaluated from the magnetic resonance studies cannot describe the hysteresis loops 

observed in the transport, Kerr and SQUID measurements. 

The described character of the exchange integrals should also lead to a peculiar 

spin wave dispersion and domain wall structure. The appearance of several contribu-

tions to the range functions components with the different characteristic ranges results 

in the non-parabolic spin wave dispersion. The occurrence of the long-range compo-

nent of the RKKY coupling may lead to a big magnetic stiffness and consequently to 

a high energy of the domain wall. However, this kind of anisotropy has no direct in-

fluence on the observed anisotropy of the spin wave dispersion. 

Appendix 

The function Jzz is given by the analytical formula 
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where m* is the effective mass, ħ = h/2π, h being the Planck constant, and (N0α) is the exchange constant. 

The formula for Jxx = Jyy function is 
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The electronic structures of ternary ytterbium YbAuBi and YbAuSn compounds were studied by  

X-ray photoemission spectroscopy (XPS) and ab initio methods (LMTO-ASA, FP LMTO, FPLO). The 

results showed that the valence bands in these compounds are formed by the 4f orbitals of ytterbium and 5d 

orbitals of transition metals. Full relativistic band calculations (FP LMTO and FPLO) with spin-orbit cou-

pling have shown that the 4f peak consists of two peaks that correspond to the Yb 4f7/2 and 4f5/2 doublet. 

Key words: rare earth compounds; electronic structure; photoelectron spectroscopy; ab initio methods; 

FPLO; FP LMTO 

1. Introduction 

Ternary YbTM (T – transition metal, M – Sn, Bi) compounds crystallise into dif-

ferent crystallographic structures (MgAgAs, LiGaGe, Fe2P, CaLiSn, TiNiSn). The 

magnetic, thermodynamic, and transport properties of this series of ytterbium com-

pounds were studied by Kaczorowski et al. [1]. They found that the compounds  

YbTBi, with T = Cu, Ag, and Au, and YbTSn, with T = Ag, Au, and Zn, are nonmag-

netic with divalent ytterbium ions [1]. In YbPdBi, YbRhSn, and YbPtSn, however, 

they observed localised magnetism with trivalent Yb ions. 

Recently, Szytula et al. [2] studied their electronic structure by X-ray photoemis-

sion spectroscopy. The XPS measurements indicated that YbAuSn and YbAuBi are 

divalent, while YbRhSn and YbPtSn are trivalent. The band structure of Yb com-

pounds was calculated in the past by various ab initio methods [4–10], within the 

_________  
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local spin density (LSD) approximation using various contributions to the exchange 

potentials [4–9]. The divalent, trivalent, or intermediate valence of Yb depends on the 

type of elements in the ytterbium compounds. 

2. Experimental and theoretical methods 

The electronic structures of YbTX compounds were obtained by X-ray photoemis-

sion spectroscopy (XPS) and by ab initio calculations. Measurements were carried out 

on polycrystalline samples [1]. The XPS spectra were measured at room temperature 

using a Multipurpose Electron Spectrometer PHI5700/600 with AlKα monochroma-

tised radiation (hν = 1486.6 eV) and a Leybold LHS10 Electron Photoemission Spec-

trometer with MgKα radiation (hν = 1253.6 eV) [2]. The experimental procedure is 

described in Ref. [2]. 

The electronic densities of states (DOS) of YbTM  have been calculated by the 

spin-polarised self-consistent tight binding linear muffin tin orbital (TB LMTO) 

method in the atomic sphere approximation (ASA) [11, 12] for experimental lattice 

parameters [1]. The scalar-relativistic approximation for band electrons and the full 

relativistic treatment of frozen core electrons were applied. The exchange correlation 

potential was assumed in the form of von Barth and Hedin [13], and gradient correc-

tions were also included [14]. The results of calculations are presented in [2] and [3]. 

Scalar-relativistic (without spin orbit coupling) LMTO-ASA calculations gave a sin-

gle, large peak due to the 4f electrons of Yb near the Fermi level. The position of Au 

was close to that observed in XPS spectra [2]. 

In this paper, we present the electronic structure of YbAuBi calculated by the FP 

LMTO (LmtArt) [15, 16] and FPLO [17] methods. The band structure was calculated for 

the experimental lattice parameter (structure type MgAgAs, a = 0.6848 nm). In both meth-

ods, we applied spin-orbit coupling. In the FPLO scheme, the calculations were performed 

using the full relativistic version of the full potential local orbital minimum basis. For the 

site–centre potentials and densities, expansions into spherical harmonics were used up to 

lmax = 12. The number of k points in the irreducible part of the Brillouin zone was 484. The 

parameterisation of the exchange-correlation potential in the framework of the local spin 

density approximation was used in the form proposed by Perdew–Wang [18]. 

3. Results 

The electronic structure was measured for YbAuBi and YbAuSn, and we calcu-

lated the band structure for YbAuBi including the spin-orbit coupling. In Figure 1, we 

present the XPS spectra of the valence bands of YbAuSn, YbAuBi, and of metallic 

Yb. We observed two peaks below the Fermi level, corresponding to the Yb 4f7/2 and 

4f5/2 doublet, similar to that in metallic Yb. In the region of higher binding energies, 5 
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< E < 10 eV, the peaks correspond to the 5d states of Au and p-electron states of Sn 

and Bi. 

 

Fig. 1. XPS spectra of the valence bands of YbAuBi, YbAuSn, and metallic Yb 

 

Fig. 2. The total density of states of YbAuBi (scalar-relativistic FPLO) 

Recently, we presented the electronic structures of YbAuSn and YbAuBi [2] cal-

culated by the TB LMTO–ASA method [11, 12]. We observed one main peak below 

the Fermi level as well as contributions from the 5d electron states of Au and p-elec- 

tron states of Sn and Bi for higher binding energies. In this work, we present fully 

relativistic full potential band calculations including spin-orbit coupling. Scalar rela-

tivistic full potential calculations (FPLO and FP LMTO) give similar shapes of the 

densities of states (only one main peak below the Fermi level, see Fig. 2.) to those 

seen in TB LMTO-ASA results [2]. The number of 4f electrons obtained from scalar 

relativistic FPLO and LMTO-ASA methods are 13.94 and 13.91, respectively. 



A. JEZIERSKI et al. 686 

 

Fig. 3. The total density of states of YbAuBi (full relativistic FPLO) 

 

Fig. 4. The total density of states of YbAuBi (FP LMTO) 

In Figures 3 and 4, we present the total density of states (DOS) for YbAuBi, ob-

tained by the FPLO [17] and FP LMTO [15,16] methods. The total DOS in Fig. 3 is 

plotted for two spin directions, however the DOS obtained from the FP LMTO 

method is for only one spin direction. We observe a 4f feature below the Fermi level, 

consisting of two peaks, one corresponding to Yb 4f7/2 and the other to the 4f5/2 dou-

blet. The splitting of the peaks is about 1.5 eV, close to that of the XPS spectra [2]. 

The number of 4f electrons of Yb obtained from the FPLO and FP LMTO methods 

are 13.61 and 13.76, respectively. 
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4. Conclusions 

We present the XPS spectra of YbAuSn and YbAuBi compounds and ab intio 

fully relativistic full potential (FPLO and FP LMTO) calculations of the electronic 

structure of YbAuBi. FP LMTO and FPLO calculations (including S-O) give a split-

ting of the 4f states of Yb similar to that from photoemission measurements. Both 

methods give very similar results. The scalar relativistic (TB LMTO and FPLO) 

methods also give similar shapes of the densities of states – one main 4f peak below 

the Fermi energy. Our ab initio calculations confirmed that the ytterbium ion is diva-

lent in YbAuBi as well as YbAuSn (not discussed here). 
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Spin and orbital Kondo effect 

in electrostatically coupled quantum dots 

S. LIPIŃSKI* 

Institute of Molecular Physics, Polish Academy of Sciences, M. Smoluchowskiego 17, 60-179 Poznań, Poland 

The spin polarization of conductance in a system of two capacitively coupled quantum dots is studied 
in the Kondo regime by the equation of motion method. In the case of orbital degeneracy in one spin 
channel, the system can operate as a spin filter. 

Key words: spin-polarized transport; nanoscopic system; Kondo effect 

1. Introduction 

Spin-dependent coherent electronic transport recently attracts great interest due to its 

potential applications in reprogrammable logic devices [1] and quantum computers [2]. 

One of the challenging problems for such applications is to obtain sufficient control over 

spin dynamics in nanostructures. In the following, we address this issue and propose 

a double dot setup that can operate as a spin filter. Our proposal utilizes spin-dependent 

orbital degeneracy and the resulting orbital Kondo effect as a mechanism for spin filtering. 

In this case, the orbital quantum number is conserved during tunnelling and orbital degrees 

of freedom come into play as pseudo-spins [3]. The orbital Kondo effect has been ob-

served in semiconductor double quantum dots [4, 5] and carbon nanotubes [6]. 

2. Model 

We discuss a system of two capacitively coupled quantum dots (DQD) placed in 

a magnetic field. Each of the dots is coupled to a separate pair of leads. The corre-

sponding Hamiltonian reads: 

 
1 2

'

( )
kri kri kri i i i i i i ri kri i

kri i i kri

H c c c c U n n U n n t c c cc
σ σ σ σ σ σ σ σ σ σ

σ σ σσ σ

ε ε
+ + +

′+ −
= + + + + +∑ ∑ ∑ ∑ ∑  (1) 

_________  
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where εiσ = εi + giσh (we set |e| = μB = kB = 1). The first term describes the electrons in the 

electrodes (i = 1, 2, r = L, R), the second represents field-dependent site energies, the third 

and fourth – account for intra and inter-Coulomb interactions, and the last one describes 

tunnelling. Assuming quasi-elastic transport, for which the current conservation rule is 

fulfilled for any ω, one obtains an expression for the current I = ,
i

i

I
σ

σ

∑ within the Keldysh 

formalism, in the form [7] : 

 [ ]
( ) ( )

( ) ( ) ( )
( ) ( )

iL iR

i iL iR i

iL iR

e
I d f fσ σ

σ σ

σ σ

Γ ω Γ ω
ω ω ω ρ ω
Γ ω Γ ω

= −

+
∫

�
  (2) 

where ρiσ (ω) = (–1/π)Im ( ),r

i
G

σ
ω  Giσ denotes Green’s function of the dot, and fir are the 

Fermi distribution functions of the electrodes. We restrict ourselves here to the case of 

equal couplings to the dots, i.e. tri ≡ t. Bare Green’s functions of the electrodes,  

grσ = 
1

kr

k k kr

g g
σ

σ
ω ε

= ≡

−

∑ ∑ , are taken in the form 
0

πg i ρ= − , where ρ0 = 1/2D is the 

assumed constant density of states for ⎥ε⏐ < D, and D is the half of the bandwidth of 

electrons in the electrodes. Consequently, the elastic couplings to the electrodes are 

energy independent, Γirσ (ω) ≡ πt
2
ρ0 ≡ Γ (we set Γ = 1). 

In order to determine the Green’s function, we use the equation of motion method 

(EOM). To truncate higher order Green’s functions, the self-consistent decoupling 

procedure proposed by Lacroix is used [8]. In the limit (U, U1) → ∞ one gets 

 

( )

( )
,

0 0

1 ( )

( )
( ) 2 ( )

l l

r l

i i

i l l

l

n H

G
E F H

Ω

σ σ

σ

Ω

ω

ω

ω Σ ω Σ ω

∈

∈

− −

=

− − + −

∑

∑
  (3) 

where 
0

Σ  = –iΓ is the self-energy for the non-interacting QD due to tunnelling of the 

iσ electron, Ω = {( ,i σ), (i, –σ), ( ,i –σ)}, ( 1  = 2, 2  = 1), nl = (nlL + nlR)/2, and 

 ,

( ') ( ')' ( ') '
( ) , ( )

' 0 ' 0

aD D

l l

l l

D D

f Gd f d
F H

i i

αα

α α

ω ωω ω ω
ω Γ ω Γ

π ω ω π ω ω
+ +

− −

= =

− − − −

∑ ∑∫ ∫  (4) 

3. Numerical results and discussion 

For the considered strong inter and intra-dot interactions, the Kondo effect has two 

possible sources, spin and orbital degeneracies. For h = 0 and ΔE = ε2 – ε1 = 0, the 

spin and charge degrees of freedom of the DQD are totally entangled and the state 

possesses SU(4) symmetry. This corresponds to the highest conductance (DC) in Fig. 

1 (VSD, h ≈  0), where VSD denotes bias voltage. 
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Fig. 1. Differential conductance vs. voltage bias and magnetic field for ε1 = –4, ΔE = 0 

and g1 = g2 = 1 (a) and many-body structure of the DOS for zero bias voltage and h = 0.015 (b) 

A magnetic field lifts the spin degeneracy. The observed high conductance line for zero 

bias (VSD = 0) is due to orbital Kondo effects occurring in both spin channels separately 

(ε1σ = ε2σ, 2
*
SU(2)). In the many-body structure of the density of states (DOS), apart from 

the Kondo peaks there are also satellite peaks, located above and below the Fermi level at 

positions determined by the magnetic field (Fig. 1b). They result from the tunnelling proc-

esses, which link non-degenerate states. The satellites are responsible for the occurrence of 

high conductance lines with VSD = ±2h. Figure 2 presents the polarization of conductance 

in the considered case. The polarization of conductance is defined as PC = (σ+ – σ–) 

/(σ + + σ–), where σ denotes the differential conductance. 

 

Fig. 2. Polarization of conductance vs. voltage bias  

and magnetic field for the same parameters as in Fig. 1 
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Opposite polarizations are observed close to the zero bias line for opposite field 

orientations. This can be used for spin filtering, what has been discussed earlier by 

Borda et al. [8]. The spin asymmetry of the current results from the Zeeman splitting 

of the bare energy levels. In the following, we discuss a different spin-filtering sce-

nario. By an appropriate tuning of gate voltages, orbital degeneracy can be recovered 

for only one spin channel. 

 

Fig. 3. Differential conductance for ΔE = 0.05, g1 = ±g2 = 1 (a) and g1 = 1, g2 = 0.5 (c).  

Fig. 3b presents the many-body structure for zero bias and h = 0.01 

 

Fig. 4. Polarization of conductance vs. gate voltage (ΔE) 

for g1 = –g2 = 1 (solid line) and g1 = 1,  

g2 = 0.5 (dashed line), with ε1 = –4, h = 0.01 
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Figure 3a presents the differential conductance of a DQD for ΔE ≠ 0. The high 

transparency region (VSD, h ≈  0) corresponds to the spin Kondo effect at the dots  

(εi+ = εi–, 2
*SU(2)). The enhanced conductance in this region, marked by the dark cir-

cle, is due to the orbital Kondo effect (ε1+ = ε2– for g1 = g2, or ε1+ = ε2+ for g1 = –g2). 

The orbital degeneracy for the same spin orientation can be used for spin filtering. 

Reversing the spin polarization of conductance can be induced either by a change in 

gate voltage or by reversing the magnetic field (Fig. 4). For g1 = –g2, an antisymmetric 

change in polarization is evident (bipolar spin filter). The four high-conductance lines 

visible in Fig. 3a occur in regions where the satellite peaks of the DOS, located at  

E = ±2h ± ΔE, enter the region between the Fermi levels of the leads from opposite 

sides (Fig. 3b). This happens for bias voltages equal to the positions of the satellite 

peaks. The peaks in the DOS outside the energy region marked by the dashed vertical 

lines in Fig 3b do not play any role in the conductance for the voltage range of Fig 3a. 

DC for a more general case (g1 ≠ g2) is presented in Fig. 3c. The number of high 

transparency lines increases due to the lack of dot spin symmetry or antisymmetry. 

The tunnelling processes within the {εiσ} manifold are specified in this case by a lar-

ger number of characteristic energies. 
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Resonant tunnelling through a single level  

quantum dot attached to ferromagnetic leads 

with non-collinear magnetizations 
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Resonant tunnelling through a non-interacting single-level quantum dot attached to ferromagnetic 
leads is analysed theoretically. The magnetic moments of the leads are assumed to be non-collinear. Apart 
from this, an external magnetic field is applied to the system, which is non-collinear with the magnetiza-
tions. The magnetic moments of the leads and the external magnetic field are, however, in a common 
plane. Basic transport characteristics, including current-voltage curves, differential conductance, and 
tunnel magnetoresistance associated with magnetization rotation, are calculated using the non-equilibrium 
Green function technique. The dependence of transport characteristics on the bias voltage has been calcu-
lated numerically. 

Key words: spin dependent transport; tunnel magnetoresistance; quantum dot 

1. Introduction 

Transport of spin-polarized electrons through quantum dots coupled to ferromag-

netic leads is currently of interest due to possible applications in magnetoelectronic 

and spintronic devices [1–3]. This applies especially to spin valve structures, where 

the transition from parallel to antiparallel magnetic configuration leads to a large 

magnetoresistance effect. Additional interesting effects, such as the precession of the 

dot spin, can arise in structures with a non-collinear orientation of the magnetic mo-

ments of external leads [4, 5]. Such a precession results from an effective exchange 

field exerted on the dot by the ferromagnetic electrodes. 

The magnetism of the electrodes can also lead to some other phenomena, for in-

stance the zero bias anomaly in the cotunneling regime [6]. Additional interesting 

_________  
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effects may arise when an external magnetic field is applied to the dot, leading to 

a spin splitting of a discrete level and modification of transport properties [7]. In this 

paper, we consider transport through a non-interacting (U = 0) single-level dot (impu-

rity) with non-collinear magnetic moments of the leads. The dot is assumed to be in 

an external magnetic field, whose orientation is non-collinear with the magnetic mo-

ments of the leads. Thus, the results generalize those obtained in Ref. [5]. 

2. The model 

The structure under consideration is a non-interacting single-level quantum dot at-

tached to ferromagnetic leads with non-collinear magnetizations. Spin degeneration of 

the discrete level is removed by an external magnetic field, which is non-collinear 

with the magnetizations of the electrodes. The field and magnetizations, however, are 

assumed to be in a common plane. The axis z of the reference frame is assumed to be 

along the field, whereas the spin moments of the leads are in the (x,z) plane and form 

angles φR (right lead) and φL (left lead) with axis z, as shown in Fig.1. 

 

Fig.1. Schematic illustration of the considered system 

The whole system is described by the Hamiltonian of a general form 

 
D T

H H H H
α

α

= + +∑  (1)  

where Hα describes the electrodes 

 
k

H a aα α β α β α β

β

ε
+

=±

=∑∑ k k k 

 (2) 

for α = L, R (left and right electrode, respectively). Here, εαkβ is the energy of an elec-

tron with a wave vector k and spin β in electrode α, whereas a
α β

+

k
 and a

α βk are crea-

tion and annihilation operators, respectively. The electrostatic energy is included in 

εαkβ, i.e. 0

e
eU

α

α β α βε ε= +
k k

, where e (e < 0) stands for the electron charge, 0

α βε
k

 is the 

single-particle energy for the unbiased system, and the electrostatic potentials 

/2
L

e t
U V=  and /2

R

e t
U V= −  are applied to the system, with Vt being the transport volt-

age. 
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The dot is described by the Hamiltonian 

 
D d

H c c
σ

σ σ

σ

ε
+

=∑  (3) 

where c
σ

+  and cσ are creation and annihilation operators for spin σ, whereas 
d

σ

ε  is the 

energy level of the dot for σ = ↑ or σ = ↓. The Zeeman splitting of the dot level is  

Z d d
Δ ε ε

↑ ↓
= − . Finally, the tunnelling term HT in the Hamiltonian in (1) has the form 

 

cos sin
2 2

sin cos . .
2 2

T
H T a T a c

T a T a c h c

α α

α α α α

α

α α

α α α α

φ φ

φ φ

+ +

+ + − − ↑

+ +

+ + − − ↓

⎧⎡ ⎤
= −⎨⎢ ⎥⎣ ⎦⎩

⎫⎡ ⎤
+ + + + ⎬⎢ ⎥⎣ ⎦ ⎭

∑∑ k k k k

k

k k k k

 (4) 

where Tαkβ stands for the appropriate tunnelling matrix element. According to our defini-

tion, the spin projection on the local quantisation axis in the leads is denoted by β = + and 

β = – for spin-majority and spin-minority electrons, respectively, whereas spin projection 

on the global quantization axis (axis z in this case) is denoted by σ = ↑ and σ = ↓. 

3. The method 

In order to calculate the current and other transport characteristics, we have applied the 

equation of motion technique for the Green function of the dot, |G c c
σσ σ σ

+

′ ′
= 〈〈 〉〉  and 

calculated the retarded (advanced) Green functions ( ) ( ) ( )r a

G G i
σσ σσ

ε ε η
′ ′

= ±  

 
1

( ) ( ) ( ) ( )r r r r

ε ε ε ε

−

⎡ ⎤= −⎣ ⎦1 g Σ gG  (5) 

where 

 

1

1

( ) 0
( )

0 ( )

d

d

i

i

ε ε η
ε

ε ε η

↑ −

↓ −

⎛ ⎞− +
= ⎜ ⎟
⎜ ⎟− +⎝ ⎠

r

g  (6) 

and 

 0 1

1 0

( ) ( )
( )

( ) ( )

r r

r

r r

ε ε

ε

ε ε

+

−

⎛ ⎞∑ ∑
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∑ ∑⎝ ⎠
Σ  (7) 

The self energies are given by the formulae 

 0

0

1
( ) (1 cos ) ln

2 π

r e

e

B eU
p i

B eU

α α

α α α

α

Γ ε
ε φ

ε
±

⎡ ⎤⎛ ⎞+ −
= − ± +⎢ ⎥⎜ ⎟

− +⎢ ⎥⎝ ⎠⎣ ⎦
∑Σ  (8) 
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 0

1

1
( ) ( sin ) ln

2 π

r e

e

B eU
p i

B eU

α α

α α α

α

Γ ε
ε φ

ε

⎡ ⎤⎛ ⎞+ −
= − +⎢ ⎥⎜ ⎟

− +⎢ ⎥⎝ ⎠⎣ ⎦
∑Σ  (9) 

where the electron band is assumed to extend from –B to B, pα is the spin polariza-

tion of the α-th electrode, and 
0

α

Γ  is a constant defined via the relation 

0
( ) (1 ),p

α α α

α
Γ ε Γ Γ

± ±
= = ± where 2( ) 2π ( )T

α

α α
Γ ε δ ε ε

± ± ±
= −∑ k k

k

| |  is assumed to be 

independent of the energy within the electron band. In the following, we assume that 

0 0 0
.

L R
Γ Γ Γ= =  

The next step is to obtain the lesser Green function from the formula 

( ) ( ) ( ) ( ).r a

ε ε ε ε
< <

= ΣG G G  Here, ( ) [ ( ) ( )] ( )r a f
α α α

α

ε ε ε ε
<

= − −∑Σ Σ Σ  and )(ε
α
f  is 

the Fermi-Dirac distribution function for lead α, ( ) 1/{1 exp[( ) / ]}.
e B

f eU k Tα

α
ε ε= + − . 

The average occupation numbers can be calculated from the formula [5] 

 Im ( )
2π

d
n c c G
σ σ σ σσ

ε

ε

+∞

+ <

−∞

〈 〉 = 〈 〉 = ∫  (10) 

and 

 ( ),
2π

d
n c c i G
σ σ σ σ σσ

ε

ε

+∞

+ <

− − −

−∞

〈 〉 = 〈 〉 = − ∫  (11) 

whereas the electric current flowing from the α-th electrode to the dot is given by the 

general expression 

 ( ){ }Tr ( ) ( ) ( ) ( )
2π

r a
ie d

J f
α α α

ε

ε ε ε ε

+∞

<

−∞

⎡ ⎤= + −⎣ ⎦∫ Γ G G G
�

 (12) 

with 

 
0

1 cos sin

sin 1 cos

p p

p p

α α α α

α

α α α α

φ φ
Γ

φ φ

+⎛ ⎞
= ⎜ ⎟

−⎝ ⎠
Γ  (13) 

The current J flowing through the system must be conserved, JL = –JR, so one can 

also calculate J as ))(2/1(
RL

JJJ −= . 

4. Numerical results and discussion 

In this section, we discuss some numerical results for non-linear transport, assum-

ing an empty dot level at equilibrium, εd = 0.25 eV. The electric current for the paral-
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lel configuration, φL – φR = 0, is shown in Fig. 2a. The dashed line represents the total 

current in the absence of a magnetic field, ΔZ = 0. The solid line corresponds to the 

case with Zeeman splitting ΔZ = 0.05 eV, while the dotted and dashed-dotted lines 

represent the corresponding contributions from two spin channels. The inset in Fig. 2a 

describes the case with ΔZ = 0.05 eV, and shows the suppression of current with in-

creasing angle between the spin polarizations of the electrodes. 

 

Fig. 2. Transport characteristics versus bias voltage Vt for φL = 0. The other parameters are T = 100 K,  

Γ0 = 0.02 eV, εd = 0.25 eV, and the electron band extends from –3.3 to 3.3 eV: a) the bias dependence  

of electric current in the parallel configuration, φR = 0. The dashed line corresponds to the case with no 

Zeeman splitting, ΔZ = 0. The solid line refers to ΔZ = 0.05 eV, with the corresponding contributions of 

the two spin channels represented by the dotted and dashed-dotted lines. The inset shows current–voltage 

curves for ΔZ = 0.05 eV and for φR = 0, φR = π/2 and φR = π; b) differential conductance corresponding  

to the current–voltage curves shown in a. The inset shows the differential conductance for the same  

values of φR as in the inset in a; c) the magnitude of TMR for ΔZ = 0.05 eV (solid lines) and ΔZ = 0 

(dashed lines); parts (d), (e), and (f) present the bias dependences of the average spin components,  

〈Sx〉, 〈Sy〉 and〈Sz〉, for ΔZ = 0.05 eV (solid lines) and ΔZ = 0 (dashed lines) 
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In all cases, a significant current starts to flow when the discrete level of the dot 

crosses the Fermi level of the source electrode. The steps in the electric current lead 

to peaks in differential conductance, as shown in Fig. 1b for the same situations as in 

Fig. 1a. The peaks in external magnetic field (solid line) are spin-split and their ampli-

tude becomes smaller compared to that for 0=Δ
Z

 (dashed line). This splitting is a 

consequence of the Zeeman splitting of the discrete dot level. The inset in Fig. 1b 

shows that conductance decreases with increasing angle between the spin polariza-

tions of the electrodes. 

The magnitude of the tunnel magnetoresistance (TMR) effect, defined as 

[ ( 0, 0) ( , )]/ ( 0, 0)
R L R L R L

J J Jφ φ φ φ φ φ= = − = = , is shown in Fig. 2c for 0
L

φ =  and two 

values of the angle .

R
φ  In general, the TMR effect increases with increasing angle 

between spin polarizations. We also notice that the TMR effect is larger below the 

threshold voltage, where current flows mainly due to higher-order tunnelling processes [6]. 

The right column of Fig. 2 (parts d–f) shows the bias dependence of the average dot 

spin components. The components are derived from Eqs. (10) and (11) and are given in 

units of ħ by the formulas Re{ },
x

S n
↑↓

〈 〉 = Im{ },
y

S n
↑↓

〈 〉 = and / 2.
z

S n n
↑ ↓

〈 〉 = 〈 − 〉  The 

average values 
x

S〈 〉  and 
y

S〈 〉  are zero for any bias voltage in the parallel and anti-

parallel configurations, and are not plotted in Fig. 2. It is worth noting that an external 

magnetic field removes the antisymmetrical behaviour of 
z

S〈 〉  for the antiparallel 

configuration. The 
z

S〈 〉 component is symmetrical with respect to the bias voltage 

only in the parallel configuration. Figure 2e shows the y-component of the average 

spin. A nonzero value of this component indicates spin precession due to interaction 

between the dot and electrodes. 
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A system of three magnetic (M) layers divided by nonmagnetic (N) spacers is considered. The exis-

tence of roughness on the interfaces, described by the model proposed by Bruno and Chappert, leads to 

a modification of interlayer exchange coupling (IEC). The Curie temperature and magnetisation are calcu-

lated using the Green function formalism for the system of layers with Fe standing for M and Cu or Au 

standing for N. The parameters characterising this system are taken into account for the GaAs substrate. 

The results obtained show a decreasing Curie temperature with the increasing roughness parameter as 

compared to the Curie temperature of the sample with an ideal interface. The magnetisation curves are 

shifted as a result of roughness in the interface region. 

Key words: multilayer; Curie temperature; magnetisation 

1. Introduction 

Since the discovery of interlayer exchange coupling (IEC) between magnetic lay-

ers separated by nonmagnetic metallic spacers, great interest has been paid to the 

magnetic properties of exchange-coupled multilayers [1, 2]. The properties of systems 

such as Fe/Cu/Fe, Fe/Au/Fe, and Co/Cu/Co have been extensively investigated [3–6]. 

The number of papers in which the problem of magnetic characteristics such as mag-

netisation and Curie temperature are discussed [7, 8], is however, much smaller than 

the number of papers devoted to other properties of multilayers [9–11]. 

We consider a system consisting of three magnetic (M) layers divided by nonmag-

netic (N) spacers, described by a Heisenberg-type Hamiltonian with a nearest-

neighbour interaction of the form [12]: 

 
, eff ,

, ,

1 1

2 2

z z z

vj v j vj v j B vj vj v j vj v j

vj v j vvj v j

H J S S g H S A S Sμ
′ ′ ′ ′ ′ ′ ′ ′

′ ′ ′ ′

= − − −∑ ∑ ∑
� �

 (1) 

_________  
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where ν denotes the number of monatomic planes and j the position of a lattice point 

on the plane, respectively. The parameter
,j v j

J
ν ′ ′

 is taken as J for the homogenous me-

dium of internal layers, and as J12 for the interaction between spins belonging to inter-

faces. 
,j v j

A
ν ′ ′

 is the anisotropy parameter, consisting of a uniaxial volume anisotropy 

along the z-axis as the preferred axis and a surface and interfacial anisotropy, Heff is 

the sum of the external field oriented perpendicular to the surface and the demagnetis-

ing field.  

In our considerations, we take into account a generalisation of the Ruderman–

Kittel theory for oscillatory interlayer exchange coupling [13]. The roughness of the 

interface, represented by the parameter r, changing from 0 (a flat interface) to 0.25 (a 

rough interface), was introduced by a model proposed by Bruno and Chappert, lead-

ing to the modification of the IEC [14, 15]. The parameter r has the meaning of the 

probability of appearing of monolayer step up or down interfaces. 

2. Results 

Applying the standard Green function formalism to the considered system, we calcu-

late the Curie temperature and magnetisation [12]. In this section, we discuss numeri-

cal results obtained on the basis of this model. All the characteristics presented have 

been obtained for the thickness of 5 magnetic layers (MLs). An example of the de-

pendence of Curie temperature on the roughness parameter is shown in Fig. 1a, for the 

system Fe/Cu/Fe/Cu/Fe/GaAs with spacers of the same thickness and the surface ani-

sotropy parameter taken from [4]. One can see that the Curie temperature decreases 

with increasing roughness and is smaller for larger spacer thickness. 

  

Fig. 1. The Curie temperature as function of a) the roughness parameter r for a constant spacer thickness 

of 3 MLs (open squares), 4 MLs (full squares), 5 MLs (crosses), b) spacer thickness for different  

roughness parameters: r = 0 for one of the spacer interfaces, and r = 0 (open squares), r = 0.15  

(full squares), and r = 0.25 (crosses) for the others. The results are obtained for the system 

Fe/Cu/Fe/Cu/Fe/GaAs, where the orientation of the spacer is (111). The thickness is 5 MLs  

and TC(∞) denotes the Curie temperature for the bulk magnetic materials 
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Figure 1b presents the Curie temperature as a function of the spacer thickness for 

various roughness parameters. The upper curve in Fig. 1b is obtained for interfaces 

with the same level of roughness. As one can expect, the Curie temperature is an os-

cillating function of the spacer thickness and decreases with the increasing roughness 

parameter. The period of oscillation is equal to half of the period of oscillation of 

IEC. A similar behaviour of TC can be observed for the systems Fe/Au/Fe/Au 

/Fe/GaAs, Fe/Au/Fe/Au/Fe/InAs and Co/Cu/Co/Cu/Co. 

 

 

Fig. 2. Magnetisation profiles as a function of the number of layers for: a) the roughness of one respective 

interface equal to r = 0, and of the other  equal to 0 (open squares), 0.15 (full squares), and 0.25 (crosses);  

the spacer thickness  3 MLs, b) for the same spacer thickness of 3 MLs (open squares), 5 MLs (full 

squares), and 7 MLs (crosses) in the structure Fe/Cu/Fe/Cu/Fe/GaAs. The width of the “gap”  

between the magnetic layers is not related to the spacer thickness 
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In view of the fact that the presence of roughness results in a change in the magni-

tude and phase of IEC, one can expect that the roughness influences the magnetisation 

distribution across magnetic layers. 

The influence of roughness on magnetisation distribution is very weak for Cu(111) 

and Au(111), and a little stronger for other orientations of the spacer. More significant 

are the shifts in the profiles induced by the difference parameters describing both 

spacers. The profiles have been obtained for the temperature of 300 K (Figs. 2a, b). In 

addition, different values of the roughness parameter of the interfaces are the reason 

for the asymmetric magnetisation profiles visible in Fig. 2a. 

 

Fig. 3. The magnetisation profile for one of the chosen numbers of layers  

and for T = 300K in the system Fe/Cu/Fe/Cu/Fe/GaAs as a function of spacer 

thickness and for different roughness parameters 

It is interesting to see the cross-section of the magnetisation profile for one chosen 

magnetic layer. Figure 3 presents the magnetisation as a function of the spacer thick-

ness for the central layer of the system. Roughness is the reason for decreasing mag-

netisation but the period of oscillation is the same as for the oscillation of Curie tem-

perature, and twice smaller than for IEC. 

3. Conclusions 

Although the presented results are obtained in the framework of a very simple 

model and have rather a qualitative character, it seems that some information is 

important from the experimental point of view. In order to apply multilayers, it is 

necessary to work out methods for obtaining layered structures with well-defined 

layer thicknesses and surfaces that are as flat as possible. Small differences between 

spacers or roughness parameters caused magnetisation and the Curie temperature to 

change in the coupled systems.  
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Partitioning of Co upon the nanocrystallisation of soft 

magnetic FeCo(Zr, Nb)B alloys – a 59Co NMR study 
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59Co NMR spectroscopy has been used to monitor structural modifications of (Fe0.5Co0.5)89Zr7B4 and 
(Fe0.25Co0.75)81Nb7B12 amorphous ribbons subject to different heat treatments. The characteristic features of 59Co 
NMR spectra in the as-cast samples indicate a compositional modulation of (Fe0.25Co0.75)81Nb7B12, whereas 
(Fe0.5Co0.5)89Zr7B4 ribbon is more homogenous, indicating, however, a slight preference to form Co78Zr22-like 
environments. Upon heat treatment, a precipitation of an ordered (B2) CoFe crystalline phase is observed in both 
systems. 

Key words: nanocrystalline material; NMR; hyperfine field 

1. Introduction 

Nanocrystalline FeCo(Zr, Nb)B(Cu) alloys (better known under their technical 
name HITPERM), prepared by devitrifying melt-spun amorphous precursors, have 
been the subject of intense research during the last few years [1–5]. This interest is 
driven by a technological demand for soft magnetic materials offering large magnetic 
induction, and at the same time being capable of operating at elevated temperatures. 

The microstructure of these materials consists of nanocrystalline FeCo grains em-
bedded in a surrounding amorphous matrix. Among the most significant structural 
parameters determining the magnetic behaviour of these two-phase systems are the 
size and volume fraction of crystalline grains as well as the structural and composi-
tional nature of the remaining intergranular phase. In addition, it is well known that 
the magnetic properties of crystalline Fe-Co, such as magnetization and magnetocrys-
talline anisotropy, vary with composition and also depend on the degree of ordering 

_________  
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[6]. Therefore, in order to optimise the properties of HITPERM materials, it is impor-

tant to study in detail the development of the nanocrystalline structure during anneal-

ing, and especially the partitioning of different atomic species between the constituent 

phases, as well as the degree of ordering in FeCo nanocrystals. 

This kind of structural information can be obtained by studying the distribution of 

hyperfine fields, which are extremely sensitive to local atomic configuration, and thus 

reflect the structural and chemical order in alloys. In this paper, we present the results 

of a 59Co nuclear magnetic resonance (NMR) experiment that enables the partitioning 

of Co atoms in the FeCo(Zr,Nb)B system to be followed as it varies with increasing 

annealing temperature. 

2. Experimental 

Amorphous ribbons with a composition (Fe0.5Co0.5)89Zr7B4 (sample A) and 

(Co0.75Fe0.25)81Nb7B12 (sample B) have been obtained in vacuum by the planar flow 

casting technique. Pieces of amorphous ribbons were subsequently annealed under 

high vacuum for 1 hour, at 510 °C and 560 °C in the case of sample A and at 450 ºC 

and 600 ºC in the case of sample B, in order to prepare samples with different volume 

fractions of nanocrystalline particles. 

The 59Co NMR experiment was performed at 4.2 K in a zero magnetic field using 

a coherent, phase sensitive spin echo spectrometer. Several sets of NMR spectra were 

recorded, every 1 MHz in the frequency range 20–320 MHz, at varying excitations of 

the r.f. field amplitude. The 59Co NMR frequency can be readily interpreted as finger 

prints of different structural components (nanocrystalline precipitates, amorphous 

remainder) – the structural information can thus be extracted in a straightforward way. 

On the other hand, the applied experimental procedure provides the value of the local 

restoring field acting on the magnetization in different structural components of the 

sample. In this way, microscopic magnetic information is added to structural informa-

tion. 

3. Results 

We have previously reported a detailed NMR study of nanocrystallisation in 

(Fe0.5Co0.5)89Zr7B4 ribbon [7, 8]. It was shown that the 59Co spectrum recorded for the as-

quenched sample represents a broad distribution of different atomic environments, typi-

cal of a disordered amorphous material (Fig. 1). The lack of any peaks and spectral fea-

tures confirms that the atoms are intermixed and there are no crystalline precipitates in 

the specimen. The maximum of spectrum intensity, located around 200 MHz, is mainly 

determined by the average proportion of transition metal (Co, Fe) and nonmagnetic ele-

ments (Zr, B), whereas a broad line width reflects a predominantly random distribution 

of magnetic and nonmagnetic elements [7]. This was also supported by an almost flat 
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frequency dependence of the restoring field, reflecting an effective averaging of local 

anisotropies, which have a random character in the amorphous state [8]. 

 

Fig. 1. 59Co NMR spectra of as-cast (Fe0.5Co0.5)89Zr7B4  

and (Co0.75Fe0.25)81Nb7B12 amorphous ribbons recorded at 4.2 K 

In contrast to this, the 59Co hyperfine field distribution for the as-cast amorphous 

ribbon of (Fe0.25Co0.75)81Nb7B12 (also shown in Fig. 1) exhibits a bimodal shape with 

two broad maxima. This kind of hyperfine field distribution reveals the presence of 

two types of Co local environments in the Nb-containing alloy. The two maxima of 

spectrum intensity at around 120 MHz and 200 MHz are assigned to Co atoms located 

in Nb-rich and Nb-poor regions, respectively. 

After annealing, NMR spectra recorded from both types of ribbons display a char-

acteristic split into two components (Fig. 2a). The spectrum component representing 

the amorphous matrix is downshifted in frequency with respect to the line from the as-

quenched precursor, reflecting a higher proportion of nonmagnetic elements. The 

frequency shift is especially drastic in the case of (Co0.75Fe0.25)81Nb7B12 (about 

30 MHz). In the case of (Fe0.5Co0.5)89Zr7B4, the line position was found to be only 

partly due to the depletion of Co and Fe. An additional, important factor is composi-

tional modulation due to the tendency of Co and Zr to cluster. This tendency is driven 

by a negative heat of mixing of Co and Zr, resulting in the preferential formation of 

environments that have a composition close to Co78Zr22 [7]. This was clearly evi-

denced by the development of a two component structure after annealing at 560 oC, 

although such a tendency was already hinted at by certain features in the NMR spec-

trum of the as-quenched Fe44.5Co44.5Zr7B4 ribbon [8]. 

The high-frequency component of the NMR spectra in the annealed samples cor-

responds to the crystalline CoFe part (Fig. 2b). Short-range order present in the sam-
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ples can be studied by comparing these spectral components with selected reference 

spectra from well-characterized samples of known composition. Such an analysis has 

been performed for (Fe0.5Co0.5)89Zr7B4 alloys and shows that the crystalline phase has 

the composition close to that of the highly ordered B2 phase (Co50Fe50 alloy) [7]. Two 

characteristic features of the NMR spectrum in (Fe0.5Co0.5)89Zr7B4 show that the 

nanocrystallites are enriched in Fe with respect to the nominal 50:50 composition. 

One of them is a slight frequency up-shift (to 291 MHz) with respect to 287 MHz, the 

latter being characteristic of a perfectly ordered B2 phase with a composition of 

Co50Fe50. Another is the presence of high frequency satellites spaced by +7 MHz, 

which are due to antisite Fe atoms on the Co sublattice.  

 

Fig. 2.  59Co NMR spectra of (Fe0.5Co0.5)89Zr7B4 ribbon annealed at 510 ºC and (Co0.75Fe0.25)81Nb7B12 

annealed at 450 ºC (a) and the high frequency part of the spectrum in greater detail (b);  

the arrows indicate the positions of satellite lines due to Co and Fe atoms  

located in antisite positions of the B2 structure of Co50Fe50 

The analysis of the satellite intensity in terms of the hyperfine field model devel-

oped for B2 ordered CoFe alloys [9] allowed estimation of the crystal composition as 

Co45Fe55 [7]. A similar tendency to preferentially crystallize in the B2 phase is also 

displayed by (Co0.75Fe0.25)81Nb7B12 samples, as evidenced by the characteristic peak in 

the NMR spectrum in Fig. 2b. This is interesting, considering that the composition of 

the matrix of departure is considerably Co-enriched compared to (Fe0.5Co0.5)89Zr7B4. 

The presence of surplus Co in the highly ordered B2 sublattice manifests itself in the 
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long tail of this spectral component, extending down to 150 MHz, with a characteris-

tic satellite structure due to different nearest neighbour environments of Co. 

These results clearly demonstrate that unique nanoscopic structural information 

can be obtained from studying 59Co hyperfine field distribution using nuclear mag-

netic resonance. Further studies, including the correlation of observed spectral fea-

tures with the variation of the restoring field, are currently underway. 
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XPS electronic structure measurements of barium-doped lead germanate (Pb5Ge3O11) single crystals 

along the principal directions revealed a deviation of stoichiometry, which was the reason for the struc-

tural disorder and broadening of the core level lines. 
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1. Introduction 

Lead germanate (Pb5Ge3O11) is a ferroelectric crystal, which attracts attention due 

to its applicability in electro-optical devices related to its pyroelectric and photore-

fractive effects [1–3]. The influence of dopant elements – Ba, Ca, Sr, Cu, Mn, La, Nd, 

Gd – on the electro-optical properties of lead germanate was investigated. Doping 

affects e.g., the pyroelectric coefficient as well as spontaneous polarisation and causes 

a distinct shift in the temperature of the para-ferroelectric phase transition. Its crystal 

structure consists of layers arranged alternately along the c axis within a Pb frame. 

These layers consist of germanate groups: GeO4 tetrahedra and Ge2O7 double tetrahe-

dra (Fig. 1) [4]. The properties of lead germanate show a marked anisotropy due to the 

uniaxial structure, e.g. in electric permittivity, piezoelectric and electrostrictive con-

stants, refractive index, electro-optic coefficients, and elastic constants. The electric 

conduction of undoped lead germanate crystals is thermally activated, with the activa-

tion energy Ea varying from 0.64 to 0.83 eV. Barium ions influence the electric con-

duction, lowering the activation energy to 0.35–0.51 eV, depending on concentration. 

Moreover, Ba-doping enhances the pyroelectric coefficient, decreases spontaneous 

polarisation, and increases coercive field values [5]. 

The aim of this work is to examine the influence of barium doping on the elec-

tronic structure of lead germanate. Pb5Ge3O11 single crystals, pure and doped with Ba, 

_________  
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were measured by XPS. Changes in the full width at half maximum with increasing 

Ba content were observed. The core levels are sensitive to chemical surroundings, 

 

 

Fig. 1. Projection of the crystal structure on the basal plane after [4] 

therefore XPS spectroscopy is very useful for characterising the chemical environ-

ment of elements, especially in the case of disordered materials. According to Lewis 

et al. [6], core-level X-ray photoelectron spectroscopy probes the local potentials at 

lattice sites in a solid and hence it should be able to provide information both on aver-

aged site potentials in a disordered alloy and on fluctuations around those averages. 

2. Experimental 

Pure lead germanate, Pb5Ge3O11, and the barium-doped, Pb5Ge3O11:Ba, single 

crystals were grown from a melt using the Czochralski technique. The monocrystal-

line samples were prepared from a boule, transparent light yellow in colour, grown 

along the [001] direction. The orientation was verified using the standard Laue tech-

nique [7–9]. Three Pb5Ge3O11 single crystals, pure and doped with 10% and 25% of 

barium, were cut along the b and c principal directions. The a direction is not a prin-

cipal one but is perpendicular to the b and c axes (Fig. 2). XPS spectra were obtained 
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using a PHI 5700/660 Physical Electronics Photoelectron Spectrometer with mono-

chromatised Al Kα X-ray radiation (1486.6 eV). A hemispherical mirror analyser was 

used to analyse the energy of electrons, with the energy resolution of about 0.3 eV. 

All measurements were performed for monocrystalline samples broken perpendicular 

to the a, b, and c directions under UHV conditions at 10-8 Pa. In each case, a neutral-

iser was used due to the charge effect that occurs for non-conducting dielectric  

 

Fig. 2. The crystal habit of a boule pulled along the c axis 

and a sketch of the samples cut for XPS measurements along 

the: a axis – sample 1, b axis – sample 2, c axis sample 3  

samples. The binding energy was determined by reference to the C 1s component set 

at 285 eV. Each peak of the recorded spectrum is characteristic of a certain electron 

energy level of a certain element. The electron binding energies are characteristic of 

each element. The measured binding energies, however, are not absolutely constant, 

but depend on the chemical environments of functional groups due to the modification 

of the valence electron distribution. These differences in the electron binding energies 

in relation to pure elements are called chemical shifts. For XPS investigations it is 

important to determine the relative concentrations of various constituents. The Multi-

pak Physical Electronics programme enables the quantification of XPS spectra, 

utilising the peak area and peak height sensitivity factor [10]. The calculation of the 

standard atomic concentration provides the ratio of each component to the sum of the 

other elements considered in the data. Only those elements, for which the specific 

lines were clearly visible in the spectrum, were considered. For these lines, the 

Shirley background was subtracted, the limit of the region of the lines was individu-

ally selected, and the integration was then done. The area following sensitivity factors 

were used: 9.000 for Pb 4f, 7.343 for Ba 3d5/2 and 0.733 for O 1s. The accuracy of this 

method is ±10%. 

3. Results and discussion 

The XPS spectra of the single crystals recorded in the energy range of 0–1400 eV 

show some contamination with carbon (Fig. 3). The chemical compositions of the 

pure crystal and the ones doped with 10% and 25% Ba, calculated using the XPS 
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spectra, are collected in Table 1. For all the measured crystals, a lower than nominal 

concentration of oxygen is observed, indicating the presence of oxygen vacancies. 

Moreover, an enhanced concentration of germanium, which has the smallest ionic 

radius in the compound, is observed. This suggests the presence of some germanium 

as an interstitial atom. 

 

Fig. 3. XPS spectrum of Pb5Ge3O11: 25% Ba in a wide energy range 

Table 1. Chemical compositions of pure and Ba-doped Pb5Ge3O11 

Ba content [wt. %] 

0 10 25 Element 

a axis b axis c axis a axis b axis c axis a axis b axis c axis 

Pb 5.00 4.86 5.00 5.01 5.00 4.69 5.00 4.86 4.76 

Ge 3.28 3.48 3.53 3.30 3.50 3.22 3.21 3.39 3.57 

O 10.73 10.66 10.47 10.55 10.43 10.98 10.55 10.50 10.45 

Ba – – – 0.14 0.07 0.11 0.24 0.25 0.22 

 

For the pure crystals broken perpendicular to the a and c directions, the nominal 

concentration of lead was found. A decrease in the concentration of lead, however, 

was observed for the crystal broken perpendicularly to the b axis. For the crystal 

doped with 10% of barium, which has the ionic radii similar to lead and the same 
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oxidation state, the concentrations of oxygen and germanium were similar as for the 

pure crystal. In the planes (b,c) and (a,c), the lead concentration is nominal. This indi-

cates that barium is in the interstitial positions. For the (a,b) plane, lead concentration 

is lower than the nominal one and in this plane probably only barium atoms are in the 

Pb sites. 

A similar effect is observed for the crystal doped with 25% Ba. Narrow and almost 

symmetric lines are observed for the planes (a,c) and (a,b) where barium probably 

replaced Pb ions. For the (b,c) plane, where the concentration of Ba and Pb ions is 

enhanced, a broadening of the line occurs due to structural disorder. An example is 

shown in Fig. 4. 

 

Fig. 4. Pb 4f lines for crystals broken perpendicularly to the a, b, and c directions 

The XPS lines are much narrower for these planes (see Table 1) which exhibit the 

chemical composition in agreement with the nominal one, suggesting a better struc-
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tural order. It is worthwhile to notice that these directions are the principal ones. For 

the a direction (not principal), all measured lines are broadened due to a more random 

arrangement of atoms. Moreover, barium ions are probably located not exactly in the 

lead sites in this direction. These two effects influence the electrostatic charges on the 

crystal lattice sites. The satellite lines at lower binding energies may be partly related 

to a not fully neutralized surface and/or partly to disorder, corresponding to the distor-

tion of germanate groups. It is known that variations in bond length and bond angles, 

such as in amorphous silicon, cause static charge fluctuations in the network [11]. 

Local variations of valence charge affect electronic structure and lead to a homogene-

ous broadening of the Si 2p core level, similar to the obtained results. 

4. Conclusions 

XPS electronic structure measurements of barium-doped lead germanate crystals 

along perpendicular directions revealed variations in crystal stoichiometry, related to 

structural disorder and a broadening of the core level lines. 
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Calculation of the Fermi wave vector for thin films, 

quantum wires and quantum dots 

T. BALCERZAK
* 

Department of Solid State Physics, University of Łódź, Pomorska 149/153, 90-236 Łódź, Poland 

A comparison of the construction of the Fermi surface for thin films, quantum wires and quantum 

dots has been made within the framework of the free-electron model. The dependence of the Fermi wave 

vector on the confined size of low-dimensional systems has been numerically obtained for the model, 

with some experimental parameters corresponding to Cu structure. 

Key words: thin film; quantum wire; quantum dot; Fermi surface 

1. Introduction 

Various physical properties of bulk materials can be illustratively and relatively 

simply discussed within the framework of the free-electron model [1, 2]. On the other 

hand, low-dimensional systems (LDS) play an important and continuously growing 

role in contemporary science and technology [3–6]. Therefore, in order to discuss the 

physical properties of LDS, i.e. thin films (TF), quantum wires (QWr), and quantum 

dots (QD), it is important in the first approximation to have an extension of the free-

electron model for confined structures. In such considerations, the quantum-

mechanical description, and in particular the concept of a quantum well, plays a cru-

cial role [4, 7]. 

The aim of this paper is to perform some model calculations of the Fermi wave 

vector in the framework of the free-electron approximation for the low-dimensional 

systems (TF, QWr, and QD). In the theoretical section, the formulae suitable for nu-

merical calculation of the Fermi wave vector kF for TF, QWr, and QD are given. In 

the final section, some tentative numerical results are presented for the model LDS 

with the electronic density corresponding to Cu and (100)-type surface orientation. 

A wider presentation of the results for TF has been given elsewhere [8]. 

_________  
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2. Theoretical model 

A thin film is considered to be a set of n monoatomic planes, perpendicular to the 

z axis, with each plane having its own thickness d dependent on crystallographic ori-

entation. As a result, the total thickness of the film is given by Lz = nd. The lateral 

dimensions of the film in the x and y directions are denoted by Lx and Ly, respectively, 

and it is assumed that these dimensions tend to infinity. Thus, the model corresponds 

to a 1-dimensional quantum well, in which one-electron states are described by the 

normalized wave function: 

 
( )

, ,

1 2 π
( , , ) sinx y

x y z

i k x k y z

k k
z zx y

z
x y z e

L LL L
τ

τ
ϕ

+
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

 (1) 

The function represents a plane wave propagating in the (x,y) plane, with quasi-

continuous wave vector components kx, ky and periodic boundary conditions as well as 

a standing wave in the z-direction that vanishes at the film surface and has a discrete 

wave vector kz = πτz/Lz, where τz = 1, 2,... is a mode number. 

In the case of quantum wires, we deal with a 2-dimensional quantum well with lat-

eral dimensions of Ly = md and Lz = nd, and Lx tending to infinity. Thus, in such a case 

two components of the wave vector (ky and kz) are quantised, with corresponding τy,τz 

= 1, 2,... and the pairs (τy, τz) numbering the 2-dimensional standing modes. Simulta-

neously, in a QWr the plane wave is propagating in the x-direction. 

For a quantum dot we assume a 3-dimensional quantum well model represented by 

a box, having the lateral dimensions Lx = pd, Ly = md, and Lz = nd, in which only 

standing waves exist. A triple of natural numbers (τx, τy, τz) unambiguously describes a 

3-dimensional standing wave mode in the quantum well. 

The construction of the Fermi surface and the Fermi wave vector kF is schemati-

cally shown in Fig. 1. In Figure 1a, the occupied electronic states for TF are shown, 

forming circular cross-sections from a bulk Fermi sphere, perpendicular to the kz axis 

and separated by distances of π/Lz. In Figure 1b, the occupied electronic states for 

a QWr are presented by the bold segments, oriented parallel to the kx axis and sepa-

rated in the ky and kz dimensions by π/Ly and π/Lz, respectively. Finally, in Figure 1c 

the occupied electronic states for a QD are depicted by the bold points with the coor-

dinates (τx, τy, τz). The points are separated by distances of π/Lx, π/Ly, and π/Lz, in the 

kx, ky, and kz directions, respectively. All the electronic states are contained within 

a sphere possessing a kF radius. The surface of the sphere has a constant energy, 

whereas the quantization of the wave vector and the Pauli exclusion principle are 

taken into account in the occupation scheme. 

For a TF, the analytical formula can be derived for the Fermi wave vector kF [8] : 
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where n corresponds to the thickness of the film and ρ is a dimensionless electronic density 

defined by the formula ρ = Ned
3/LxLyLz, where Ne is the total number of electrons in the 

sample. By τF in Eq. (2) we denote the largest natural number satisfying the inequality: 

( )
F

F F 3

1
2

2
π 1

6n

τ

ρ τ τ

⎛ ⎞
+⎜ ⎟

⎝ ⎠≥ −  

  

Fig. 1. Schematic construction of discrete Fermi  

surfaces for: a) thin film, b) quantum wire,  

c) quantum dot  

In the case of a QWr, the Fermi wave vector is found to be of the form: 

 ( )
2 2
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π π
π 2

y z

y z
mn k d

m n
τ τ

τ τ
ρ

⎛ ⎞ ⎛ ⎞
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⎝ ⎠⎝ ⎠
∑ ∑  (3) 

where summation over the natural numbers τy and τz should be done numerically. When 

performing the summation, the upper limits for τy and τz are imposed by a simple require-

ment that the expression under the square root in Eq. (3) must not be negative. 
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For a QD, the formula for kF is the following : 

 2 1

x y z

pmn

τ τ τ

ρ = ∑∑∑  (4) 

where summation over the natural numbers τx, τy, and τz should be performed numeri-
cally with the boundary condition: (kFd )2 ≥ (πτx/p)2 + (πτy/m)2 +(πτz/n)2, determining 
the radius of summation. 

3. Numerical results and discussion 

Numerical results have been obtained for a prototype crystalline structure and 
electron density corresponding to Cu, i.e. Ne/LxLyLz = 0.085/Å3, and a (100)-type LDS 
surfaces. Thus, the interplanar distance is equal to d = a/2 = 1.805 Å, whereas the 
dimensionless electronic density ρ is 0.5. The choice of copper is connected to the 
view that the Fermi surface for this metal is quite similar to a spherical surface [9], 
therefore our model is more realistic than for other metals. 

The results of calculation of the Fermi wave vector kF are shown in Fig. 2. In Fig-
ure 2a, a decreasing tendency of kF with increasing thickness of the film n is seen (n is 
the number of atomic planes). The bulk value of kF for Cu is 1.360 Å–1, being the limit 
for kF when n→∞. The results of calculation of kF for a QWr are presented in Fig. 2b, 
versus the wire width m for three selected thicknesses: n = 1, n = 2, and n = 5. It can 
be seen in Fig. 2b that the most rapid changes occur for the smallest values of m and 
n. In Figure 2b, the limiting values of kF for m→∞ are also depicted by the values 
corresponding to the results for thin films for a given n (compare with Fig. 2a). 

In turn, the Fermi wave vector kF is plotted in Fig. 2c versus the length of the QD 
p. Two cases are illustrated – the upper curve (for m = n = 1) at the p→∞ limit corre-
sponds to the QWr result (compare with Fig. 2b for m = 1 and n = 1), and the lower 
curve (for m = n = p) describes a cubic QD. The limit for the lower curve when p→∞ 
corresponds to the bulk material and has the same value as in Fig. 2a. 

It follows from the calculations that this simple extension of the free electron 
model for LDSs leads to interesting and important results, induced only by size quan-
tization. It has been checked that by increasing the sizes of the confined structures the 
results for kF become convergent. For instance, when tending with successive sizes to 
infinity, the results for a QD at first approach the QWr results, which in turn tend to 
TF results in the limit of the next infinite size. Calculations of the Fermi wave vector 
should be regarded as useful, since they are necessary for obtaining information about 
the density of states at the Fermi level, which in turn determines the electronic proper-
ties of LDSs. 
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Fig. 2. The Fermi wave vector, kF, calculated for experimental parameters corresponding  

to the electronic density and (100) interplanar distances of Cu: a) kF for a TF vs. thickness n,  

b) kF for a QWr vs. the wire width m, c) kF for a QD vs. the dot length p 
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Technological advances in device micro- and nano-fabrication over the past decade have enabled a 

variety of novel heterojunction device structures to be made in various spintronic device applications [1]. 

Among these, diluted and digital ferromagnetic half-metallic heterostructures and multilayers with ferro-

magnetic dopants exhibit a rich variety of features, with the potential for future generations of electronic 

devices with improved sensitivity and higher packing density. We investigate the electronic and magnetic 

structure of three-component Fe/MnAs/AsGa(0,0,1) thin superlattices in various supercell geometries. 

Calculations are performed by means of density functional theory (DFT) within the general gradient 

approximation with ultrasoft pseudopotentials, a plane-wave basis, and non-collinear magnetism. In our 

DFT calculations, we have found that the half-metallicity (HM) of MnAs/AsGa digital alloys can be 

destroyed by embedding Fe submonolayers. 

Key words: digital ferromagnetic heterostructure; density functional theory; half-metals 

1. Introduction 

Ferromagnetic III–Mn–V semiconductors, such as (Ga, Mn)As random alloys, 

MnAs/GaAs digital alloys with Mn and GaAs layers grown alternately by molecular 

beam epitaxy, and zinc blende ferromagnetic heterostructures (FH) based on them are 

very promising candidates for materials that may be useful in spin electronic devices. 

There is evidence that the distance of spin diffusion in these semiconductors is long, 

with values of many microns being reported for GaAs. Mn-doped GaAs is a tetrahe-

drally bonded, half-metallic material that has been successfully used for spin-

polarized injection into GaAs, III–V [2], and II–VI [3] semiconductors, opening the 

prospect of combining spin electronics and opto-electronics. Inspired by new possi-

bilities of spin-depended transport properties, the concept of a spin transistor has been 

put forward by Datta and Das [4], in which spin-polarized electrons are injected from 

a magnetic source, manipulated and controlled before they are collected at the mag-

_________  
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netic drain. In these types of devices, not only the charge properties of the electrons 
are used, but also the fact that the electron has a spin degree of freedom. 

The suggested applications include, e.g. “spin-field-effect-transistors” [4] which 
could allow software re-programming of microprocessor hardware during run-time, 
semiconductor-based “spin-valves” [5] which would result in high density, non-vola- 
tile semiconductor memory chips, and even “spin qubits” [6] to be used as basic 
building blocks for quantum computing. 

Mn/GaAs superlattices [7] have remarkable properties in comparison to random 
(Ga,Mn) alloys. The Curie temperature of the alloy system is a linear function of Mn 
concentration, what can be described in the first approximation by the Zener model 
[8]. The solubility limit of Mn in GaAs is rather low, but large Mn concentrations, up 
to 50%, can be obtained in the MnAs/GaAs superlattice with MnAs submonolayers 
embedded into GaAs. The Curie temperature decays for increasing GaAs interlayer 
thickness for these structures, but saturates at thicknesses above ~50 GaAs monolay-
ers (ML) [7], which is unexpected in the three dimensional Zener model and suggests 
that digital ferromagnetic heterostructures behave like planar systems [9] and mag-
netic interactions are confined to the MnAs layers. Theoretical ab initio calculations 
of thin superlattices of zinc blende compounds have been performed in the framework 
of density functional theory (DFT) by several authors [10, 11]. 

2. Method of calculation 

In this paper, we intended to extend first-principle calculations to describe the 
magnetic moment distribution of a zinc blende multilayer and heterostructure with Mn 
and Fe dopants. Non-collinear magnetism and augmented plane wave (APW) methods 
[12], based on the total energy calculations implemented in the PWscf ab initio pack-
age [13], were used. The energies and atomic magnetic moments were calculated by 
total energy minimisation, using plane wave, Vanderbilt-type ultrasoft pseudopoten-
tials (US-PPs) [14] as an approximation to the core-valence interaction based on DFT 
[15] in the general gradient approximation (GGA) [16]. Spin polarized calculations 
were carried out to account for different spin channels. A kinetic energy cut-off of 
30 Ry was used for the plane waves included in the basis set. A 16×16×1 Monkhorst-
Pack [17] plane k-point mesh was used for the wave vector summation to the multi-
layer slab, and for the digital alloy MnAs/(GaAs) heterostructure a 8×8×6 k-mesh was 
implemented. We used a supercell model, with a zinc blende (ZB) tetragonal unit cell 
with a0/(2)1/2 in the a and b directions. The GGA-optimised lattice constant of GaAs 
(a0 = 5.722 Å) was used for all calculations. We have performed non-collinear mag-
netism calculations to evaluate the influence of the alloy electronic structure on the 
magnetization of ferromagnetic impurities (Mn and Fe monolayers). 

We study the magnetic and electronic properties of zinc blende digital heterostructures 
with Mn and Fe planar impurities in DFT calculations. We consider three supercell geome-
tries for DFT, with the relative atomic positions described in Table 1: a 14-atom super-
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cell (1–14) for the Fe/Ga0.5Mn0.5As/AsGa/Ga0.5Mn0.5As/Fe multilayer (slab) with 3 AsGa 

ML of vacuum to isolate this supercell from others; a 13-atom supercell (2–14) for the 

heterostructure Ga0.5Mn0.5As/AsGa/Ga0.5Mn0.5As/Fe; a 12-atom supercell (2–13) for 

the heterostructure Ga0.5Mn0.5As/AsGa/Ga0.5Mn0.5As with no Fe submonolayers. By 

Ga0.5Mn0.5As we denote a 4-atom region of a GaAs unit with a MnAs monolayer. We 

use 0.5 ML, with Mn substituting Ga (because only 0.5 ML of Mn can be deposited 

by the MBE technique) and 0.5 ML of Fe atoms placed on As/Ga positions. 

3. Results 

In the first step, we obtained the atomic magnetic moment and electron charge dis-

tributions for the thin ZB superlattice and multilayer by means of non-collinear DFT 

calculations, as displayed in Table 1. 

Table 1. The supercell relative atomic positions, magnetization distribution, and charge for the 

Fe/Ga0.5Mn0.5As/AsGa/Ga0.5Mn0.5As/Fe multilayer (upper values of magnetization and charge  

for atomic positions 1–14), and the Ga0.5Mn0.5As/AsGa/Ga0.5Mn0.5As/Fe superlattice (positions 2–14) 

Relative position Magnetization [μB] Atom 

number 
Element 

x y z Mx My Mz 

Charge 

[a. u.] 

1 Fe 0.0 0.0 –0.3536 1.007 0.000 0.001 4.345 

2 As 0.0 0.0 0.0 
–0.007 

–0.001 

0.000 

0.000 

0.000 

0.000 

0.549 

0.538 

3 Mn 0.5 0.5 0.3536 
3.879 

3.791 

0.000 

0.000 

0.000 

–0.006 

10.091 

10.079 

4 As 0.5 0.5 0.7071 
–0.020 

–0.021 

0.000 

0.000 

0.000 

0.000 

0.587 

0.585 

5 Ga 1.0 1.0 1.0607 
0.003 

–0.001 

0.000 

0.000 

0.001 

0.001 

8.708 

8.708 

6 As 0.0 0.0 1.4142 
0.003 

–0.001 

0.000 

0.000 

0.000 

0.001 

0.564 

0.567 

7 Ga 0.5 0.5 1.7678 
0.003 

0.001 

0.000 

0.000 

0.000 

0.000 

8.712 

8.711 

8 As 0.5 0.5 2.1213 
0.003 

0.000 

0.000 

0.000 

0.000 

0.000 

0.564 

0.565 

9 Ga 1.0 1.0 2.4749 
0.006 

0.004 

0.000 

0.000 

0.000 

0.000 

8.710 

8.710 

10 As 0.0 0.0 2.8284 
0.004 

0.003 

0.000 

0.000 

0.000 

0.000 

0.563 

0.562 

11 Mn 0.5 0.5 3.1820 
4.038 

3.814 

0.000 

0.000 

–0.002 

0.003 

10.090 

10.100 

12 As 0.5 0.5 3.5355 
–0.013 

–0.017 

0.000 

0.000 

0.000 

0.000 

0.583 

0.582 

13 Ga 1.0 1.0 3.8891 
0.018 

0.002 

0.000 

0.000 

0.000 

0.000 

8.696 

8.692 

14 Fe 1.0 1.0 4.2426 
1.531 

0.711 

0.000 

0.000 

0.008 

0.008 

4.363 

4.602 
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The calculated local magnetic moment lies on the x-axis and is ca. 4.0μB for the 

multilayer and ca. 3.8μB for the heterostructure. These results are in good agreement 

with the magnetic moment of 5 μB for free Mn atoms, which is reduced in the lattice 

since Mn acts as an acceptor. Larger differences appear for the magnetic moments of 

Fe atoms, which are surface atoms for the multilayer (ca. 1.0 and 1.5μB) and sub-

monolayers for the superlattice (ca. 0.7μB). The atomic charges are very close for both 

structures. These results suggest that Mn dopants dominate the magnetic properties of 

the studied systems, but Fe atomic planes can be considered to be good metallic con-

tacts in the case of multilayers. 

In the next step, we performed spin polarized GGA calculations to evaluate the in-

fluence of Fe impurities on the electronic structure of the Ga0.5Mn0.5As/AsGa 

/Ga0.5Mn0.5As/Fe heterostructure as compared to the Ga0.5Mn0.5As/AsGa/Ga0.5Mn0.5As 

superlattice. The band structure calculated for that heterostructure seems to confirm 

the results described in Ref. [11], and the band dispersion in the direction perpendicu-

lar to the MnAs plane normal is very narrow, suggesting a two-dimensional electron 

transport system with small hopping between MnAs planes. The main results of the 

calculations are the densities of states (DOS) in the total and partial figure, projected 

onto ferromagnetic Mn and Fe atoms and 3d states for majority and minority spins. 

 

Fig. 1. Total DOS and partial DOS projected onto the Mn/Fe 3d states of the 

Ga0.5Mn0.5As/AsGa/Ga0.5Mn0.5As/Fe heterostructure for the majority and minority spin channel 

In the Ga0.5Mn0.5As/AsGa/Ga0.5Mn0.5As/Fe superlattice (Fig. 1), both majority and 

minority total DOSs are nonzero at the Fermi energy level and the system has DOS 

features typical of ferromagnetic metals. Although the minority partial DOS for Mn 
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3d states is zero at the Fermi level, half-metallicity is destroyed by Fe 3d states at the 

Fermi level. 

 

Fig. 2. Total DOS and partial DOS projected onto the Mn 3d states of the 

Ga0.5Mn0.5As/AsGa/Ga0.5Mn0.5As superlattice for both majority and minority spin 

It can be seen in Fig. 2 that the minority spin DOS at EF has a small semiconductor 

gap of ca. 0.3 eV, but no such gap exists in the majority spin channel in the case of the 

Ga0.5Mn0.5As/AsGa/Ga0.5Mn0.5As digital alloy. The mechanism of ferromagnetism for 

MnAs/GaAs digital alloys remains unclear in general [9], partly because of the large 

range of hole concentrations and the complexity of Mn/carrier interactions [18]. The 

metallic majority spin DOS at EF is composed largely of As p states, suggesting that 

hole doping at the top of the valence band by Mn2+ 3d ions, and subsequent polariza-

tion of mobile charge carriers by interaction with exchange split energy levels Mn 3d, 

is responsible for the half-metallicity in this case. 

4. Summary 

In this article we have studied the electronic and magnetic properties of thin zinc 

blende superlattices with ferromagnetic dopants by DFT methods based on ultrasoft 

pseudopotentials. These fast DFT ultrasoft pseudopotential calculations can be com-

petitive and complementary to relatively slow all-electron DFT calculations [19]. The 

DFT non-collinear magnetism technique exactly shows the magnetization localized on 

supercell atoms in Fe/MnAs/AsGa(0,0,1) multilayers and MnAs/AsGa(0,0,1) super-
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lattices. These calculations are in good agreement with spin polarized GGA calcula-

tions for the studied zinc blende heterostructures. We suggest that Fe submonolayers 

in these systems can destroy the half-metallicity of MnAs/AsGa digital alloys. 

In summary, we have shown that DFT ab initio calculations lead to a correct de-

scription of the magnetic and electronic properties and can be used to theoretically 

identify half-metallicity in zinc blende superlattices with ferromagnetic dopants and 

other spintronic materials.  
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The transport properties of ultrathin metallic sandwich structures of Fe/Cr/Fe are studied as a func-

tion of magnetic layer thickness for the current in plane geometry (CIP). Taking into account the band 

structure obtained from density functional theory (DFT), we calculate basic physical properties such as 

Fermi energy and relaxation time for each magnetic and spacer layer. Next, using the Boltzmann formal-

ism in its extended form, we obtain results for magnetoresistance (MR). In particular, we analyse the 

influence of effective mass parameterisation. 

Key words: magnetoresistance; multilayer; Boltzmann equation; effective mass of electrons 

1. Introduction 

Progress in the fabrication of very thin magnetic layers separated by non-magnetic 

films has led to the discovery of giant magnetoresistance (GMR). This effect was 

originally discovered in Fe/Cr/Fe multilayers [1, 2]. GMR is the change of electrical 

resistance observed when rotating from an antiparallel to parallel alignment of film 

magnetizations. For its description, two different approaches are usually used: the 

quasi-classical method based on the Boltzmann equation [3–5] or the quantum 

-mechanical Kubo formalism [6]. 

Most of models are idealized and do not take into account the details of the mate-

rials or the finite sample size. It is a well known fact that for a very thin layer the ba-

sic physical quantities connected with transport, such as the Fermi energy, effective 

mass, and relaxation time of electrons, depend on the boundary conditions at the sur-

face. A precise description of transport in such a system is very important from the 

technological point of view, but requires a proper set of parameters describing the 

multilayered structure to be determined. 

_________  
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In our earlier work [7], we have determined the electronic structure and layer po-

tentials in a Fe/Cr/Fe trilayer, as well as the Fermi energy characterizing the system. 

These data are used in the present paper to determine the effective mass of electrons 

and to analyse its influence on GMR. 

2. Model description 

A proper choice of potentials for the trilayer plays a very important role in GMR 

calculations. The electronic structure, as well as the magnetic properties of the 

FeN/Cr/FeN trilayer (N is the number of atomic layers) have been widely studied using 

density functional theory (DFT) in the local spin approximation [7]. We consider the 

transport properties in magnetic multilayers for electronic current in the layers paral-

lel to the surface of the sample. 

GMR is then determined by the relation ( ) /MR σ σ σ
↑↑ ↑↓ ↑↑

= − , where the conduc-

tivity of the trilayer sample is given by the formula 
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while in terms of the Hood and Falicov approach the local conductivity can be intro-
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where the symbols have their usual meanings as described in [8]. 

Besides fundamental quantities such as electron charge and Planck’s constant, we need 

to determine the effective mass of the electron mσ and the relaxation time τνσ considered in 

each monatomic layer. DFT calculations allow us to obtain these constants on the basis of 

the electronic structure of a sample by means of the density of states and the Fermi level, 

which determines the effective potentials for electrons with oriented spins. 

The conductivity given by (2) is derived using the semi-classical Boltzmann equa-

tion for the distribution function 0
,f f g

νσ νσ νσ
= + where 0f

νσ
 is the equilibrium distri-

bution function for electrons with spin σ appearing in the layer ν in the absence of 

any electric field E, while giσ contributes to the Boltzmann distribution by the influ-

ence of the electric field. Next, we can see that we should determine the integral con-

stants 
( ),

F
σ

↑ ↑ ↓
 appearing in Eq. (2) in a way that allows us to satisfy the matching con-

ditions for the Boltzmann functions fνσ at the interfaces between ferromagnetic and 
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spacer films. The construction of these matching conditions is presented in [9]. The 

results depend on the specularity factors Pσ, considered at the outer surfaces and con-

nected to surface roughness. In order to extend our considerations to a more realistic 

case from the physical point of view, we define the specularity factor Pσ using the 

physical pictures of electrons moving through a potential barrier. In this case, the 

value of Pσ corresponds to the specularity factor in the Fuchs–Sondheimer [9] con-

ductivity theory of thin films and can be expressed by the effective result 
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which is an alternative to other models, assuming that the coefficients for coherent trans-

mission and specular reflections are determined in quantum mechanics by matching free 

electron wave functions at each interface [10]. The constant 
F

σ

χ  is defined in terms of the 

Fermi velocity υF, where mσ is the effective mass of electrons and the relaxation time τσ is 

taken for electrons at the surface, i.e. τσ   =  τ1σ 

 or τσ   =  τNσ. This parameter is determined 

from DFT. From the physical point of view, the constant 
F

σ

χ  represents the ratio of the 

electron free path and de Broglie wavelength, and is related to the angle of incidence of 

electrons with respect to the z-axis as ( )2
2 / .

F F
m

σ

σ σ
χ τ υ= �  The relaxation time can be 

evaluated in terms of DFT calculations by means of the Fermi golden rule. The relaxation 

time can be expressed as follows [11]: 

 ( )( )
21( ) 2π

F
c E V

νσ νσ
τ ρ

−

=  (4) 

i.e., it is determined by the parameters of the potential barrier, in particular by the 
shape of the density of states at the Fermi level. In Eq. (4), c is the number of scatter-
ing centres and plays the role of a calibration factor when comparing the obtained 
relaxation time with the average values discussed in literature [8, 11]. 

3. Results 

The dependence of GMR on the number of ferromagnetic monatomic layers N in 
a trilayer FeN/Cr/FeN with a fixed spacer thickness of ds = 4.32 Å is shown in Fig.1 for 
various effective electron masses. The calculations were performed using the match-
ing conditions VM = –8.23 eV, Vm = –5.73 eV, VS = –5.77 eV; VM, Vm, Vs correspond-
ing to the potential barriers for majority and minority spins in the ferromagnetic layer 
and the spacer, respectively, and the relaxation time for electrons τ = 5×10–13 s in the 
case of the Hood–Falicov approach [8] to describe GMR. 
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Fig. 1. Ratio of GMR and the number of ferromagnetic monolayers for four effective electron masses. 

The calculations are based on the theoretical model described in [9], with the following parameterisation: 

potentials: VM = –8.23 eV, Vm = –5.73 eV, and VS = –5.77 eV, relaxation time τ = 5×10–13 s 

 

Fig. 2. GMR ratio as a function of the number of ferromagnetic layers for three effective electron masses 

in the Fe/Cr/Fe trilayer. All the parameters used in calculations were determined from DFT [7] 
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The GMR results shown in Fig. 2 are obtained for three different effective masses 

and parameters taken from the DFT calculations. It is worthwhile to notice that the 

DFT parametrisation curves oscillate with varying amplitude, while the character of 

these oscillations depends on the effective mass. In particular, when we compare the 

upper curve in Fig.1 (dotted line), obtained by means of the Hood–Falicov approach 

(m* = 2me), with the curve in Fig. 2 (solid line) for the same effective mass 

(
e

mm 2=
∗ ), we can see that the appearance of oscillations is connected to the fact that 

DFT calculations are used. From the physical point of view, these calculations include 

band parameterisation as well as the geometry of the considered system. The band 

structure departs from its quasi-free particle behaviour and the method conserves the 

shape of the dispersion law, while the effective mass parameterisation now depends 

on the wave vector distribution, effectively leading to a change in the dispersion law. 

Thus, the effective mass m* applied in the case of the Hood–Falicov approach is 

equivalent to the coefficient m*(k = 0) appearing in the DFT representation. 

In the above context, we can conclude that the most important results obtained in 

the present paper are the oscillatory character of GMR in FeN/Cr/FeN with respect to 

the number of Fe layers and that the source of these oscillations is connected to the 

shape of the energetic bands, which are described by boundary conditions directly 

related to the geometry of the considered sample and included immanently in DFT 

calculations. 
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Complex magnetic phenomena 

in f-electron intermetallic compounds 
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Various aspects of the magnetic properties of lanthanide and actinide intermetallic compounds are 

discussed. The first part deals with 1:2:2 stoichiometry compounds. The temperature dependence of 

magnetic ordering type is discussed. The electronic structures of the investigated compounds are then 

presented. The third part of the paper concentrates on magnetically hard intermetallics. 

Key words: f-electron intermetallic; magnetic properties; electronic structure 

1. Introduction 

During last 25 years, the properties of lanthanide and actinide intermetallics have 

been extensively investigated from the point of view of both applications and fundamen-

tal research. Lanthanides and actinides are representatives of two families that develop 

the f-electron shell. The physical properties of these compounds deserve vast interest, 

because of their intriguing fundamental properties resulting from electronic structure 

and wide applications. The latter reason obviously concerns only lanthanides. 

Investigations of lanthanide intermetallics started about four decades ago when 

lanthanide elements were separated. Neutron diffraction experiments for pure ele-

ments indicate complex magnetic structures [1]. Those experimental data led to the 

development of theoretical models of magnetic interactions in lanthanide metals [2]. 

Systematic investigations of binary and ternary lanthanide compounds have been per-

formed. These investigations provided lots of new results that were interesting for the 

fundamental aspects of magnetism, such as crystalline electric field, exchange interac-

tions, magnetoelastic and quadrupolar coupling, etc. 

The impact for starting fundamental research on 5f electron materials was doubt-

lessly the determination of the ferromagnetic properties of UH3 and UD3 [3] and the 

detection of the superconducting state in UBe12 [4]. Special attention has been given 

_________  
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to ternary compounds. For example, ternary compounds based on transition metals 

show physical properties different than binary compounds. The synthesis performed 

using the Pauli paramagnetic compounds CoTi and CoSi results in the strongly ferro-

magnetic compound Co2TiSn, with TC close to room temperature [5]. 

In the course of investigating the physical properties of binary and ternary lantha-

nide and uranium phases, a number of new effects have been either discovered or 

confirmed. Effects such as mixed valence, Kondo lattice spin fluctuations, heavy fer-

mions, and the coexistence of magnetism and superconductivity were found to depend 

on the electronic structure of lanthanide and uranium ions, in particular they are 

strongly related to the position of the 4f or 5f electron levels with respect to the Fermi 

energy. Rare earth intermetallics play an important role in a large part of current re-

search that concerns new magnetostrictive and permanent magnetic materials, spin 

glass, and random anisotropy systems. 

This work concentrates on the magnetic properties of ternary compounds contain-

ing 4f electron (rare earth) or 5f electron (actinides) elements (denoted as M), transi-

tion metals (denoted as T), and fourth or fifth group elements (denoted as X). 

2. Ternary intermetallic 

Intermetallic compounds are formed according to the thermodynamic stability of 

a certain type of crystal structure but quantum chemistry is unable to predict their 

existence. Phase equilibrium has been investigated only for a small number of possi-

ble ternary combinations M–T–X [6]. A typical ternary phase diagram for M–Rh–Si 

systems (where R is a rare earth element) is shown in Fig. 1. It contains seven phases 

 

 

Fig. 1. Ternary rare earth–rhodium–silicon phase diagram [6]: 

I – RRh3Si2, II – RRh2Si2, III – RRhSi, IV – R2Rh3Si5,  

V – RRhSi2, VI – R2RhSi3, VII – R5Rh4Si10 
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with different compositions and crystal structures. The structural, magnetic, and su-

perconducting properties of these systems are summarized in Table 1. 

Table 1. Crystallographic, magnetic, and superconductive data of ternary silicides in R–Rh–Si systems1 

I 

RRh3Si2 

II 

RRh2Si2 

III 

RRhSi 

IV 

R2Rh3Si5 

V 

RRhSi2 

VI 

R2RhSi3 

Structure type 

hexagonal tetragonal orthorhombic hexagonal 
Element 

CeCo3B2 

(P6/mmm) 

ThCr2Si2 

(I4/mmm) 

NiTiSi (Pnma) or 

cubic ZrOS (P213) 

Sc2Co3Si5 

(Ibam) 

CeNiSi2 

(Cmcm) 

(P62c) 

La  
S 

Ts = 7.4 K 

S 

Ts = 4.4 K 

S 

Ts = 4.5 K 

S 

Ts = 3.4 K 
 

Ce  
AF 

TN = 36 K 
   

AF 

TN = 6 K 

Nd P 
AF 

TN = 56 K 
 

AF 

TN = 2.7 K 
 

F 

TC = 15 K 

Sm 
F 

TC = 34 K 

AF 

TN = 46 K 
 P   

Eu  
AF 

TN = 25 K 
    

Gd 
F 

TC = 31 K 

AF 

TN = 98 K 

F 

TC = 18.5 

AF 

TN = 8.4 K 

AF 

TN = 20.5 K 

AF 

TN = 14 K 

Tb 
F 

TC = 37 K 

AF 

TN = 94 K 

AF 

TN = 28 K 

AF 

TN = 7.8 
 

AF 

TN = 11 K 

Dy 
F 

TC = 29 K 

AF 

TN = 55 K 

AF 

TN = 14.6 K 

AF 

TN = 4.5 K 
 

AF 

TN = 6.3 K 

Ho 
AF 

TN = 10 K 

AF 

TN = 27 K 

AF 

TN = 8.5 K 

AF 

TN = 2.8 K 
 

AF 

TN = 5.2 K 

Er 
F 

TC = 24 K 

AF 

TN = 12.8 K 

AF 

TN = 8.1 K 

AF 

TN = 2.6 K 
 

AF 

TN = 5.0 K 

1S – superconducor, P – paramagnetic, F – ferromagnetic, AF – antiferromagnetic. 

These data and data for other systems indicate that the intermetallic MnTmXp 

phases have been found to exhibit not only a wide composition range (n:m:p), but also 

a large variety of crystal structures. The structural characteristics of ternary intermet-

allic rare-earth compounds were presented in a review paper [7]. Among MnTmXp 

compounds, only the phases with a 1:2:2 ratio were systematically studied. Based on 

the data for these systems, the magnetic properties of intermetallic compounds are 

discussed here. The lanthanide and actinides compounds with a 1:2:2 stoichiometry 

crystallize in two variants, in a body-centred tetragonal structure (space group 

I4/mmm, ThCr2Si2 type) or in a primitive tetragonal structure (space group P4/nmm, 

CaBe2Ge2 type). Both crystal structures are shown in Fig. 2. The atomic framework of 

both structures can be alternatively displayed as a monatomic sequence perpendicular 

to the c-axis: 
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• for the ThCr2Si2-type structure: 

R – X – T – X – R – X – T – X – R 

• and for the CaBe2Ge2-type structure: 

R – T – X – T – R – X – T – X – R 

The layered character and anisotropy (c/a ≈ 2.5) of the crystal structure of these 

compounds is strongly reflected in their magnetic properties. 

 

Fig. 2. Crystal structures of MT2X2 compounds  

of the ThCr2Si2- and CaBe2Ge2-type 

The results of investigations indicate that the T component carries no magnetic 

moment in most compounds, except for those with Mn. In MMn2X2 (X = Si, Ge) 

compounds, the Mn moments order at high temperatures, while the rare earth mo-

ments usually order antiferromagnetically or ferromagnetically at low temperatures. 

Data on the magnetic properties, including magnetic structure, are presented in 

Refs. [8–11]. In this work, only some data concerning the magnetic ordering of rare 

earths are presented. The results of neutron diffraction measurements indicate that 

rare earth sublattices exhibit a large variety of magnetic ordering schemes, including 

collinear ferro- and antiferromagnetic structures, as well as a number of different non-

collinear modulated structures (see Fig. 23 in Ref. [8]). In this work, these structures 

are briefly discussed as functions of temperature, magnetic field, and pressure. 

In some RT2X2 compounds, similarly to other rare earth intermetallics, a change in 

magnetic structure with temperature is observed [12]. For example, in RCo2X2 (R = 

Pr, Nd, Tb, Dy, Ho; X = Si, Ge) the rare earth moments form a collinear antiferro-

magnetic structure of the AFI type [8]. On increasing temperature, a change in the 

magnetic structure to a long-period modulated structure is observed (see Table 2). The 

occurrence of incommensurate phases results from competition between the indirect 

RKKY exchange, responsible for long-range magnetic ordering, and the crystalline 
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field anisotropy that might promote uniaxial arrangements. Magnetization as a func-

tion of the applied magnetic field gives evidence of phase transitions and new mag-

netic data. On the basis of these data, the magnetic phase diagram of these compounds 

is presented (see Fig. 3). 

Table 2. Magnetic data for M2T2X2 compounds 

Compound Magnetic ordering Reference 

PrCo2Si2 
1.5 K < T < 9 K AFI, 9 K < T < 17 K LSWI (k

z
 = 0.074) 

17 K < T < 30 K LSWI (k
z
 = 0.223) 

[a] 

PrCo2Ge2 1.5 K < T < 28 K, LSWI (k
z
 = 0.27 [b] 

NdCo2Si2 
1.5 K < T < 15 K AFI, 15 K < T < 24 K, LSWI (k

z
 = 0.07),  

24 K < T < 32 K LSWI (k
z
 = 0.20) 

[c] 

NdCo2Ge2 1.5 K < T < 12 K AFI, 12 K < T < 28 K LSWI (k
z
 = 0.261) [d] 

TbCo2Si2 1.5 K < T < 43.5 K AFI, 43.5 K < T < 45.5 K LSWI (k
z
 = 0.042) [e] 

TbCo2Ge2 1.5 K < T < 29.1 K AFI, 29.1 K < T < 34 K LSWI (k
z
 = 0.055) [f] 

DyCo2Si2 1.5 K < T < 20.3 K AFI, 20.3 K < T < 21.4 LSWI (k
z
 = 0.05) [e] 

DyCo2Ge2 1.5 K < T < 11.5 K AFI, 11.5 K < T < 19.6 K LSWI (k
z
 = 0.08) [g] 

HoCo2Si2 1.5 K < T < 14 K AFI [g] 

HoCo2Ge2 1.5 K < T < 6.7 K AFI, 6.7 K < T < 10.6 K LSWI (k
z
 = 0.08) [g] 

UNi2Si2 
1.5 K < T < 53 K LSWI (k

z
 = ⅓), 53 K < T < 103 K AFI,  

103 K < T < 124 K LSWI (k
z
 = 0.255) 

 [h] 

UNi2Ge2 1.5 K < T < 80 K AFI [i] 

AFI – antiferromagnetic collinear structure described by the propagation vector k = (0, 0, 1); LSWI – modulated 

structure described by the propagation vector k = (0, 0, 1 – kz) (see Ref. [9]); [a] Shigeoka T. et al., Physica 156–157 

(1989), 741; [b] Pinto H. et al., Acta Cryst. A, 35 (1979), 533. [c] Shigeoka T. et al., J. Phys. (Paris) 49 (1988), 

C8-431; [d] André G. et al., J. Magn. Magn. Mater., 86 (1990) 387; [e] Szytuła A. et al., J. Phys.: Cond. Matter, 12 

(2000), 7455; [f] Penc B. et al., J. Phys.: Cond. Matter, 11 (1999), 7579; [g] Schobinger-Papamantellos P. et al., 

J. Magn. Magn. Mater., 264 (2003), 130; [h] Rebelsky L. et al., Physica B, 180–181 (1992), 43; [i] Chełmicki L. et al., 

J. Phys. Chem. Solids, 46 (1985), 528. 

The interpretation of such magnetic behaviour is possible on the basis of various 

theoretical models: the ANNNI (anisotropic-next-nearest-neighbour-Ising) model 

[16], Date’s incommensurate mean field model [17], or self-consistent periodic field 

model [18]. All these models reproduce the observed change in magnetic structure as 

a function of temperature or magnetic field. 

The PrNi2Si2 system exhibits the most original behaviour. Pr magnetic moments 

form an amplitude-modulated structure down to 0 K. At low temperature, squaring to 

the antiphase structure was detected. The external magnetic field causes a change in 

the ferromagnetic state. The above results indicate that the ground state is non-

magnetic [11]. 

Anomalous properties are observed in some 1:2:2 compounds with R = Ce, Eu, Yb. 

The temperature dependence of specific heat indicates that CeCu2Si2 is a superconductor 

below 0.5 K. The large value of the electric specific heat (γ = 1.1 J/(mol·K2)) suggests that 

CeCu2Si2 is a heavy fermion system with an effective mass of approximately 100m0 
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[19]. The external magnetic field causes the superconducting state to disappear and 

induces an antiferromagnetic one [20]. The phase diagram of CeCu2Si2 is presented in 

Fig. 4a. A different effect is observed in CePb3, in which the external magnetic field 

induces the superconducting state (see Fig. 4b) [21]. 

 

 

 

Fig. 3. Magnetic (H, T) phase diagram for: a) 

PrCo2Si2 and NdCo2Si2 [13], b) TbCo2X2 (X – Si, 

Ge), and c) DyCo2X2 (X – Si, Ge) [14, 15] 

CePd2Si2 is an antiferromagnet with the Néel temperature TN equal to 10 K and 

collinear magnetic structure described by the propagation vector k = (1/2, 1/2, 0) [22]. 

The temperature dependence of electrical resistivity ρ as a function of external pres-

sure, summarized in Fig. 5a, indicates the following: 

• the Néel temperature TN decreases slowly and monotonically with increasing 

pressure, 

• at a critical pressure Pc of ~26 kbar, the phase transition to the superconducting 

state takes place. 
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Fig. 4. Magnetic (H, T) phase diagram of: a) CeCu2Si2 [20], b) CePb3 [21] 

  

Fig. 5. T, p phase diagrams of: a) CePd2Si2 [23, 24], b) UGa2 [28] 

It was observed that ρ changes as T1.2(1) near Pc, which is indicative of non-Fermi 

behaviour. The behaviour of ρ(T) and TN(P) near Pc suggests that spin fluctuations 

have a 2D character [19, 20]. 

The 1:2:2 uranium compounds show similar properties to those of isostructural 

rare earth compounds. The most interesting discovery for these compounds, however, 

was their heavy-fermion behaviour, at first in URu2Si2 (γ = 180 mJ/(mol·K2)) [25]. 

Neutron diffraction studies confirmed that URu2Si2 exhibits an AFI-type magnetic 

structure below 17 K, with a very small magnetic moment of 0.04(1)μB at T = 0.57 K 

[26]. At low temperatures, below 1 K, a transition to a superconducting state was 

detected [27]. 

UGe2 compounds are ferromagnets with the Curie temperature TC of 52 K for which an 

external pressure P causes monotonical decrease of TC, and at about P = 1 GPa induces the 

superconducting state (Fig. 5b) [28]. 

EuT2X2 compounds are the most suitable for studying valence fluctuations, for ex-

ample by 151Eu Mössbauer spectroscopy, because the isomer shift has significantly 

different values for Eu2+ (δIS = –10.6 mm/s) and Eu3+ (δIS = 0.6 mm/s) ions. Figure 6 

shows the classification of silicides and germanides based on the isomer shift and 
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atomic volumes at room temperature. In germanides Eu ions are trivalent which is 

associated with the large volume available for Eu3+ ions in the unit cell. The case of 

silicides is much more complex: depending on the volume of the unit cell, Eu2+, Eu3+ 

ions or mixed-valence states are present. It was estimated that the fluctuation time be-

tween the two valence states is shorter (10–13 s) than the Mössbauer probe time (10–11s). 

Germanides (EuT2Ge2 for T = Co, Ni, Cu, Ru and Rh) are antiferromagnets, while 

only silicides, EuT2Si2, with T = Ru, Rh, Ag, and Au are antiferromagnets [10, 28]. 

 

Fig. 6. Parameters of EuT2Si2 (left panel) and EuT2Ge2 (right panel) at 300 K:  
the unit cell volume in Å3 (upper right), isomer shift in mm/s of the 151Eu  

Mössbauer absorption (bottom left) and valence (bottom right) for various T elements 

Magnetic data have been published only for some YbT2X2 phases (see Ref. [10]). 

The majority of these compounds exhibit an unstable 4f shell intermediate valence 

effect. In contrast to the compounds with Ce and Eu, in the case of Yb the mixed-

valence state is observed for both silicides and germanides. Lately, the magnetic 

properties of YbRh2Si2, which is a weak antiferromagnet below TN = 70 mK [30] have 

been determined. The magnetic phase diagram (see Fig. 5 in Ref. [30]) indicates com-

plex magnetic and electronic properties. In this diagram, antiferromagnetic (AF), non-

Fermi liquid (NFL) and Landau-Fermi liquid phases exist. 

RMn2X2 (X = Si, Ge) compounds exhibit two critical temperatures [31]: 

• at low temperatures the magnetic moments are localized on the R atoms and be-

come ordered, 

• at high temperatures only magnetic moments on Mn atoms show either ferro- or 

antiferromagnetic ordering. 

The type of magnetic ordering in the Mn sublattice depends on the interatomic 

Mn–Mn distance. The coupling between Mn–Mn moments is antiferromagnetic when 

Mn Mn

a

R
−

< 0.285 nm and becomes ferromagnetic for 
Mn Mn

a

R
−

> 0.285 nm [32]. Similar 

critical distances were observed in many other alloys with transition metals [33]. The 

localization-delocalisation effect of 3d electrons occurs when the critical distance in 

Mn compounds reaches 0.285 nm [34].  

SmMn2Ge2 has interesting magnetic properties – in the temperature range 341 K < T  

< 385 K it is antiferromagnetic, but ferromagnetic in the range 153 K < T < 341 K.  

It becomes a re-entrant antiferro- (106.5–153 K) and ferromagnetic below 106.5 K 

[35, 36]. External pressure changes these magnetic phase transitions [30]. The fact that 
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in the antiferromagnetic state the resistance is higher than in the ferromagnetic state 
suggests the giant magnetoresistance in this compound [37]. Extraordinary large 
changes of magnetoresistance during metamagnetic phase transitions in TbNiSn sin-
gle crystals at 4.2 K were observed [38]. 

3. Frustration systems 

Geometrically frustrated systems are ubiquitous and interesting because their be-
haviour is difficult to predict as frustration can lead to a macroscopic degeneracy and 
qualitatively new states of matter.  

Fig. 7. The cubic corner-sharing tetrahedron lattice 

and crystal structure of YMn2  

The fundamental unit of frustration is a system of three antiferromagnetically in-
teracting spins on a regular triangle. A regular tetrahedron composed of four triangles 
serves as a unit of three-dimensional frustrated lattices. Geometrically frustrated lat-
tices are formed by joining their edges or corners. The triangular lattice and face-
centered cubic lattice are edge-sharing lattices of triangles and tetrahedrons, respec-
tively. Corner-sharing triangles yield the kagomé lattice while tetrahedrons form the 
lattice presented in Fig. 7. A number of magnetic materials crystallize in the last type 
of structure which belong to different classes of crystal symmetries, such as normal 
spinel, pyrochlores (Y2Mo2O7). and C15 Laves phase intermetallic compounds such as 
Y(Sc)Mn2. In all these systems, the Mn magnetic ions form corner-shared tetrahedrons as 
depicted in Fig. 7. As in the case of the two-dimensional triangular lattice, this topology 
leads to a highly frustrated lattice, in which magnetic interactions between Mn moments 
are negative. Moreover, Mn moments in the RMn2 series are very close to the magnetic-
nonmagnetic instability as a function of distance. The critical distance is dc = 2.66 Å. It has 
been determined that a complex magnetic structure arises as a result of frustration in 
YMn2, with a long wavelength distorted helical component [39]. 

A large group of the rare earth intermetallics crystallize in the hexagonal ZrNiAl 

-type structure (space group 62P m ). The distribution of rare earth atoms in the basal 
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plane is similar to that in the kagomé lattice (Fig. 8). The results of neutron diffraction 

measurements indicate the existence of complex magnetic structures in these com-

pounds. For example, in TbAuIn the Tb moments in the ab plane form a typical trian-

gle structure (Fig. 9) [40]. A similar magnetic ordering is observed in a large number 

of isostructural compounds [41]. 

 

Fig. 8. Projection of the hexagonal ZrNiAl-type structure on the basal 

plane (a). Only rare earth atoms are shown, kagomé lattice (b) 

 

Fig. 9. Typical magnetic structure 

observed in RTX compounds with 

a ZrNiAl-type crystal structure 

4. Electronic structure 

Knowledge of the band structure of MT2X2 should lead to a better understanding 

of their magnetic properties. Results of X-ray absorption spectroscopy and XPS stud-

ies carried out on CeT2Si2 compounds (T = 3d metal) indicate that with an increasing 

number of 3d electrons per atom the maximum of the 3d band moves below the Fermi 

level (Fig. 10) [42, 43]. For Mn compounds the Mn 3d states are at the Fermi level. With 

an increasing number of 3d electrons, the peak corresponding to the T 3d state moves 

away from the Fermi level. Calculations performed for YMn2Ge2, LaMn2Ge2, LaCo2Ge2 
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[44], YMn2Si2, LaMn2Si2 [45] and YbMn2Si2 and YbMn2Ge2 [46] indicate that the 

Fermi level crosses the 3d band. The calculated density of states at the Fermi level 

N(EF) is equal to 1.47 states/(eV·atom) for YMn2Si2, 1.78 for LaMn2Si2 [45], 1.47 for 

YMn2Ge2 and 2.13 for LaMn2Ge2 [44], 4.10 for YbMn2Si2 and 2.97 for YbMn2Ge2 [46], 

and 0.6 for LaCo2Ge2. The last value implies that the Co 3d band in LaCo2Ge2 is located 

below the Fermi level [44]. XPS spectra of the valence band of HoFe2Ge2 (see Fig. 11) 

indicate that the valence band is dominated by the multiplet structure of Ho3+. Near the 

Fermi level, a broad maximum corresponding to Fe 3d states is observed. 

  

Fig. 10. Position of the 3d band respective 

to the Fermi level in CeT2Si2 (T – Cu, Ni, 

Co, Fe) [42] and YCu2Si2 [43] 

Fig. 11. XPS spectra of the valence band of 

HoFe2Ge2 and pure Ho, Fe, and Ge elements 

The calculated band structures of CeCu2Si2 and LaCu2Si2 show that the 4f levels 

of Ce are located mainly above EF. The density of states at EF is large. The XPS spec-

tra obtained for CeT2Si2 (T = Cu, Ag, Au, Pd) suggest that the hybridisation of the 4f 

electrons of Ce with the d-states of T ions takes place [47]. 

An analysis of the XPS spectra of Ce 3d5/2 and Ce 3d3/2 states based on the Gun-

narsson–Schönhammer model determined the hybridisation energy of the Ce 4f orbital 

with the conduction band to be 59 meV [48] for CeCu2Si2 and 220 meV for CeT2X2 

(T = Ni, Cu; X = Sb, Sn) [49]. 

The electronic structure of UT2Si2 (T = Ru, Rh, Pd, Ir) was determined by means 

of XPS measurements [50] and calculation of the density of states [51]. The situation 

in the valence band of uranium intermetallic compounds can be characterized by 

a more or less narrow 5f band intersected at the Fermi level. The XPS spectra of 
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UT2Si2 (T = Ru, Rh, Pd, Ir) [50] indicate that the structure of the Fermi surface is 

formed by the 5f states of uranium. For the 4d states of the transition metal a shift of 

the centre of the d-band from 1.9 eV for Ru to 3.9 eV for Pd is observed. These data 

indicate that for URu2Si2 a strong hybridisation of the U 5f and Ru 4d states appears 

to be very close to nonmagnetic-magnetic instability.  

5. Magnetic hard materials 

Historically, the trend in the development of permanent magnets is to rapidly in-

crease (BH)max (Fig. 11). Impressive progress in these materials was observed during 

the 20th century. Progress in new hard materials with large (BH)max values, which 

gives the maximum energy product of the magnet, was obtained for rare earth–3d 

intermetallics. The interesting magnetic properties of these materials result from dif-

ferent microscopic magnetic properties of the elements. The rare earth atoms, with 4f 

electrons, display localized magnetic moments. On the contrary, the 3d-electrons of 

the transition metals are considered to be itinerant. On the basis these materials, new 

materials for permanent magnets are obtained, first the system R–Co with 1:5 and 

2:17 stoichiometries [52], and next the Nd2Fe14B compound with a relatively large TC 

equal to 589 K and very large value of (BH)max (50 MGOe) [53, 54]. 

 

Fig. 12. Evolution of the maximum energy product of permanent magnets during the 20th century 

The next group of compounds, which have been proposed as cheap alternative ma-

terials for the production of permanent magnets, are RT12–xT´x compounds, where R is 

a rare earth element, T is a 3d electron element, T´ is Ti, V, Cr, Mn, Mo, W, Al, or Si, 

and x is in the range 1 < x <4 [55]. These compounds have Curie temperatures ranging 
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from 260 to 650 K, with the highest values for Gd compounds in each series, except 

for the Mo-containing series, for which the maximum occurs for the Sm compound. 

RFe12–xMx compounds are characterized by high Curie temperatures and high uniaxial 

anisotropy, and are good materials for the production of permanent magnets. In order 

to obtain the best parameters of these compounds, light elements such as H, C, and N 

are used and they have a dramatic effect on the magnetic properties (see Table 3). 

Table 3. Main characteristics as observed after interstitial charging of hard magnetic compounds*  

Compound 
Quantity 

R2Fe17 RFe12–xMx 

Interstitial H C, N H C, N 

Curie temperature TC ii iii ii iii 

Saturation magnetization Ms i or c i ii  

Anisotropy fields HA d or c iii i or c  

*d – decrease, c – constant, i – increase, ii – large increase, iii – very large increase. 

6. Conclusions 

The analysis of the structural and magnetic ternary intermetallic phases enables 

a number of general conclusions to be drawn. The first characteristic feature is the 

existence of many phases in each of these ternary systems, having different magnetic 

properties. The magnetic properties of the different intermetallics presented in this 

work indicate that these properties are strongly correlated with the electronic states of 

atoms. In the discussed compounds, the “normal” lanthanide and uranium atoms have 

localized magnetic moments. The localization of magnetic moments on 3d-electron 

atoms depends on the concentration of these atoms in the compound. For high concen-

trations of iron, the magnetic moment is localized, while for low concentrations (ex-

cept for Mn) the magnetic moments of 3d-electron atoms disappear. The magnitude of 

the magnetic moment μ of 3d-electron atoms is proportional to the distribution of the 

bands of spin up and spin down electrons. 

In 1:2:2 type intermetallic compounds, the magnetism arises from the interaction 

of magnetic moments localized on f-electron ions. The magnetic order observed in 

these compounds results from a compromise between different interactions and ther-

mal effects. These interactions are of two types. The first, the bilinear exchange inter-

action of the RKKY type, is long range, oscillates with distance, and leads to different 

magnetic structures. It is also incommensurate with the crystallographic lattice. The 

second interaction to be taken into account is the crystalline electric field (CEF). In an 

uniaxial structure, CEF favours Ising and X–Y systems, with magnetic moments par-

allel and perpendicular to the tetragonal c-axis, respectively. 
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Mössbauer polarimetry is used for investigating the orientation of Fe magnetic moments in the 
nanocrystalline Fe0.48Al0.52 disordered alloy prepared by mechanical grinding. Local Fe magnetic mo-
ments and their contributions to the net magnetization at selected external fields and temperatures were 
estimated. It was found that the components of the Fe magnetic moments parallel to the net magnetiza-
tions reduce their values much faster with an increasing number of neighbouring Al atoms than the total 
iron moments. 

Key words: Mössbauer polarimetry; magnetic moment; nanocrystalline Fe0.48Al0.52 

1. Introduction 

Structurally ordered alloys with Al concentrations between 35% and 43% and 

with equiatomic composition have been suspected of the presence of antiferromag-

netic order [1–5]. Quite recent neutron diffraction data for bcc-ordered Fe–Al with Al 

concentrations of 34–43 at. % [6] showed the presence of incommensurate spin den-

sity waves. It has been found earlier that ferromagnetic order can exist close to FeAl 

composition [7], and that supposedly antiferromagnetic or paramagnetic configura-

tions can change to ferromagnetic upon simple filing [1, 8–11]. Ferromagnetism has 

also been detected in alloys with Al concentrations larger than 50 at. % [8, 12] and in 

the concentration range 40–60 at. % [13]. 

The ratio of hyperfine fields and magnetic moments (or magnetization) in many Fe-

based ferromagnetic systems is in the range 10.0–15.0 T/μB [14–16]. Magnetization data 

for disordered Fe–Al alloys [11, 17], can be compared with the average hyperfine mag-

netic field (h.m.f.) obtained from Mössbauer experiments [8, 12, 17]. The ratio is an-

_________  
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omalously high, about 30 T/μB for concentrations close to equiatomic, while it is about 

12.0–13.5 T/μB in ferromagnetic alloys with Al concentrations less than 40 at. %. 

For systems with atomic and spin disorders – in particular for non-ordered metal 

systems with RKKY interaction – Mattis has considered a model in which spin–spin 

interactions were random in sign but did not result in frustrations [18]. The spin sys-

tem was considered to be composed of two subsystems with randomly distributed 

antiparallel spins, which form the so-called Mattis phase. The magnetisation behav-

iour of the Fe–Al system and the ideas found in Refs. [18–20] indicate that concen-

trated Fe–Al alloys could exhibit the Mattis phase, no experimental support, however, 

has been reported so far. 

Studies of Fe–Al alloys by the Monte Carlo techniques [21] in the Al concentra-

tion range 0.25 < x < 0.50 showed that it was possible to qualitatively account for the 

transformation of the magnetic state from a ferromagnetic one to a certain spin glass 

state at about 34% Al using the indirect exchange model [1]. A peculiar feature of this 

spin-glass is the fact that frustrations arise from the positional disorder of Fe and Al 

atoms. 

These controversial findings, and the apparent impact of various defects and in-

homogeneities on the magnetic structure of bulk and nanocrystalline alloys, require 

more detailed investigations that will elucidate the nature of magnetism in this sys-

tem. This paper reports the studies of nanocrystalline Fe–Al alloys in the concentra-

tion range close to the onset of ferromagnetism by the Mössbauer technique with cir-

cularly polarized monochromatic radiation. Polarized radiation has been widely used 

in investigating magnetically ordered systems, for an extended review see Ref. [22]. 

Circularly polarized radiation has the advantage of being sensitive to the sign of the 

h.m.f. Our observations strongly suggest that a non-collinear magnetic order must 

exist in the sample studied. 

2. Sample 

Fe–Al ingot was synthesized from high-purity components (99.99 % Fe and 

99.99% Al) in an induction furnace in Ar atmosphere, then homogenized in a vacuum 

furnace at 1400 K for 6 h. The chemical analysis showed that the Al concentration 

was 52.0±0.5 at. %. The ingots were milled and a fraction with particle sizes lower 

than 300 μm was used for further mechanical treatment in a planetary ball mill with 

vials and balls made of tungsten carbide. Mechanical grinding was performed in an 

inert gas atmosphere. The milling time was adjusted to provide a disordered state in 

the Fe–Al alloys [17]. The obtained sample exhibited a single bcc phase with the lat-

tice parameter 0.2918(4) nm. The X-ray diffraction pattern consists of the broadened 

peaks (110), (200), (211), and (220) of the bcc structure. The analysis of the shape of 

the diffraction lines using the harmonic analysis [23] lead to the conclusion that the 

mean grain size of the alloy is 4.0(3) nm. 
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3. Mössbauer polarimetric measurements 

The absorbers were placed inside one of the rare earth magnets, producing an axi-

ally symmetric field perpendicular to the absorber surface and parallel to the gamma 

rays. The measurements were performed at temperatures of 13, 50, and 298 K and 

external fields between 0 and 1.1 T, see the example in Fig. 1. 

 

Fig. 1. An example of the Mössbauer spectra recorded at T = 13 K  

with polarized and unpolarized radiation in an axial, externally applied magnetic field  

of 1.1 T. The arrows ↑↑ and ↑↓ indicate two opposite circular  

polarizations. Solid lines represent the results of the simultaneous fitting  

the h.m.fs to all the recorded spectra 

A full Hamiltonian was used for treating the mixed magnetic dipole and electric 

quadrupole interaction. The transmission integral was used to treat thickness effects, 

and the temperature dependence of the f-factor was taken into account. To analyse the 

low-temperature data, we assumed the same isomer shift and electric field gradient, as 

well as their probabilities determined at room temperature. We allowed only the sec-

ond order Doppler shift and the appearance of the h.m.f. distribution. The principles 

of the adopted polarimetric method are given in Ref. [24], while details of the con-

struction of the source of circularly polarized radiation in Refs. [25, 26]. 

An experiment with circularly polarized radiation is sensitive to the angular aver-

age 
r
⋅γ m , where m is a unit vector parallel to the local h.m.f., Bhf, γr is the Carte-

sian vector (r = x, y, z) and the brackets 〈 〉 denote angular averaging with the mag-

netic texture function P(Ω): 

 ( )
4π

d
r r

P Ω Ω⋅ = ⋅∫γ m γ m  (1) 
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Fig. 2. An example of the distribution of h.m.f. obtained from experiment (up) and the h.m.f.  

dependence of the average cosine between the h.m.f. vector and magnetization (down) measured  

at T = 13 K and Bext = 1.1T. The vertical bars split the p(Bhf) distribution into sectors numbered by  

k = …, 9, 8, 7 …, for which the two first coordination shells are taken into account (cf. Eq. (2)) 

In particular, one can obtain the value of c1Bhf , which is an average component of the 

h.m.f. along photon directions. In the case of α-Fe, the h.m.f. is antiparallel to the direction 

of the magnetic moment of iron atoms [27], so the c1 parameter is negative. Negative val-

ues of c1 for our sample are observed only for hyperfine fields larger than about 5 T 

(Fig. 2). Figure 2 also shows that a relatively large probability p(Bhf) is observed in the 

region close to Bhf = 5 T, much above the intensity of the external field. It is thus reason-

able to suppose that Bhf in this region corresponds to the Fe atoms with nonzero magnetic 

moments. If this is so, then a nearly zero value of the c1 parameter in Fig. 2 indicates that 

these moments, on average, do not contribute to the total magnetization. 

4. Discussion and conclusions 

A considerable enhancement of the experimental value Bhf /σFe (attaining values 

close to 30 T/μB) in the studied Fe–Al system with respect to the values calculated for 

collinear systems can be explained by a transformation from ferromagnetic to non-

ferromagnetic order. One should expect that the magnetization should be correlated 

with the z-th component of the h.m.f., Bz. This is indeed observed in our alloy 

Fe0.48Al0.52 (Fig. 3). 
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Fig. 3. Correlation between the average z-component of the h.m.f.  

(corrected to the external field) and the Fe magnetic moment (the inset shows a lack  

of correlation between the average h.m.f. and magnetic moment). Open and full symbols  

correspond to the z-component of the h.m.f. and the h.m.f. itself, respectively 

It is reasonable to assume that the larger number of Fe atoms, the larger the ob-

served Bhf. Next, it follows from EXAFS results [28] that the probabilities of finding 

the Fe atom in the first (I) and the second (II) coordination shells are given by  

xI = 0.10 and xII = 0.883, respectively. Assuming random distributions within the 

shells, the probability P(k) that an iron atom is surrounded by (14 – k) Fe and k Al 

atoms in the two first coordination shells is: 

 ( ) 8 6

I II II

,

8 6
(1 ) (1 )j j i i

I

i j
i j k

P k x x x x
j i

− −

+ =

⎛ ⎞⎛ ⎞
= − −⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠
∑  (2) 

These assumptions allow one to divide p(Bhf) into a few sections, each having 

the area proportional to the probability P(k). The sectioning is displayed in Fig. 2 

by vertical lines. The average fields estimated for each section are displayed in Fig. 

4 by full symbols, while the z-components of the fields by open symbols. As ex-

pected, an increase of the field from Bext = 0.2 T to Bext = 1.1 T results in an in-

crease of Bz and not Bhf (see the open and the overlapping full points in Fig. 4). The 

average ( )B k  for k = 6 (Fig. 4) is slightly above the value related to ordered Fe3Al 

at low temperature [29]. 
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It should be noted that Eq. (2) is valid under the assumption that the contributions 

of neighbouring atoms from the I and II coordination shells are the same, which is an 

approximation. The opposite approximation, in which the influence of the II coordina-

tion shell is neglected, can be made by using the binomial distribution instead of 

Eq. (2). The results of such treatment exhibit similar features and are not shown here 

(average ( )B k  for k = 4 is slightly below the value related to ordered Fe3Al reported 

in [29]). 

 

Fig. 4 Average h.m.f. and average z-th component of the field (not corrected for 

 the external field) related to the sectors from Fig. 2, under the assumption that contributions 

from the first and the second coordination shells to the h.m.f. are the same. Full symbols  

correspond to the h.m.f., open symbols to the z-component of the h.m.f., • – Ref [16], � – Ref. [29] 

The magnetization and Mössbauer data can be combined to obtain the local mag-

netic moments of Fe. To estimate the z-th component of the magnetic moment in the 

external magnetic field, we assume that it is proportional to ( )
z

B k and that the total 

contribution to the magnetization of all Fe atoms is equal to the measured magnetiza-

tion. The two most important results are as follows. 

An increase of the number of Al atoms in the two first coordination shells (bcc 

structure) causes a decrease of the magnetic moments and a much faster decrease of 

the z-component of the magnetic moments (local contribution to magnetization). Con-

figuration (7, 1) was found as the most suitable for forming a non-collinear structure, 

where (k1, k2) denotes a Fe atom surrounded by k1 Al atoms in the I coordination shell 

and k2 Al atoms in the II coordination shell. It should be stressed that such a detailed 

description of the magnetic moment arrangement would hardly be possible if not for 

the extensive combination of experimental methods used in the present studies. 
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Transport characteristics of ferromagnetic single 

-electron transistors with non-collinear magnetizations 
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Theoretical analysis of spin-polarized transport through a ferromagnetic single-electron transistor 
(FM SET) has been carried out in the sequential tunnelling regime. Two external electrodes and the cen-
tral part (island) of the device are assumed to be ferromagnetic, with the corresponding magnetizations 
being generally non-collinear. The transport properties of the FM SET are analysed within the master 
equation approach with the respective transition rates determined from the Fermi golden rule. It is as-
sumed that spin relaxation processes on the island are sufficiently fast to neglect spin accumulation. It is 
shown that electric current and tunnel magnetoresistance strongly depend on the magnetic configuration 
of the device. Transport characteristics of symmetrical and asymmetrical structures have been calculated 
as a function of bias and gate voltages. 

Key words: ferromagnetic single-electron transistor; spin-polarized transport; tunnel magnetoresistance 

1. Introduction 

There is a general need to produce smaller and faster processors, smaller and more vo-

luminous memories, and smaller and more sensitive sensors. It seems that spintronics ful-

fils such expectations and demands. Moreover, in the nanometer scale we have to consider 

the increasing importance of interactions between electrons, so that the role of electron 

spin becomes important as well. The problem of spin-polarized transport in ferromagnetic 

single-electron transistors (FM SETs) with quantum dots or metallic grains [1–4] has been 

addressed only recently, particularly for non-collinear magnetic moments of the external 

electrodes [5]. In Ref. [5], a situation with one nonmagnetic and one magnetic electrode 

was considered, and it was shown that transport characteristics strongly depend on the 

angle between the magnetic moments of the lead and island. 

_________  
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In this paper, we present the results of our theoretical analysis of spin-polarized 

electronic transport in a ferromagnetic single-electron transistor, whose all three elec-

trodes, i.e. two external leads and the central part (island), are ferromagnetic, with the 

corresponding magnetizations being generally non-collinear, but oriented in a com-

mon plane. The angle α (β) between the angular spin moments of the right (left) lead 

and the island is arbitrary (see Fig. 1). Apart from this, we assume that an external 

gate voltage is applied to the island. Our objective is to analyse the dependence of 

electric current, differential conductance, and tunnel magnetoresistance (TMR) on the 

angles between magnetizations and on the transport and gate voltages. 

Transport properties are analysed within the master equation approach, with the cor-

responding transition rates determined from the Fermi golden rule. In this analysis, we 

take into account only sequential tunnelling processes – with lowest-order perturbation 

theory [6]. It is also assumed that the spin relaxation on the island is sufficiently fast to 

neglect spin accumulation. We have analysed numerically the electric current flowing 

through the device, the corresponding differential conductance, and the resulting tunnel 

magnetoresistance for different magnetic configurations of the device. From this analy-

sis it follows that all transport characteristics strongly depend on the angles α and β. 

2. Model and theoretical description 

A schematic diagram of the analysed ferromagnetic single-electron transistor is shown 

in Fig. 1. The device under consideration consists of three electrodes made of the same 

ferromagnetic material. When a sufficiently high bias voltage is applied to the device, elec-

trons can tunnel through the barriers sequentially one by one, giving rise to electric current. 

When the charging energy is considerably larger than the thermal energy, charging effects 

become observable and the current–voltage characteristics display a typical Coulomb stair-

case with a Coulomb blockade in the small bias regime. Apart from this, Coulomb oscilla-

tions in the electric current occur with increasing gate voltage. These effects lead to an 

oscillatory behaviour of TMR with increasing bias voltage. 

 

Fig. 1. A schematic diagram of the ferromagnetic single-electron transistor.  

The arrows indicate the spin moments of the island and the two external electrodes 
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In our considerations, we take into account only sequential tunnelling processes 

and assume that the contributions of higher-order processes are small compared to the 

first-order ones. This is justifiable when the barrier resistances significantly exceed 

quantum resistance, Rj >> Rq = h/e2, j = 1, 2, which implies that the charge on the 

island is well localized and that orthodox tunnelling theory is applicable [6]. The re-

sistances of the tunnel junctions depend on the tunnel matrix elements between the 

corresponding states of the left (labelled with 1) and right (labelled with 2) electrodes 

and the island, which in turn depend on the angle between magnetizations. Further-

more, we take into account only tunnelling processes that conserve electron spin when 

the magnetic moments of the leads are collinear. Apart from this, we assume that spin 

relaxation time on the island is shorter than the time between the two successive tun-

nelling events. This means that a non-equilibrium magnetic moment (spin accumula-

tion) cannot build up on the island. Moreover, the island is assumed to be relatively 

large, so that quantization effects of the corresponding energy levels can be neglected. 

The rate of electron tunnelling from the spin majority/minority (+/-) electron 

bands of the first (left) electrode to the spin majority/minority (+/-) electron channels 

of the island can be expressed in terms of the Fermi golden rule as: 

 
2

1

2π
( )i i T i f iH E EΓ Ψ Ψ δ

±±

→ ± ±
= −

�
 (1) 

where ⎜Ψ1±〉 and ⎜Ψi1±〉 are the wave functions of spin-majority (spin-minority) elec-

trons in the first electrode and island, respectively, Ei and Ef are the initial and final 

energies of the whole system, and HT is the tunnelling Hamiltonian. These wave func-

tions are written in the respective local reference systems (with the local quantization 

axes determined by local spin moments). When a bias voltage V is applied to the de-

vice, the tunnelling rate from the first electrode to the island, already occupied by n 

excess electrons, can be written in the form: 
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where e is the electron charge (e > 0), , ( )

1

p
R

+ −  denotes the spin-dependent resistance of 

the left junction in the parallel configuration, and kBT is the thermal energy. Here, 

ΔE1(n,V) describes a change in the electrostatic energy of the system caused by the 

respective tunnelling event. A similar expression also holds for ( )1
,

ap

i
n VΓ

→
, but with 

, ( )

1

p
R

+ −  replaced by 
1

.

ap
R  Since both ferromagnetic electrodes and the island are as-

sumed to be made of the same material, the resistance 
1

ap
R  is independent of electron 

spin. The rates of tunnelling from the island back to the first electrode and also of 

tunnelling through the second junction can be derived in a similar way. 

In order to calculate the electric current flowing through the system in a stationary 

state, we take into account the fact that in a steady-state the net transition rate between 

charge states with n and n+1 excess electrons on the island is equal to zero [7] 
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From this, one can determine the probability P(n,V) of finding the island in a state 

with n excess electrons when a bias voltage V is applied to the system. 

Finally, the electric current flowing through the system from left to right can be 

calculated from the following formula: 

 ( ) ( ) ( ) ( )1 1

, ' ,

, , ,
i i

n

I V e n V n V P n V
σ σ σσ

σ σ

Γ Γ

∞

′ ′
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=+ − =+ − =−∞

⎡ ⎤= − −⎣ ⎦∑ ∑ ∑  (5) 

Equation (5) corresponds to the current flowing through the first junction, which 

in the stationary limit is equal to the current flowing through the second junction, and 

thus through the device. 

3. Numerical results and discussion 

Equation (5) can be used to calculate the tunnelling current for any magnetic con-

figuration. The tunnel magnetoresistance can be described by the ratio [8] 

 
( )

( )

0, 0
1

,

I
TMR

I

α β

α β

= =

= −  (6) 

where I(α,β) is the current flowing when the angle between angular spin moments of 

the right electrode and island is equal to α and the angle between angular spin mo-

ments of the left electrode and island is β (α = 0 and β = 0 corresponds to the parallel  
 

 



Ferromagnetic single-electron transistors with non-collinear magnetizations 

 

765 

 

Fig. 2. The bias dependence of electric current (a), differential conductance (b), and TMR (c) 

in a FM SET with non-collinear magnetizations for indicated values of the angles between  

angular spin moments. The parameters used for numerical calculations: T = 4.2 K,  

C1 = C2 = Cg = 1 aF, Vg = 0. Bias voltage applied symmetrically, the following resistances assumed:  

,

1
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=  ,
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The gate voltage dependences of electric current (d), the derivative dI/dVg (e), and TMR (f)  

have been calculated for the indicated values of the angles α and β and for V = 40 mV 
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configuration). In Figure 2, we present the results of our numerical calculations of 

electric current flowing through the system and TMR as a function of the bias and 

gate voltages for several values of the angles (α = β) between magnetizations. We 

have also calculated differential conductance as a function of the bias voltage and 

current sensitivity to the gate voltage, dI/dVg, as a function of Vg. 

For all magnetic configurations, the dependence of the electric current on the bias volt-

age is non-linear and presents characteristic Coulomb staircases, as is shown explicitly in 

Fig. 2a for three values of the angle between magnetic moments. The dependence of dif-

ferential conductance on the bias voltage shows peaks corresponding to Coulomb steps in 

the current-voltage curves (Fig. 2b). In turn, the difference in currents flowing in two mag-

netic configurations – parallel (α = β = 0) and non-collinear (α, β ≠ 0) – gives rise to 

a nonzero tunnel magnetoresistance, as shown in Fig. 2c. For an arbitrary magnetic con-

figuration, TMR is modulated by charging effects which leads to characteristic dips (Fig. 

2c) at bias voltages corresponding to Coulomb steps in the current-voltage characteristics 

of Fig. 2a. The amplitude of these dips decreases with increasing bias voltage. The gate 

voltage dependence of the electric current presents characteristic Coulomb oscillations 

(Fig. 2d). The corresponding derivative of electric current with respect to the gate voltage 

is shown in Fig. 2e. Finally, the Coulomb oscillations in electric current lead to the peri-

odic behaviour of TMR with increasing gate voltage, as shown in Fig. 2f. Thus, the electric 

current and TMR effect strongly depend on the angles between the magnetic moments of 

the leads and island. 

4. Conclusions 

We have studied the transport characteristics of a ferromagnetic single-electron 

transistor. The device consists of a ferromagnetic island and two ferromagnetic exter-

nal electrodes, whose magnetic moments can be oriented arbitrarily. We have calcu-

lated the current flowing through such a device, differential conductance, and the 

corresponding tunnel magnetoresistance. The bias dependence of electric current re-

veals characteristic Coulomb staircases, while the TMR effect shows characteristic 

dips. Furthermore, the current flowing through the system as well as the tunnel mag-

netoresistance also strongly depend on the gate voltage. 
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by non-classical electromagnetic fields 
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Mesoscopic systems and non-classical electromagnetic fields are of central importance to quantum 

information processing. Our aim is to present the significant influence of non-classical radiation on the 

properties of persistent currents. We study mesoscopic rings subject to both classical and non-classical 

electromagnetic fields. Our discussion is limited to one- and two-mode fields prepared in a given quan-

tum state. We show that non-classical fields with a definite phase can induce persistent currents even in 

the absence of classical driving. There are two qualitatively distinct classes of two-mode electromagnetic 

fields: separable and entangled. This is reflected in the properties of the current, which becomes time-

dependent for fields in an entangled state. We extend our earlier work and investigate the effect of entan-

glement for a family of various states with various amounts of entanglement: from separable states to Bell 

states quantified by concurrence. 

Key words: persistent current; non-classical electromagnetic field; entangled state 

Mesoscopic devices operating at temperatures 0.1–1 K exhibit interesting quantum 

phenomena. Most work involves the interaction of these devices with classical mi-

crowaves and static magnetic fields. In our recent papers [1, 2], we have investigated 

the properties of persistent currents [3] in mesoscopic normal metal rings or cylinders 

subject to both classical and non-classical electromagnetic fields prepared in a given 

quantum state. The emphasis in these studies is on the properties arising from the 

quantum nature of the electromagnetic field and cannot be understood classically. The 

present work shows how one- and two-mode electromagnetic fields prepared in some 

special quantum states influence persistent currents. Persistent currents in mesoscopic 

metallic and semiconducting rings at low temperature are a signature of electron 

phase coherence [3]. They can be induced by a static magnetic flux ϕe at T < T*, 

where T* = Δ/(2π2) and Δ is the quantum size energy gap. The formula for the persis-

tent current is (ħ = c = kB = 1) [4]: 

_________  
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where ϕ0 = 2π/e is the flux quantum, I0 is the current amplitude, and kF is the Fermi 

wave vector. The currents are periodic functions of ϕe/ϕ0 and depend on certain pa-

rameters (e.g. radius of the ring). They can be paramagnetic or diamagnetic at small 

ϕe. The following discussion is limited to the case of paramagnetic currents flowing in 

quasi 1D rings with an even number of coherent electrons. The result for diamagnetic 

currents can be obtained if one replaces ϕe by ϕe + ϕ0/2 [1]. For quantum electromag-

netic fields, the electric and magnetic fields are the well-known dual quantum vari-

ables [6]. One can also associate them, by simple integration around the circumfer-

ence of the ring, with variables representing electromotive force and the magnetic 

flux. The operator of magnetic flux evolves in the Heisenberg picture, and after suit-

able renormalization, in the following way (for details see [5]): 
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In further considerations, we assume that the energy scales Δ<< ωT  are well 

separated in order to satisfy “adiabatic“ conditions [1] and avoid various non-linear 

effects. Since the coherent current depends on the ratio of the flux and flux quantum 

0
ϕ rather than the flux itself, we introduce the re-scaled flux operator 
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where λ is the classical magnetic flux (c-number) and xq is the operator of the non-

classical flux (both in ϕ0 units). As a result of the presence of non-classical fields, the 

current itself is no longer a c-number, but becomes a quantum mechanical operator. 

This current operator, rescaled with respect to the current unit I0, reads after rear-

rangement (for details see Ref. [1]): 
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=

= =

=

∑ ∑

∑

(3) 

where D(A):= exp(Aa+ – A*
a) is the displacement operator [6], 

0
2π /ξ ϕ= , and ρ is 

the density operator of the electromagnetic field. The observable quantity is the 

imaginary part of the expectation value of the current operator: 
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∞

=

= ℑ 〈 〉 = ℑ =∑  (4)  

and the calculation of the expectation value of the current reduces to the calculation 

of the Weyl function W(ζn) = Tr(ρD(nξexp(iωt))), with ζn = nξexp(iωt). We see that 

persistent currents calculated from Eq. (4) are influenced by the features of non-clas- 

sical radiation contained in the Weyl function. 

The most popular “object” of quantum computing is the qubit described by: 

 
1

| |;| | 0 |1
2 2

i

e
δ

ρ ψ ψ ψ= 〉〈 〉 = 〉 + 〉  (5) 

where the phase δ ∈ 〈0, 2π) reflects the different superpositions of the two lowest 

number eigenstates of the non-classical field. The qubit is a quantum mechanical ana-

logue of the bit and is subject to intensive research itself. In our case, it is the most 

general state of the electromagnetic field, involving only the two lowest energy eigen-

states. In the state described by Eq. (5), the number of photons is not definite and 

therefore the state has a definite phase (the phase and the number of photons are dual 

variables [7]). We have already found [1] that the persistent current calculated in a 

state with a phase is time dependent. 

In order to take into account the noise present in every real experiment, we assume 

that the qubit, before reaching the ring, is transmitted via the depolarizing channel [8]: 

 Π( ) (1 )
2

d
I

pρ ρ ρ′ = = + −  (6) 

where Id/2 (given by the identity matrix Id [8]) is the maximally mixed state of the 

two-state system, and p describes a classical probability. 

The behaviour of the current calculated with ρ given by Eq. (5) is plotted in Figs. 

1 and 2, for which two important effects can be seen. The first is the lowering of the 

overall amplitude of the current with increasing p. It is shown in Fig. 1, where the 

current, being a function of the classical flux λ, is plotted for several values of p for 

δ = 0 and t = 0. This effect does not kill the current even for p = 1. 

The second effect is connected to the phase δ. We find that a choice of the phase 

leads to a finite value of the current, even in the absence of the classical flux (λ = 0). 

This is shown in Fig. 2, where, in the main graph, the current I(λ = 0) vs. δ is plotted 

at t = 0. We see that non-classical electromagnetic fields with different values of δ can 

produce, in contrast to the classical flux, both diamagnetic and paramagnetic currents. 

Note that for the state with p = 1, the current I(λ = 0) = 0. The inset in Fig. 2 shows 

the time dependence of the current I(λ = 0) for two values of δ. A similar effect has 

already been discovered for coherent states in Ref. [1]. 
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Fig. 1. Persistent current vs. classical flux in the presence  

of a depolarised qubit for three values of p and δ = t = 0 

 

Fig. 2. Current in the presence of a depolarised qubit vs. the phase δ  in the absence  

of classical flux λ = 0 for different values of p and t = 0 (main graph).  

The inset shows the time dependence of the current I(λ = 0) for two values of δ and p = 0 
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Entangled states of photons are of central interest in quantum communication and 

quantum information. Their “classically unusual” properties allow one to expect that 

the current in the presence of such states will also become “unusual”. The expectation 

value of the complex current in the mesoscopic ring in the presence of two-mode 

fields with frequencies ω1 and ω2 is given by [1] 

 
1 2

1

( )exp( 2π ) ( , )
c n n n

n

I A T i n Wλ ς ς
∞

=

〈 〉 =∑   (7) 

where the two-mode Weyl function is 

( )( ) ( )( )( )1 2 1 1 2 2
( , ) exp exp

n n
W Tr D n i t D n i tς ς ρ ξ ω ξ ω=  

with exp( ).
in i

n i tς ξ ω=  

 

Fig. 3. Persistent currents in the presence of two-mode fields with different amounts 

of entanglement at t = 0. Inset 1 (bottom): time dependence of the current for λ = 0.  

Inset 2 (top): amplitude of the current as a function of concurrence C 

In the following, we investigate the properties of the currents in the presence of 

the following family of states 

 
1

| ( ( ) | 00 ( ) | 01 ( ) |10 ( ) |11
2

a b c dψ ε ε ε ε〉 = 〉 + 〉 + 〉 + 〉   (8) 
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with  

( ) ( )

2 2

( ) 2 1 2 , ,

( ) 2 ( ) ( ) and ( ) 0     for 0 1

a d

b a d c

ε ε ε ε

ε ε ε ε ε

= − − =

= − + = ≤ ≤

 

The amount of entanglement in this family of states increases with ε and can be 

measured by the concurrence C = ⎟ab⎟ [9]. The problem of time-dependence has al-

ready been discussed in Ref. [2]. Here, we focus on the amplitude of the current. The 

plot of the resulting current vs. λ for ω1 ≈ ω2 is given in Fig. 3. Notice that both the 

overall amplitude (main graph) and the current in the absence of classical flux (λ = 0) 

approach their maxima for non-extremum values of ε, namely ε ≈ 0.5 (the upper inset 

in Fig. 3). Furthermore, the presence of entangled light also changes the period of the 

time dependence of the current (the lower inset in Fig. 3). 

It is well known that persistent currents can be driven by static magnetic fluxes 

[3]. In this paper, we show that they can also be induced by non-classical electromag-

netic fields. The purpose of these considerations is to present some interdisciplinary 

research that exploits the quantum nature of the non-classical fields, which are studied 

in optics in order to control the behaviour of mesoscopic quantum devices. Persistent 

currents flowing in mesoscopic rings or cylinders are placed on the border of the clas-

sical and quantum worlds. Hence, as expected, they can be controlled by both classi-

cal and quantum parameters. In this paper, we have investigated the possibility of 

quantum-like control. We have shown that one obtains the time-dependence of the 

current, provided that the non-classical field is in a state with a well-defined phase 

(indefinite number of photons). Such a field can produce a current even in the absence 

of classical driving. Further, the effect of entanglement in a two-mode electromag-

netic field was considered. We have studied fields with different amounts of entan-

glement as measured by concurrence, and found that a moderate (non-extremum) 

amount of entanglement can enhance the current amplitude relative to the case of 

separable (ε =0) fields. The work belongs to the general context of studying fully 

quantum mechanical devices comprising mesoscopic devices and non-classical elec-

tromagnetic fields. Such devices are potentially useful for quantum technologies and 

quantum information processing. The presented results show that persistent currents 

can serve as detectors of non-classical properties of radiation or as efficient tools in 

quantum-driving mesoscopic systems. 
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In (Eu,Gd)Te semiconductor alloys, a well known antiferromagnetic semiconductor compound EuTe 

is transformed into an n-type ferromagnetic alloy. This effect is driven by the RKKY interaction via 

conducting electrons, created due to the substitution of Gd3+ for Eu2+ ions. It is expected that due to the 

high degree of electron spin polarization, (Eu,Gd)Te can be exploited in new semiconductor spintronic 

heterostructures as a model injector of spin-polarized carriers. (Eu,Gd)Te monocrystalline layers with Gd 

content up to 5 at. % were grown by MBE on BaF2 (111) substrates with either PbTe or EuTe buffer 

layers. Measurements of magnetic susceptibility and magnetization revealed that the ferromagnetic transi-

tion with the Curie temperature of TC = 11–15 K is observed in (Eu,Gd)Te layers with n-type metallic 

conductivity. The analysis of the magnetization of (Eu,Gd)Te was carried out in a broad range of mag-

netic fields applied along various crystal directions, both in- and out of the layer plane. It revealed, in 

particular, that a rapid low-field ferromagnetic response of the (Eu,Gd)Te layer is followed by a paramag-

netic-like further increase towards a full saturation. 

Key words: spintronics; ferromagnetic semiconductor; rare earth compound 

1. Introduction 

Europium telluride belongs to a well know family of magnetic semiconductors and 

is a model type II antiferromagnetic material. This material offers the unique possibil-

ity to transform it from an insulating antiferromagnetic to an n-type ferromagnetic by 

substituting Gd3+ ions for Eu2+ in the crystal matrix. The mechanism responsible for 

such a transformation is attributed to Ruderman–Kittel–Kasuya–Yosida interactions, 

i.e. the coupling between strongly localized Eu S = 7/2 spins mediated by quasi-free 

carriers. In early studies of bulk materials, it was shown [1–4] that for concentrations 

of Gd up to 60 at. %, (Eu,Gd)Te crystals exhibit a ferromagnetic transition, whereas 

for higher concentrations of Gd the type of magnetism again changes to antiferromag-

_________  
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netic (resulting from the oscillating behaviour of RKKY interactions). According to 

the above-described mechanism, all europium-gadolinium chalcogenides with Gd 

contents below about 60 at. % were found to be ferromagnetic semiconductors with 

the maximum Curie temperature TC = 150 K for oxides and about TC = 10 K for tellurides  

[1–4]. The terminal alloys (gadolinium chalcogenides) are antiferromagnetic compounds 

with metallic-type conductivity. In the n-type ferromagnetic state, (Eu,Gd)Te exhibits high 

electron-spin polarization related to the large splitting of 5d6s conduction band states. This 

feature, together with the expected epitaxial compatibility of (Eu,Gd)Te with well-known 

nonmagnetic semiconductor materials such as PbTe or CdTe, makes (Eu,Gd)Te an intrigu-

ing key-element of new all-semiconductor spin injection spintronic heterostructures. In this 

work, we experimentally study the magnetic properties of epitaxial layers of (Eu,Gd)Te in 

which both metallic and insulating electrical properties are observed, depending on Gd 

content and the crystal stoichiometry of the alloy. 

2. Growth and characterization of layers 

The (Eu,Gd)Te layers were grown in a home-built MBE system equipped with ef-

fusions cells for Eu, Gd, Te2, and PbTe solid sources. Either a EuTe layer or 

a EuTe/PbTe bilayer, deposited on a freshly cleaved (111) surface of BaF2 monocrys-

tals at about 270 °C, was used as a buffer. Next, a (Eu,Gd)Te layer from 0.25 up to 

1 µm thick was grown. Reflection high-energy electron diffraction (RHEED) was 

used to monitor the growth process in situ, showing well-defined streaky patterns 

indicating the two-dimensional mode of growth. A more detailed description of the 

MBE growth process for (Eu,Gd)Te layers is given in Ref. [5]. Structural studies of 

epilayers were carried out using standard X-ray diffraction (XRD). The θ–2θ diffrac-

tion spectra clearly revealed the peaks due to the BaF2 substrate, the buffer layer, and 

(Eu,Gd)Te layer with lattice parameters depending on Gd content. All the layers are 

monocrystalline (rock salt structure) with the [111] growth direction. FWHM parame-

ters of the rocking curves in the range 200–400 arcsec confirmed the good crystalline 

quality of our samples. Additionally, epilayers were examined by atomic force mi-

croscopy (AFM). The root mean square parameter describing the roughness of the layer 

surface was 0.6 nm (corresponding to two atomic monolayers) over a 10×10 μm2 area 

for the best layers. The concentration of gadolinium in the layers was obtained from 

energy dispersive X-ray fluorescence and electron micro-probe analysis. (Eu,Gd)Te 

layers with a maximum content of Gd up to 5 at. % were obtained. 

3. Experimental 

AC magnetic susceptibility (χ) measurements were applied to investigate the in-

fluence of quasi-free carriers on the type of magnetic ordering in (Eu,Gd)Te layers. 

The measurements were carried out in the temperature range T = 4.5–80 K using 
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a LakeShore susceptometer and applying an AC magnetic field of 5 Oe at the fre-

quency of 625 Hz. We obtained two dramatically different χ(T) curves, depending on 

the type of conductivity (Fig. 1). 

 

Fig. 1. AC magnetic susceptibility vs. temperature: insulating 

antiferromagnetic (open dots) and n-type ferromagnetic (squares) layer 

For all n-type (Eu,Gd)Te layers, a ferromagnetic transition was observed (squares) 

at TC = 11–15 K, while insulating (Eu,Gd)Te layers exhibited an antiferromagnetic 

transition (open dots) at TN ≈ 10 K. In the latter case, in spite of incorporating Gd into 

the EuTe matrix (therefore supplying it with carriers), we destroyed n-type conductiv-

ity using excess Te in the molecular beam flux, resulting in an insulating (Eu,Gd)Te 

material similar to undoped EuTe. These experimental observations give strong evi-

dence of carrier-induced ferromagnetic ordering in (Eu,Gd)Te alloys. The magnetic 

effects discussed above were also reflected in electron transport studies. The Hall 

effect measurements, carried out in the temperature range 4.2–300 K, revealed n-type 

conductivity with a very high concentration of quasi-free carriers n ≈ 1020 cm–3. More-

over, the resistivity dependence on temperature demonstrates behaviour correlated 

with the magnetic transition. Lowering TC results in an increase of resistance due to 

the scattering on spin moments. Over 90% negative magnetoresistance was observed 

at magnetic fields of about 0.6 T. The ferromagnetic properties of n-(Eu,Gd)Te were 

also studied by SQUID magnetometry. Measurements of magnetization hysteresis 

loops were carried out in various crystal directions, both in-plane and out of plane 

(Fig. 2). In (Eu,Gd)Te layers, the in-plane magnetocrystalline anisotropy is very weak, 

with an estimated anisotropy field below 2 mT. The dominant anisotropy effect is the 

strong (HA ≈ 1 T) shape anisotropy expected in a ferromagnetic layer. 
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Fig. 2. Hysteresis loops for various crystalline directions:  

out-of-plane [111] as well as in-plane ([110] and [211]) 

 

Fig. 3. High-field magnetization of n-(Eu,Gd)Te layers (SQUID measurements) 

SQUID high-field measurements of magnetization for n-(Eu,Gd)Te (see Fig. 3) showed 

that the low-field rapid ferromagnetic response is followed by a much slower approach to 

full magnetic saturation, still not reached at fields of 5.5 T. Recent MOKE magnetometry 

studies of high-field (up to 20 T) magnetization of n-(Eu,Gd)Te layers showed full satu-

ration (at T = 5 K) for fields above 10 T. Although this behaviour is not yet fully un-
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derstood, we consider in particular the competition between ferromagnetic and anti-

ferromagnetic exchange interactions when discussing this experimental finding. We 

also consider possible electronic separation effects, resulting in the co-existence of n-

type ferromagnetic and insulating antiferromagnetic regions in the layer. 

4. Conclusions 

Heterostructures incorporating (Eu,Gd)Te semiconductor ferromagnetic layers 

were grown on BaF2 (111) substrates exploiting the MBE technique. Structural char-

acterization performed by RHEED, XRD, and AFM methods revealed good surface 

morphology and crystal quality of the layers. The Hall effect and resistivity measure-

ments showed the dependence of electrical properties of (Eu,Gd)Te on stoichiometry 

(controlled by tellurium content), resulting in either a metallic n-type or insulating 

material. The ferromagnetic transition with the Curie temperature of TC = 11–15 K 

was observed only in metallic n-(Eu,Gd)Te layers. 
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We report on the study of dendritic domain structures in gold-enveloped cobalt ultrathin films of 

thicknesses slightly below the thickness at which the reorientation from a perpendicular magnetization 

state to the in-plane state takes place. In these films, magnetization reversal proceeds through the den-

dritic growth of domains. A magnetic after-effect was observed. We reveal the mechanism and key pa-

rameters controlling the dendritic growth of magnetic domains. 

Key words: magnetic domains; ultrathin film; cobalt 

1. Introduction 

Dendrite growth is a phenomenon well known in the physics of crystals. Up to now, 

however, this phenomenon has puzzled in many aspects. The main question of the gen-

eral dendrite growth problem is how the nanoscale short-ranged interatomic interaction 

can drive structure growth on mesoscopic length scales. Previously, dendritic domain 

structures were observed in Co/Pt multilayers (0.4 nm Co/1.1 nm Pt)10 [1, 2]. In these 

works, dendritic domain growth was explained by the difference in the activation vol-

umes of the domain wall-motion and nucleation processes. Here, we report on the stud-

ies of dendrite domains in Co-monolayer ultrathin films (Au/Co/Au) and put forward 

another possible explanation of the phenomenon observed in our samples. 

Cobalt ultrathin films of nominal thickness, d = 1.5–1.6 nm were studied. The 

thicknesses of our samples were slightly below the critical thickness d1 = 1.79 nm [3] 

defining the reorientation phase transition (RPT) from the perpendicular to in-plane 

magnetization state. 

_________  
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2. Experimental 

Samples of the structure Al2O3\Mo (20 nm)\Au (20 nm)\Co(1.5 nm)\Au (8nm) were 

grown in a molecular beam epitaxy system under the pressure of 10–10 Torr. In samples 

with thicknesses inferior to d1, perpendicular anisotropy favours the out-of-plane mag-

netization orientation and domain formation. Domain structure visualization was per-

formed by an optical polarization microscope. A magnetic field H perpendicular to the 

sample plane was applied and the magnetization changes were recorded. A special soft-

ware was developed to extract the domain parameters. Remnant dendritic domain struc-

ture (DDS) images were recorded during magnetization reversal induced by magnetic 

field pulses with (i) increasing numbers of pulses or (ii) increasing pulse amplitude. 

3. Results and discussion 

The studied samples are characterized by square-like magnetic hysteresis loops as 

shown in Fig. 1a. To study the dynamics of magnetization reversal, we measured the 

normal component of film magnetization as a function of time after applying H > 0 to 

a sample initially saturated by H < 0 (Fig. 1b). As is seen in Fig. 1b, a magnetic after-

effect takes place. From this figure, one can see that in relatively low applied mag-

netic fields (H<100 Oe) the magnetization reversal rate is rather low and film mag-

netization does not reach saturation (M/MS = 1) during the observation time. 

 

 

Fig. 1. Magnetic hysteresis loop for a cobalt film with a thickness of d = 1.5 nm (a)  

and time dependences of film magnetization for different strengths of the applied magnetic field (b) 
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Domain structure images were recorded for a remnant state after magnetic field 

pulses. Starting from the saturated state (H < 0, “black” field), we applied a sequence 

of reverse field pulses (H > 0, “white” field) of different durations and amplitudes. 

  

  

Fig. 2. Evolution of the dendritic domain structure in a cobalt film with a thickness of 1.5 nm.  

The sample was initially saturated by a field H < 0 favouring “black” domains. Images after: 

a) H = 87 Oe, Δt = 1 s, b) H = 87 Oe, Δt = 2 s, c) H = 87 Oe, Δt = 3 s, d) H = 87 Oe, Δt = 200 s.  

The image sizes are 0.11×0.10 mm2 

Figure 2a–d shows a typical dendrite domain growth during magnetization rever-

sal. Initially, the reversal domain nuclei appear in the selected films and they subse-

quently grow by domain wall propagation in different directions. Such directions are 

“easy roads” for the motion of domain walls constituting many branches (fingers) to 

a dendrite. The total dendrite area significantly increases with time (or with the num-

ber of field pulses), while dendrite branch width practically does not change. We have 

found that dendrite branch width w is typically about 6 μm. Note that dendrite-like 

domain geometry differs from the so-called “swiss cheese” domain structure observed 

in Au/Co(d)/Au ultrathin films with d = 0.8 nm [4]. The latter has irregularities in its 

spatial hole distribution and their sizes, while in the DDS “black holes” are regularly 

distributed and have a characteristic size of about 1 μm. The dendritic character of 

magnetic flux penetration was recently observed in superconducting films [5, 6]. The 

final stage of DDS evolution is a barely saturated magnetization state, in which “hard” 

non-reversed magnetic domains (small black regions in Fig. 2d) still exist up to higher 

magnetic fields, H ≈ Hcol = 140 Oe. Such an unexpected phenomenon – an incom-

pletely saturated state – is related to the contributions of the spatial distribution of 
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local coercive fields, Hc, and domain magnetostatic forces that keep isolated domains 

metastable. 

Making use of an elaborated image processing software, we found the time de-

pendences of the total area fraction of dendritic domains (Fig. 3a). The plots indicate 

that avalanches – jumps of the derivative of dendrite surface area (Fig. 3b) – are pre-

sent in the evolution of dendritic domain structure. Such avalanches are the result of 

domain structure instabilities with respect to small variations in the applied field. 

 

 

Fig. 3. Time dependence of the total reversed area fraction of domains for two 

amplitudes of the magnetic field (a) and time derivative of dendrite area (b), H = 87 Oe.  

The inset shows the geometry of a dendrite finger 

Now we describe the dendrite growth mechanism in ultrathin Co films. Initially, 

some domain nucleation centres (stripe-like domains with magnetization parallel to 

the applied field) appear in areas where the film morphology favours nucleation proc-
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esses. It could be possible, for example, that areas with a locally lowered anisotropy 

constant are caused by variations in film composition or thickness. 

Further, nucleation centres grow through fingers. Finger geometry is described by: 

width w, length L and finger tip radius R (see the inset in Fig. 3). This growth is de-

termined by a balance between magnetic (Zeeman) and magnetostatic forces for 

transversal and longitudinal directions, respectively, 

and
t lMS MS

MS MS

E E
F F

w L

∂ ∂
= − = −

∂ ∂
 

which tend to increase both domain length and width, and the coercive force and do-

main wall tension preventing it. Local equilibrium requires a balance of all these 

forces per unit length of the finger contour. A force per unit contour length represents 

a 2D-pressure acting on the finger walls. Let us denote the 2D-pressures on the lateral 

finger wall and tip wall as fL = F t/L and ftip = F l/πR, respectively. In these terms, the 

coercive pressure is fc = 2MSHcd and it is the same for transversal and longitudinal 

directions. The domain wall pressure is given by the Laplace formula fw = σd/R (σ is 

the surface density the domain wall energy). 

The curvature radius of a lateral finger surface is infinite, and the wall tension 

there is zero. Therefore, the condition for transversal domain growth is f tMS + fH ≥ fc. 

In the case of L >> w, one can neglect the lateral magnetostatic force and rewrite the 

transversal growth condition as 

 2
S c

M Hd f≥  (1) 

Due to domain wall tension at the domain tip, however, the longitudinal growth is 

determined by the condition 

 
1

π 2
π

MS

S c

E
d M Hd f

R L
σ

⎡ ⎤∂
− + ≥⎢ ⎥∂⎣ ⎦

  (2) 

There is an inequivalence between the growth conditions in the longitudinal and 

transversal directions. Equation 2 shows that the possibility of longitudinal domain 

growth is strongly determined by the tip radius and domain wall energy density, σ. 

Comparing the longitudinal growth condition (Eq. (2)) with the transversal condition 

(Eq. (1)), one can conclude that the former one is softer, especially in the case of 

small values of R and σ. The wall tension is small near the RPT, because here the 

effective anisotropy constant tends to zero (Keff(d1) = 0), hence σ ∝ 
1/2

eff
K  is low enough. In 

this case, the first term in Eq. (2) is positive, which promotes the longitudinal growth. 

This explains the fact that longitudinal growth dominates during dendrite formation in 

films with d close to the RPT thickness. The mechanism of dendritic domain growth 

can be explained with the help of Eqs. (1) and (2) as follows. From the nucleation 

area, the domains initially grow in both directions, transversal and longitudinal. Dur-
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ing their growth, however, the domain tip radius increases and it causes the longitudi-

nal growth of a given finger to stop, because of a decreasing driving force according 

to Eq. (2). After that, the second finger nucleates somewhere on the finger’s side sur-

face and the process repeats again until reaching R ≈ w/2. In the next step, a new nu-

cleation starts and a new finger appears, and so forth. Therefore, domains can only 

grow in directions where the tip curvature is high enough. As is known, a typical fea-

ture of any dendritic growth is a fast decay of tip velocity with time (see Ref. [7] and 

the references therein). In our case, this phenomenon has a natural explanation – lat-

eral finger expansion increases the tip radius and consequently, in accord with Eq. (2), 

decreases both the driving force and tip velocity. 

4. Conclusion 

We have studied some aspects of dendrite growth in the magnetic domains of ul-

trathin cobalt films. The domain tip radius and wall surface energy density are the key 

parameters that control the dendrite growth of magnetic domains. We have demon-

strated that dendritic domain structures exhibit the general features of dendrite pattern 

formation: avalanches and finger propagation dependent on tip curvature. 
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Electrical resistivity of RNi4Al and RNi4Cu 

T. TOLIŃSKI1* , V. IVANOV2, A. KOWALCZYK1 

1Institute of Molecular Physics, Polish Academy of Sciences, 
Smoluchowskiego 17, 60-179 Poznań, Poland 

2General Physics Institute, Russian Academy of Sciences, Vavilov 38, Moscow 119991, Russia 

Comparative studies of the temperature dependence of resistivity for RNi4X (X = Al, Cu; R = Y or 
rare earth) compounds are presented. These results are also compared to the previously obtained for 
RNi4B. The ordering temperatures are well identified on the ρ (T) curves. The residual resistivity ρ0 of 
RNi4Al is several times higher than those of RNi4Cu and RNi4B. The YNi4X compounds are included in 
these studies as the nonmagnetic isostructural reference materials. The phonon contribution has been 
determined for both Y-based compounds employing the Bloch–Grüneisen formula. The CeNi4X com-
pounds show a shallow minimum in ρ (T) at low temperatures (about 15 K). This anomaly has been as-
cribed to the Kondo impurity-like behaviour. For the other rare earths, the ρ (T) dependences below TC 
have been analyzed assuming the scattering on magnons as the predominant mechanism. 

Key words: rare earth compound; electrical resistivity 

1. Introduction 

The analysis of the temperature dependence of the electrical resistivity in the in-

termetallic compounds is a powerful tool to get information on the intrinsic properties 

of these materials. Depending on the temperature range considered, one can conclude 

on the scattering of electrons on the thermal excitations of the lattice or on magnons. 

In this paper, we present the analysis of the ρ (T) curves for RNi4Cu and RNi4Al 

compounds (R = Y or rare earth), both crystallizing in the hexagonal CaCu5-type of 

structure. For the sake of comparison, our previous studies on the RNi4B series 

(CeCo4B-type of structure) [1] are recalled within this paper. 

_________  
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2. Results and discussion 

We assume that the Matthiessen rule is fulfilled, i.e., the temperature dependence 

of resistivity can be treated as a sum of the involved contributions: 

 ( ) ( ) ( )0 ph mT T Tρ ρ ρ ρ= + +  (1) 

where ρ0 is the residual resistivity, ρph(T) represents the phonon term and ρm(T) is the 

magnetic contribution. 

  

Fig. 1. The ρ (T) curves of the nonmagnetic YNi4Cu 

and YNi4Al compounds. The solid lines 

represent fits with Eq. (2) 

Fig. 2. The ρ (T) dependences for CeNi4Cu and 

CeNi4Al. Shallow minima due to the Kondo  

impurity like behaviour are visible at low temperatures 

Figure 1 shows the ρ (T) curves measured for the nonmagnetic YNi4Cu and 

YNi4Al compounds. The solid line is a fit to the formula: 

 ( )
( )( )
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D x x
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e

Θ

ρ ρ Θ
Θ −

⎛ ⎞
= + −⎜ ⎟

− −⎝ ⎠
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where the second right-hand term is the Bloch–Grüneisen relation and the last term de-
notes the Mott scattering. This term is mainly reflected in the curvature visible in the range 
from about 50 K up to room temperature. For YNi4Al we have obtained the Debye tem-
perature ΘD = 204 K, the constants R = 0.165 μΩ·cm/K and K = 2.25×10–7 μΩ·cm/K3. In 
the case of YNi4Cu, the parameters are: ΘD = 235 K, R = 0.08 μΩ·cm/K and K = 
0.5×10–7 μΩ·cm/K3. In the previous studies on YNi4B, we have determined ΘD = 
240 K, R = 0.109 μΩ·cm/K and K = 0 [1]. These values of the Debye temperature 
suggest that the shortest phonon wavelength occurs for YNi4B. It seems to correlate 
well with the structural features, namely the lattice constant a is similar for all the 
RNi4X (X = Al, Cu, B) series (a ≈ 5 Å), whereas in the c direction the R–R separation 
is in average 4 Å, 3.98 Å and 3.42 Å for X = Al, Cu and B, respectively. 
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The ρ (T) dependences of the CeNi4Cu and CeNi4Al compounds are plotted in 

Fig. 2. The Cu-based compound exhibits a shallow minimum at low temperatures, 

which resembles the case of the Al- [2] and B-based [3] samples. It is ascribed to the 

Kondo impurity-like effect, developed by a very small amount of Ce precipitates with 

well localized magnetic moment. In general, it is also possible that the CeNi4X  

(X = B, Al, Cu) compounds are intermediate between the mixed valence and the 

Kondo lattice systems. 

  

Fig. 3. The magnetic contribution ρm(T)  

for NdNi4Cu fitted with Eq. (3). TC is  

visible at ca. 11 K 

Fig. 4. The ρ (T) curve of SmNi4Cu in the full  

temperature range. Inset: the magnetic part ρm(T) 

fitted with Eq. (3) below the phase transition 

NdNi4Al and NdNi4Cu exhibit transitions to the ferromagnetic order at 6 K and 

11 K, respectively. These temperatures are well visible in the resistivity (Fig. 3) and 

coincide well with the previous magnetometric findings [4]. Below TC the main con-

tribution to the resistivity comes from the scattering on the spin wave excitations and 

is usually represented by a ρm ~ T 2 dependence. However, in the presence of a strong 

magnetic anisotropy a gap Δ can be developed in the magnon spectrum (Ek = Δ + Dk
 2) 

and ρm(T) takes the form [5]: 

 ( ) 0
e 1 2

Δ T

m

T
T mΔT

Δ
ρ ρ

−

⎛ ⎞
= + +⎜ ⎟

⎝ ⎠
 (3) 

where m is a material constant. The fit below TC (Fig. 3) provides Δ = 7.7 K for 

NdNi4Cu, it was 19 K for NdNi4B [1] and the spread of the experimental points does 

not allow a reasonable fit in the case of NdNi4Al. Figure 4 demonstrates that Eq. (3) 

operates perfectly in the case of SmNi4Cu providing Δ = 40 K. Sm-based compounds 

are usually characterized by a strong magnetic anisotropy. We have observed the co-

ercive field of 2.8 T for SmNi4Cu and 7 T for SmNi4B [6]. The latter compound has 

shown the energy gap Δ = 42 K. Hence, it is evident that there is a correlation be-

tween the parameter Δ and the coercive field. The NdNi4X compounds have shown 
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HC of the order of 10–3 T. In the case of GdNi4X the magnetic anisotropy is negligible 

because Gd is in the S state (orbital number L = 0). It is corroborated by the resistivity 

measurements, which reveal that the temperature variation below TC fulfils the ‘gap-

free’ ρm ~ T 2 dependence (Fig. 5). 

  

Fig. 5. (a) The ρ (T) curves of the GdNi4X (X = Al, Cu) compounds 

as a function of: a) T, b) T2; the curve b) reflects the scattering on magnons below TC  

and the spin fluctuations in a narrow range above the ordering temperature 

For all the magnetic RNi4X compounds the temperature dependence of resistivity 

in the paramagnetic region − but near TC − is also quadratic, which is typical of the 

spin fluctuations ρsf. 

Finally, one can notice that the RNi4Al, RNi4Cu and RNi4B compounds differ 

dramatically in the value of the residual resistivity ρ0. For RNi4Al it is several times 

higher than for RNi4Cu but the latter one still has ρ0 twice the values of the previously 

studied RNi4B [1]. It can be explained by the increased disorder in RNi4Al and 

RNi4Cu (CaCu5-type of structure) characterized by a random occupation of the 3g site 

by the Ni and Al(Cu) atoms [4]. A similar tendency occurs for the spin-disorder resis-

tivity defined as a difference between ρsf(T → 0) and ρ0. The difference in the trans-

port properties of the isostructural RNi4Al and RNi4Cu compounds stems probably 

from the presence of the Cu(3d) states in the valence band region. 

3. Conclusions 

Based on the Bloch–Grüneisen formula the phonon contribution to ρ (T) has been 

determined for YNi4X compounds with the Debye temperatures equal to 204 K, 

235 K and 240 K for X = Al, Cu and B, respectively. These values appeared to reflect 

well the differences in the Y–Y separation in the direction of the hexagonal axis. For 

the ferromagnetic rare earths the energy gap in the magnon spectrum has been esti-

mated, with the largest value in the case of the SmNi4X compounds. The ρ (T) de-

pendences of the CeNi4X compounds show a shallow minimum at low temperatures, 

which has been ascribed to the Kondo impurity-like effect. 
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We report magnetisation and electron spin resonance (ESR) measurements on the colossal magne-

toresistive manganites La0.67Ca0.33Mn1–xFexO3, with x = 0, 0.01, 0.03, 0.06, 0.10, and 0.15, in the vicinity 

of their magnetic (TC) and metal-insulator (TMI) transition temperatures. Above TC, the resonance lines 

with g ≈ 2 are caused by ferromagnetic metallic clusters exhibiting a double exchange interaction between 

Mn3+–Mn4+ ions. The lines were observed with cooling far below both TC and TMI, and were fitted by 

the Dysonian line-shape. The temperature dependences of the line-widths exhibited a minimum value at 

Tmin ≈ 1.25TC, followed by an increase with further cooling toward TC. The anomalous behaviour of the 

line-width below Tmin is due to the appearance of a ferromagnetic metallic phase within the paramagnetic 

matrix. The role of phase segregation, in which the compounds are phase-separated into a mixture of 

ferromagnetic and paramagnetic regions, is discussed. 

Key words: iron substituted manganite; electron spin resonance; ESR; phase segregation 

1. Introduction 

The system Ln2/3B1/3MnO3, where Ln is a rare earth ion and B a divalent alkali 

metal, has been the most widely studied among all ABO3-type perovskite manganites 

[1]. In the manganites, the doping concentration introduces a mixed valence (Mn3+, 

Mn4+), which governs the magnetic and electric properties of the compounds. The 

system undergoes a transition from a paramagnetic insulating (PMI) to a ferromag-

netic metallic (FMM) state when temperature is decreased. Around that transition, 

_________  

*
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a resistance maximum is observed, which is largely suppressed by magnetic field, 

leading to an observation of the colossal magnetoresistance effect (CMR). The metal-

to-insulator transition temperature TMI is sometimes significantly different from the 

Curie temperature TC. Various mechanisms have been proposed to explain the CMR 

effect, nonetheless the physical origin of the transition is still a matter of controversy 

[1–3]. Most frequently, the Zener double-exchange model (DE) [4] is proposed to 

understand the magnetic and electrical properties of the materials. Electronic phase 

separation into conducting ferromagnetic clusters, coupled via DE interaction be-

tween Mn3+ and Mn4+ ions with a characteristic lifetime τ exceeding 10–5 s [5], has 

recently been considered responsible for their CMR. 

We have performed ESR studies on iron-substituted manganites to search for the dy-

namic properties of the mechanism of double exchange interaction between itinerant eg 

electrons and localised t2g electrons forming the S = 3/2 spins of Mn4+ ions. The magnetic 

moments of these clusters and their concentrations are responsible for the ESR signal. 

2. Experimental results and analysis 

Polycrystalline samples of La0.67Ca0.33Mn1–xFexO3+δ, with x = 0, 0.01, 0.03, 0.06, 

0.10, and 0.15, were prepared by the wet sol-gel method and solid-state reaction with 

δ ≈ 0, which were performed by the same procedure as in [6]. The overall stoichiome-

try was determined by a thermogravimetric method. The crystal structure and exact 

stoichiometry were determined from precise the X-ray diffraction by a Siemens 5050 

diffractometer, using the Rietveld procedure and Full-prof fitting programme. The 

lattice parameters were calculated from the XRD data. Each of the investigated com-

pounds was found to consist of a single phase. 

 

Fig. 1. Temperature dependence of magnetisation for La0.67Ca0.33Mn1–xFe
x
O3  

with a given x in a magnetic field of 100 Oe 
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The susceptibilities and specific heats of some of the compounds have been de-

scribed previously [7]. Specifically, for the present study all samples were magneti-

cally characterized with the help of a standard vibrating sample magnetometer 

(VSM), in a magnetic field of 100 Oe, and as a function of temperature from 77 K up 

to room temperature (Fig. 1). DC magnetization was recorded during heating in the 

applied DC field after zero-field cooling (ZFC) down to 77 K. Magnetisation was 

measured for powdered specimens. 

Curie temperatures were determined from the temperature dependence of magnetisa-

tion as the inflection point of the M(T) curve at 100 Oe (Fig. 1), i.e. the temperature corre-

sponding to the minimum of the dM/dT curve. TC decreases from 262 K for x = 0, through 

166 K for x = 0.01, 102 K for x = 0.03, 126 K for x = 0.06, and to 104 K for x = 0.1. The 

error of TC is about 2 K. The Curie temperature TC ≈ 80±5 K for x = 0.15 was estimated 

from extrapolation of the experimental points in Fig. 1 to lower temperatures by a fifth 

order polynomial fit followed by differentiation. ESR spectra were carried out at X-band 

microwave radiation (ν = 9.5 GHz) in the temperature range 4.2–300 K in magnetic fields 

up to 0.7 T by a microwave spectrometer equipped with a continuous gas-flow cryostat for 

He (Oxford Instruments). Bulk or powder samples were placed into quartz tubes in the 

cylindrical resonant cavity. Selected spectra are shown in Figs. 2 and 3 as examples. 

From the spectra in Fig. 2 for the sample with x = 0, the single asymmetric, rather 

narrow line in the paramagnetic region above TC undergoes a transition to the very 

broad single line in the low-temperature ferromagnetic region. The same behaviour is 

observed in Fig. 3 for the sample with x = 0.1, but the paramagnetic line exists far 

below the paramagnetic-ferromagnetic transition at TC. In the intermediate region 

around the magnetic phase transition, both lines are visible. These are characteristic 

observations of all investigated samples. In our previous paper [8], more spectra were 

presented. Therein, the qualitative analysis of these spectra was restricted to ESR 

above the Curie temperature TC. 

In the frame of the present paper, quantitative analysis of ESR spectra above and 

below TC was performed in according to the approach presented previously [9, 10]. As 

one can see from Figs. 2 and 3, far below TC a very broad ferromagnetic resonant line 

(FMR) was detected in addition to the ESR line. The FMR line gradually disappears 

below TC, because when temperature is decreased the sample enters the unsaturated 

magnetisation state at the given applied magnetic fields and the resonant condition is 

not further fulfilled. We leave the analysis of the FMR lines for future studies. Here, 

our analysis is restricted to the ESR lines above and below TC. It has already been 

established [8–11] that the ESR lines come from ferromagnetic and metallic clusters 

of Mn3+–Mn4+ ions coupled via double exchange interactions. These clusters are em-

bedded in a paramagnetic matrix above TC and in a ferromagnetic matrix below TC 

due to the phase-separation phenomenon [5, 8–11]. 

The single, rather broad asymmetric lines detected in the paramagnetic region (see 

Figs. 2 and 3) are usually fitted with the Dysonian line shape [8–12]. From the first deriva-

tive of the microwave absorbed power P with respect to the applied magnetic field B, the 



T. ZAJĄC et al. 798 

line-widths ΔB and resonance fields Bres were derived by fitting with a proper combination 

of absorptive and dispersive Lorentzian terms, following the method proposed in [12]: 

 
( )

( )

( )res res

2 2 22

resres

Δ Δ

( ) ΔΔ

B B B B B BdP d

dB dB B B BB B B

α α⎛ ⎞+ − + −
⎜ ⎟∝ +
⎜ ⎟+ +− +⎝ ⎠

 (1) 

where α is the ratio of the dispersion to the absorption line components. 

 

Fig. 2. Temperature dependence of the ESR spectra of La0.67Ca0.33Mn1–xFe
x
O3 for x = 0 

The resonance field of all investigated compounds in the paramagnetic region 

yields the g-factor value of 1.98–2.00, slightly below the free electron value. For 

a single run of measurements for bulk La0.67Ca0.33MnO3, we detected the asymmetric 

two-component resonant and anti-resonant structure of the line due to the sufficiently 

high conductivity of the compound [11]. The ratio α changes from nearly zero to 
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about 2 as x increases, and obeys a very similar temperature dependence as the ab-

sorption line width. All recorded paramagnetic Dysonian-like shaped spectra were 

successfully decomposed into absorption and dispersive components. The temperature 

dependences of the absorption line-width are shown in Fig. 4. 

 

Fig. 3. Temperature dependence of the ESR spectra of La0.67Ca0.33Mn1–xFexO3 for x = 0.1 

The dependences exhibit minima at Tmin ≈ 1.2TC. Above the minimum, the line-

widths increase with temperature due to the spin lattice relaxation of clusters of Mn3+  

–Mn4+ ions coupled via double exchange interactions. We assumed that the tempera-

ture dependence of the line-width ∆B(T) above Tmin might be described by the satura-

tion Boltzmann curve: 

 
( )( )0

min max

max
/

Δ Δ
Δ ( ) Δ

1 e
T T T

B B
B T B

δ−

−

= +

+

 (2) 
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The line-width reaches a minimum ∆Bmin at Tmin and a maximum ∆Bmax for T→ ∞. 

The function ∆B(T) possesses an inflection point at T0. Figure 4 shows the fitting of 

Eq. (2) above Tmin. The values of parameters ∆Bmin and ∆Bmax are listed in Table 1. 

 

Fig. 4. Temperature dependence of the resonance line width for the indicated compounds 

Table 1. Fitting parameters of the temperature dependence of resonance line widths 

for La0.67Ca0.33Mn1 –xFe
x
O3 (shown in Fig. 4) according to Eqs (2) and (3) 

x ΔBmin [mT]  ΔB [mT] U/kB [K] ΔBmax [mT] T0 [K] δT [K] 

0 18.6 33.4 8445 – – – 

0.01 29 23.3 12860 – – – 

0.03 32.4 22.8 8345 48.9 268 4.1 

0.06 26 71.6 1910 50.6 221.6 20.4 

0.10 18 34.6 1824 66.3 181 30.7 

0.15 25.4 42.3 2360 80.3 140 9.3 

 

The temperature dependence of the line width below Tmin obeys the temperature 

dependence of magnetisation (Figs. 1 and 4), as well as magnetoresistance [1, 7]. In 

Ref. [9], it is described by the equation: 

 0 min
min (1 )/

Δ Δ
Δ ( ) Δ

1 e BU t k T

B B
B t B

− −

−
= +

+

 (3) 

where ΔB0 is the line width at T = 0, t = T/T
C, and U is the activation energy. We fol-

lowed the approach, and the fitted curves below Tmin are shown in Fig. 4. The values 

of U/kB and ΔB = ΔB0 – ΔBmin are listed in Table 1. 

From the quantitative analysis we can conclude that the ESR line comes entirely 

from Mn3+–Mn4+ clusters, because ESR measures an average state due to the jumping 
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of electrons between these two manganese valence states. With an increasing concen-

tration of Fe, which is in the Fe3+ ionic state [1], the concentration of Mn3+ ions de-

creases mainly within the clusters. Since the ESR line width increases (Fig. 4), i.e. the 

cluster spin-lattice relaxation time decreases with the concentration of Fe at T→ ∞, as 

well as with temperature above Tmin, we conclude that substitution by iron weakens 

the double exchange interaction within Mn3+–Mn4+ clusters. 

3. Conclusions 

We concluded that ferromagnetic metallic clusters, exhibiting double exchange in-

teractions between Mn3+–Mn4+ ions, play a dominant role in resonant absorption. The 

temperature dependences of absorption line width exhibit a minimum value at  

Tmin ≅ 1.2TC and in the region below Tmin follow the temperature dependences of mag-

netisation and magnetoresistance (Eq. (3)). Above Tmin, the line width increases and 

reaches ∆Bmax at high temperatures. In this region, the temperature dependence of line 

width obeys the saturation curve (Eq. (2)). 

Acknowledgements 

This work was financially supported by the Faculty of Physics and Applied Computer Science, AGH 

University of Science and Technology, Cracow, Poland and by the Polish–Austria Co-operation project. 

References 

[1] DAGOTTO E., HOTTA T., MOREO A., Phys. Rep., 344 (2001), 1. 

[2] YUAN S.L., LI J.Q., JIANG Y., YANG Y.P., ZENG X.Y., LI G., TU F., ZHANG G.Q., TANG C.Q., JIN S.Z., 

Phys. Rev. B, 62 (2000), 5313. 

[3] RETTORI C., RAO D., SINGLEY J., KIDWELL D., OSEROFF S.B., CAUSA M.T., NEUMEIER J.J.,  

MC CLELLAN K.J., CHEONG S-W., S.SCHULTZ, Phys. Rev. B 55 (1997), 3083. 

[4] ZENER C., Phys. Rev., 82 (1951), 403. 

[5] KAPUSTA C., RIEDI P., J. Mag. Mag. Mater., 196–197 (1999), 446. 

[6] PRZEWOŹNIK J., CHMIST J., KOLWICZ-CHODAK L., TARNAWSKI Z., KOŁODZIEJCZYK A., KROP K., KELL-

NER K., GRITZNER G., Acta Phys. Polon. A, 106 (2004), 665. 

[7] TARNAWSKI Z., WAŚNIOWSKA M., CHMIST J., SECHOVSKY V., KOŁODZIEJCZYK A., KOZŁOWSKI A., 

KROP K., GRITZNER G., Physica B, 329–333 (2003), 721. 

[8] ZAJĄC T., FOLCIK L., KOŁODZIEJCZYK A., DRULIS H., KROP K., GRITZNER G., J. Mag. Mag. Mater., 

272–276 (2004), 120. 

[9] YUAN S.L., ZHAO W.Y., ZHANG G.Q., TU F., PENG G., LIU J., YANG P.Y., LI G., JIANG Y., ZENG X.Y., 

TANG C.Q., Appl. Phys. Lett., 77 (2000), 4398. 

[10] LI J.Q., YUAN S.L., Solid State Commun., 129 (2004), 431. 

[11] DE BRION S., DUPONT F., REINKE D., G.CHOUTEAU, Appl. Magn. Res., 19 (2000), 547. 

[12] PETER M., SHALTIEL D., WERNICK J.H., WILLIAMS H.J., MOCK J.B., SHERWOOD R.C., Phys. Rev., 126 

(1962), 1395. 

Received 1 June 2005 

Revised 10 October 2005 



Materials Science-Poland, Vol. 24, No. 3, 2006 

Spintronics in semiconductors 

Z. WILAMOWSKI
*, A. M. WERPACHOWSKA 

Institute of Physics, Polish Academy of Sciences, al. Lotników 32/46, 02-668 Warsaw, Poland 

In the last years, spin effects in semiconductors have been of great interest not only in the context of 

solid state physics, but also for their potential use in technology. In this paper, we give a short review of 

spintronic materials, in which electron spin is exploited as an additional degree of freedom. Afterwards, 

we discuss the properties of classic, non-magnetic semiconductors, where efforts are put into enriching 

traditional semiconductor technology by engaging the electrical effects of spin effects. Various phenom-

ena and scientific state of the art is highlighted. 

Key words: spintronics, semiconductor; spin-orbit coupling; spin current 

1. Introduction 

Next to the electron charge, the electron spin corresponds to an additional degree of 

freedom, which could be used for information storage and processing. To control electron 

and spin states, one has to measure different physical quantities. Electrical properties are 

characterized by electrical conductivity, carrier mobility, voltage profile and electrical 

current, while spin properties are characterized by magnetization, magnetic resonance 

frequencies, and spin relaxation rates. There are also different tools that can be used to 

manipulate electron charge and spin states. Electronic devices are controlled predomi-

nantly by applying voltages, while to manipulate a spin state one has to use magnetic field. 

In contrast to voltages, magnetic field cannot be applied locally. For these reasons, spin-

tronics needs sophisticated solutions for the various classes of spintronic materials. In this 

paper, we discuss the properties of novel spintronic materials and classic, non-magnetic 

semiconductors, and the possibility of their use in electronic devices. 

2. Magnetic materials 

Ferromagnetic metals owe their great career as spintronic materials to the spin ef-

fects they display. The most popular in practical applications are giant magnetoresis-

_________  
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tance and tunnel magnetoresistance in devices built of ferromagnetic metals. The re-

sistance of layered structures depends on the mutual orientations of magnetization in 

neighbouring layers. Such elements are already commonly applied as reader heads for 

magnetic memories. The weak spot of ferromagnetic metals is that it is hard to modify 

their properties with applied electric field. 

The possibility of changing physical properties with the applied electric field is 

the feature of semiconducting materials. Materials of the greatest interest to technol-

ogy are diluted magnetic semiconductors (DMS). To make a typical DMS, such as 

(Cd,Mn)Te, we need to substitute a part of the diamagnetic atoms in a classic semi-

conductor with atoms of a transition metal [1]. Such a highly diluted material is para-

magnetic. In the absence of external field, DMS acts like a semiconductor. The appli-

cation of external field results in a strong spin splitting of the conduction and valence 

bands. The origin of spin splitting is the exchange coupling sp–d between delocalised 

carriers and core spins. 

The most characteristic feature of DMS is a giant spin splitting, which increases 

the spin polarization of carriers (usually present in small numbers). It is easy to 

achieve 100% polarization in laboratory conditions. Since the onset of spintronics, 

there have been attempts to use this property of DMS to build spintronic elements. 

The first idea was to build a giant magnetoresistance (GMR) structure. Attempts to 

build a hybrid ferromagnetic metal–semiconductor–ferromagnetic metal structure 

failed, due to the fact that small semiconductor conductance suppresses the spin cur-

rent [2], but enhances spin accumulation. 

Efforts to inject spins from semi-magnetic semiconductors, however, were much 

more successful. As Fiederling at al. [3] have shown, the injection efficiency from 

DMS to GaAs is near 100%. Spin polarization was estimated from the circular polari-

zation ratio of GaAs. It is also possible to build spin transistors [4] based on DMS. 

Increasing carrier concentration in DMS may lead to the appearance of ferromag-

netic phase. Given sufficiently large band filling, not only do local spins cause the 

spin polarization of carriers, but conversely, the polarized carrier band may, through 

the same p–d exchange, cause the polarization of local spins. Munekata and Ohno  

[5–8] gave the first evidence of ferromagnetism in (In,Mn)As and (Ga,Mn)As materi-

als. The first theoretical description is attributed to Dietl [6]. 

(Ga,Mn)As is a canonical semiconductor. The critical temperature of currently 

manufactured layers exceeds 170 K, and the alloy retains all semiconducting proper-

ties. The electrical control of ferromagnetism is possible. In particular, the critical 

temperature can be changed by applying electric field [6, 7]. (Ga,Mn)As is also a very 

good source of polarized electrons, which allows spins to be injected into normal 

semiconductors [8]. Due to spontaneous magnetization in ferromagnets, it is not nec-

essary to apply external magnetic field in order to achieve a stream of spin-polarized 

carriers. Structures similar to the GMR structures built on (Ga,Mn)As show very large 

magnetoresistance [9] and tunnel anisotropic magnetoresistance [10]. In the tunnelling 

transport regime, magnetoresitance exceeds 2000%. Yamanouchi et al. demonstrated 

that current controls domain wall motion [11]. Astakhov et al. [12] demonstrated spin 
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switching between two metastable magnetization states in materials that possess uni-

axial anisotropy. It may be induced not only by applying magnetic field, but also by 

a laser pulse [13, 14]. 

3. Spin in classic semiconductors 

In non-magnetic metals and semiconductors, magnetism plays a secondary role. 

Due to the Pauli principle, the equal filling of up and down spin subbands leads to the 

cancellation of magnetic momenta. In external magnetic field, a weak carrier magneti-

zation appears, but the Pauli susceptibility is very low. In most metals and semicon-

ductors, the dependence of electrical properties on spin properties is negligible. The 

connection between electrical and magnetic properties is visible only in exceptional 

cases. One of them is the dependence of the resistance of two-dimensional electron 

gas on its spin polarization. The only mechanism linking electrical and magnetic 

properties is the existence of spin-orbit coupling, which leads to a band spin splitting. 

The zero field splitting of spin subbands occurs only in semiconductor structures 

with sufficiently low symmetry. In general, there is a distinction between the Dressel-

haus field [15] and the Rashba field [16, 17]. Spin splitting is equivalent to an effec-

tive spin-orbit field. The Dresselhaus field is the consequence of the lack of crystal 

inversion symmetry. It occurs, e.g. in zinc blend structures, i.e. in all II–VI and III–V 

semiconductor compounds, but it is forbidden by symmetry conditions in bulk silicon. 

The Bychkov–Rashba field is the consequence of the lack of mirror symmetry in 2D 

structures. It also occurs in silicon 2D structures. The direction of the spin-orbit field, 

Hso, is perpendicular to the carrier k-vector. In the case of the Bychkov–Rashba field, 

it is oriented in-plane. Generally, the inversion of the k-vector leads to the inversion 

of Hso. As a consequence, in thermal equilibrium the sum of all spin-orbit fields acting 

on a carrier system vanishes. It follows that most spintronic effects (dependent on 

both magnetic and electrical properties) vanish in thermal equilibrium. Therefore, we 

need to search for phenomena engaging both spin and electron properties only in sys-

tems in thermodynamic non-equilibrium. Below we shall review the class of spin ef-

fects induced by electron current, namely spin Hall, spin manipulation by electrical 

current, and the class of spin photovoltaic effects. 

When electric current is applied and the Fermi sphere is moved from the centre, 

the total spin-orbit (SO) field acting on the ensemble of electron spins is not zero any-

more. Electron spins begin a precession and the tendency to create additional spin 

polarization appears. Both effects are diminished by spin relaxation. When the fre-

quency of the RF current is much higher than the spin relaxation rate, however, spin 

polarization is not affected by electric current and the effective RF magnetic field is 

the main consequence of the current. As has been demonstrated by Wilamowski and 

Jantsch [18], such an SO field can play the role of a microwave magnetic field, lead-

ing to an additional resonance absorption. As a consequence, three different ESR sig-

nals are observed in a 2D electron gas: classic absorption caused by the magnetic 
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component of the microwave field, the SO field caused by electric current, and an 

additional, so-called polarization signal, resulting from the change in electrical con-

ductivity under resonance conditions. This effect reflects the dependence of the con-

ductivity of high-mobility 2D electrons on spin polarization and allows for electrical 

measurements of spin structure. 

When a DC or low frequency current is applied to a semiconducting layered struc-

ture, two additional processes have to be considered: the possible precession of spin 

polarization around the total magnetic field, including the effective SO field, and spin 

relaxation leading to an additional spin polarization caused by the SO field. The inter-

ference of these effect leads to the spin Hall effect [19–22]. Spin accumulation at the 

edges of non-magnetic semiconducting samples has been demonstrated experimen-

tally [19, 20]. The effect can also occur in the absence of any external magnetic field, 

reflecting its intrinsic character and indicating that the SO field is responsible for the 

effect. 

Since in a 2D electron gas the SO field is oriented only in-plane, the resulting 

magnetization is oriented the same way. Moreover, the spin polarizations of individ-

ual electrons are parallel to individual SO fields. Thus, such a SO field does not cause 

any precession that would lead to a perpendicular component of carrier magnetization, 

which seems to be a necessary condition for the Hall effect. For these reasons, model-

ling of spin Hall effect requires the simultaneous discussion of momentum scattering, 

which allows the SO field and spin directions to be tilted, and of spin precession and 

relaxation, which could lead to a perpendicular component of carrier magnetization 

[21, 22]. 

It is well known that circularly polarized light, due to spin dependent transition 

probabilities, causes the spin polarization of excitons and carrier spins. The occur-

rence of spin polarization means that up and down spin sub-bands are differently oc-

cupied. Consequently, the Fermi k-vectors for up and down spins are different. For 

symmetry reasons, however, spin polarization not only does not lead to any macro-

scopic current, but to symmetry changes when external magnetic field is additionally 

applied. As has been shown by Ganichev et al. [23, 24], sample illumination leads to 

an electric current. Such a spin galvanic effect (the Hanle effect) is ruled by a velocity 

and spin-dependent momentum relaxation and by the precession of magnetization in 

an external magnetic field. The complex direction dependence of the Dresselhaus SO 

field results in a complex dependence of the spin galvanic effect on the direction of 

light illumination, and of the magnetic field on crystallographic directions [24]. 

Also, the reversed galvanic effect has been observed. In this case, the electric cur-

rent causes non-equilibrium spin polarization. The idea of such an effect was pro-

posed by Edelstein 15 years ago [25]. Experimental evidence was presented in 2004 

by Silov et al. [26], who showed that for the proper experimental geometry the elec-

tric current results in circular photoluminescence. Kato el al. [27] also established 

current-induced spin polarization predictions by measuring Faraday rotation. 
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4. Summary 

To summarise, the present fast development of spintronics shows that spintronic 

elements can be built of not only magnetic materials such as ferromagnetic metals or 

ferromagnetic semiconductors. A wide spectrum of spintronic effects can also be 

found in classic, non-magnetic semiconductors. 
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The temperature, magnetic field, and laser excitation power dependences of photoluminescence (PL) 

were studied in 5×(EuS (5.5 nm)–PbS (17.5 nm)) semiconductor ferromagnetic multilayers grown epi-

taxially by high vacuum deposition on a BaF2 (111) substrate. In EuS–PbS heterostructures, ferromag-

netic layers of EuS form electron barriers for both electrons and holes in nonmagnetic quantum wells of 

PbS. PL was observed in the near infrared due to electronic transitions in PbS quantum wells with narrow 

energy gaps. Measurements carried out at 4.2 and 77 K (i.e., below and above the Curie temperature of 

EuS layers, which is about 14 K) showed characteristic PL spectra consisting of one or two lines with 

a strongly non-linear response upon increasing the YAG laser excitation power. Below the Curie tem-

perature, the application of a weak magnetic field of 200 Oe results in a change of the PL intensity as well 

as a small red shift in the PL energy of about 1 meV. These observations are discussed in terms of 

the model taking into account the magnetization-dependent height of the EuS potential barrier for elec-

trons in a PbS quantum well. 

Key words: spintronics; magnetic semiconductor; europium chalcogenide; IV–VI semiconductor 

1. Introduction 

EuS–PbS multilayers are ferromagnetic–nonmagnetic heterostructures built only of 

semiconductor materials. EuS is a well-known ferromagnetic semiconductor with the Cu-

rie temperature of bulk crystals Tc = 16.5 K [1]. It is considered to be a model example of a 

Heisenberg ferromagnet. PbS is a diamagnetic material from the IV–VI group of semicon-

ductor compounds [2]. Both materials crystallize in a rock salt lattice and have very well 

matching lattice parameters, Δa/a = 0.5%. Employing high vacuum deposition techniques 

permits epitaxial growth of high-quality multilayer structures [3, 4]. A ferromagnetic tran-

sition in EuS–PbS multilayers is observed even for structures with ultrathin EuS layers of 

only 0.6 nm, i.e. just about two monolayers [3, 4]. In EuS–PbS multilayers grown along the 

_________  
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[001] crystal direction with ultrathin (about 1 nm) PbS nonmagnetic spacer layers, the 

effect of antiferromagnetic interlayer coupling is observed [5, 6]. In EuS–PbS multilayers, 

wide-energy-gap (Eg = 1.65 eV) ferromagnetic layers of EuS form electron barriers, 

whereas narrow-energy-gap (Eg = 0.3 eV) nonmagnetic layers of PbS constitute quantum 

wells for both electrons and holes (Fig. 1) [4, 7–9]. These semiconductor heterostructures 

exhibit good luminescence properties in the near infrared, related to the direct-gap elec-

tronic band structure of PbS (also exploited in PbS bulk crystals and thin films near infra-

red lasers and detectors) [2]. 

 

Fig. 1. The energy scheme of a EuS–PbS multilayer with PbS nonmagnetic  

quantum wells and EuS ferromagnetic barriers. The arrows labelled 2ħωexc and ħωexc  

depict two optical excitation modes employed. The arrows labelled ħωPL show  

photoluminescence radiation due to electronic transitions  

between the conduction and valence band states in the PbS well 

Due to the ferromagnetic character of EuS barriers which exhibit strong exchange 

splitting of conduction band states below the Curie temperature, the height of the po-

tential barrier for electrons in a PbS well depends on the magnetization of the EuS 

layers. This effect is particularly strong in EuS with a total exchange splitting (corre-

sponding to full magnetic saturation) of 0.36 eV as compared to the average (observed 

in the paramagnetic state) height of the potential barrier of about 1.2 eV. Such 

a change in the potential barrier influences the energies of size-quantised electronic 

states in a PbS well. An additional control mechanism may also be related to the in-

fluence of the mutual orientation of the magnetization vectors of two EuS barriers, as 

modelled theoretically in Ref. [9]. Therefore, EuS–PbS multilayers form a new spin 

optoelectronic semiconductor system, in which the electronic states and optical proc-
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esses can be controlled by low external magnetic fields needed to magnetically satu-

rate EuS barriers. In this work, we experimentally examine a new spin optoelectronic 

idea of controlling the wavelength and other characteristics of PL emission in a semi-

conductor magnetic heterostructure of EuS–PbS multilayers by changing the height of 

the ferromagnetic barriers induced by low magnetic fields. 

2. Experimental results and discussion 

Photoluminescence (PL) was studied in a 5×(EuS (5.5 nm)–PbS (17.5 nm)) multi-

layer grown by high-vacuum deposition on a BaF2 (111) substrate. EuS was evapo-

rated using an electron gun, whereas for PbS a standard thermal source (tungsten 

boat) was used.  

 

Fig. 2. Dependence of the photoluminescence spectra of a 5×(EuS (5.5 nm)–PbS (17.5 nm))/BaF2 (111) 

multilayer on laser excitation power as indicated in the Figure. The experimentally  

observed minimum at a wavelength of about 3.6 μm is due to the absorption of the atmosphere.  

The spectra were detected in the backscattering optical geometry of the experiment 

The analysis of the crystalline structure as well as the magnetic and optical proper-

ties of this multilayer showed its high crystal and excellent optical quality. This mul-

tiple quantum well showed a very strong, relatively well resolved PL spectrum which 

is a necessary pre-condition for our experiment. We did not observe such a strong PL 

in EuS–PbS multilayers with narrower PbS wells. The ferromagnetic transition tem-

perature of the multilayer, Tc = 14 K, was determined from the analysis of the tem-
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perature dependence of magnetization. The PL was excited by YAG:Nd laser pulses 

with 1.16 eV photon energy (absorbed only in PbS wells) or pulses with 2.33 eV pho-

ton energy (absorbed in both the quantum wells and barriers, as shown in Fig. 1). The 

measurements were carried out at 4.2 and 77 K (i.e., below and above the Curie tem-

perature of EuS layers). The pulse duration was 6 ns, which is much longer than the 

recombination time of the material, hence the excitation was quasi-steady. Both back-

scattering and edge emission optical experimental geometries were employed, with 

the PL emission collected along the normal to the layer or from the side of the layer, 

respectively. A weak external magnetic field was applied in the plane of the layer. 

 

Fig. 3. The effect of a weak magnetic field on the photoluminescence  

of a 5×(EuS (5.5 nm)–PbS (17.5 nm)]/BaF2 (111) multilayer below (a) and above (b) 

its Curie temperature (T
c
 = 14 K). The spectra were detected in the edge emission geometry, 

with a 2.33 eV laser excitation and pumping power of 6 kW/cm2 

The PL spectra of the PbS-EuS multilayer are presented in Fig. 2. The spectra are 

attributed to the allowed optical transitions between PbS well states of the first and 

the second size-quantization sub-bands (see Fig. 1). The PL spectra presented in 
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Fig. 2 were recorded as a function of an increasing power density of the laser excita-

tion. For pumping by laser pulses with 1.16 eV photon energy we observed only PL 

radiation related to the first size-quantised sub-band (Fig. 2a), while for PL excitation 

by laser pulses with 2.33 eV photon energy radiation related to both the first and the 

second sub-bands was observed for high density power pumping (Fig. 2b). One can 

notice a strongly non-linear dependence of the intensity of the PL line related to the 

second sub-band with increasing laser pumping power density. This indicates the 

importance of the transfer of photo-excited electrons between ferromagnetic EuS bar-

riers and nonmagnetic PbS wells. Figure 3a presents the effect of a weak external 

magnetic field on the PL spectra of the PbS-EuS multilayer at 4.2 K. A red shift (of 

about 1 meV) of the higher energy line is observed in a field of 200 Oe. Above the 

Curie temperature of the EuS–PbS multilayer, no shift of the PL lines is experimen-

tally found (Fig. 3b). The application of a weak external field also substantially re-

duces the intensity of the PL line below the Curie temperature, with practically no 

effect above the Curie temperature. 

The estimated Zeeman splitting of electron states in the nonmagnetic PbS well in-

duced by an external field of 200 Oe is about 0.02 meV and can be neglected. This 

conclusion is supported by PL spectra measurements in the paramagnetic region 

(T = 77 K, Fig. 3b). Therefore, it is likely that the mechanism responsible for the ex-

perimental observations discussed above is related to magnetization-dependent 

changes in the EuS potential barrier. As a consequence of a rather wide PbS well used 

in our multilayers (optical limit of the experiment), however, the expected red shift is 

barely resolved experimentally. We believe that the other effect (the change of PL 

intensity) is also related to the same mechanism. No theoretical model for this effect, 

however, is known yet. 

3. Summary 

In conclusion, we have experimentally studied the photoluminescence excited by 

a YAG laser in EuS–PbS ferromagnetic semiconductor heterostructures. The PL spec-

tra were studied both above and below the Curie temperature of EuS, applying low 

magnetic fields and using two laser excitation energies. The PL spectra observed in 

the near infrared range were attributed to electronic transitions between size-quantised 

electronic states in the conduction and valence bands of the PbS well. In the ferro-

magnetic state, an external field of 200 Oe (magnetically saturating EuS layers) sub-

stantially influenced the intensity of the PL as well as produced a small red shift in the 

position of the higher energy PL line. This effect can be understood in terms of the 

influence of magnetization-dependent ferromagnetic EuS potential barriers on the 

electronic states in PbS wells. 
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A theoretical analysis of current-induced torque acting on the magnetic moment of the central part 
(island) of a ferromagnetic single-electron transistor has been carried out in the regime of sequential 
tunnelling. The island is assumed to be ferromagnetic and attached to two leads (electrodes). One of the 
leads is ferromagnetic, and the corresponding magnetic moment is oriented arbitrarily. The torque is 
calculated from the spin current absorbed by the magnetic moment of the island, and calculations are 
carried out in the limit of fast spin relaxation on the island (no spin accumulation). 

Key words: single electron transistor; spin-polarized transport; current-induced magnetic switching 

1. Introduction 

It is well known that spin-polarized current in magnetic multilayers or nanopilars can 

switch the magnetic configuration from a parallel to antiparallel one and/or vice versa. 

The switching is a result of angular momentum transfer from a conduction electron sys-

tem to the local magnetization, and takes place when the electric current exceeds 

a certain critical density [1]. Current-induced magnetic switching is of great importance, 

mainly because it offers a possibility of manipulating magnetic moment orientation 

without an external magnetic field. The switching phenomenon in all-metal magnetic 

structures has already been observed experimentally in various systems [2, 3]. 

Recently, magnetic switching has also been reported in simple planar tunnel junc-

tions [4], where the current density is much smaller than in metallic devices. In this 

paper, we consider the possibility of current-induced switching in ferromagnetic dou-

ble-barrier tunnel junctions with a Coulomb blockade, i.e. in ferromagnetic single-

electron transistors (SETs). We calculate the torque exerted on the magnetic moment 

_________  
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of the central electrode (island) and on the magnetic moment of the external ferro-

magnetic lead. It is worth noting that a significantly different mechanism of the 

switching phenomenon due to spin-polarized current in ferromagnetic SETs has been 

recently predicted by Inoue and Brataas [5]. This mechanism is based on spin accu-

mulation in the nonmagnetic island. In our case, however, we consider the limit of fast 

spin relaxation, so there is no spin accumulation on the island. Such an approximation 

is justified, since spin relaxation time in ferromagnetic systems is usually significantly 

smaller (due to a stronger spin-orbit coupling) than in nonmagnetic ones. Apart from 

this, we consider the torque acting on both the island and external lead, whereas in 

Ref. [5] only the torque acting on the magnetic leads was studied. 

2. Model and method 

We consider a SET whose one external electrode and island are ferromagnetic, 

whereas the second external electrode is nonmagnetic. The magnetic moments of the 

lead and island can be oriented arbitrarily, as shown in Fig. 1. The island is assumed 

to be sufficiently large to neglect level quantisation, but small enough to have a charg-

ing energy e2/2C significantly larger than the thermal energy kBT, e2/2C > > kBT, 

where C is the island capacitance. Moreover, we consider only the case where the 

charge on the island is well localized, which takes place when the resistances Rl(r) of 

the two barriers separating the island from the external electrodes are much larger 

than the quantum resistance, Rl(r) > > RQ = h/e2. The indices l and r refer to the left and 

right barriers, respectively. As a consequence, orthodox tunnelling theory based on 

second-order perturbation theory (Fermi golden rule) and on the master equation is 

applicable. This theory describes electronic transport in the sequential tunnelling re-

gime relatively well. Finally, as already stated in the Introduction, we restrict our-

selves to the situation with no spin accumulation on the island. Therefore, the energy 

change associated with the tunnelling process can be entirely determined from the 

change in the electrostatic energy. 

 

Fig. 1. A schematic diagram of the ferromagnetic single-electron transistor. The vectors Sl and Si  

indicate the net spin moments of the left external electrode and the island, respectively 
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A detailed description of the method used to calculate the tunnelling current and 

transport characteristics is presented elsewhere [6]. This method allows us to calcu-

late the tunnelling current across each barrier. The total charge current I0 in each fer-

romagnetic component of the device can be written as I0 = I+ + I
-

, where I+ and I
-

 are 

the currents flowing in the spin-majority and spin-minority channels, respectively. 

The corresponding spin current Is may then be defined as Is = I+ – I
-

. 

Electrons in the ferromagnetic components of the device have spin orientations either 

parallel (spin-majority) or antiparallel (spin-minority) to the net local spin polarizations 

(local spin quantization axis). When the magnetic moments of the island and left electrode 

are non-collinear, electrons from the spin-majority (or spin minority) channel of the left 

electrode can tunnel with some probability to the spin-majority (spin-minority) channel of 

the island and vice versa. An electron tunnelling through the barrier between the magnetic 

electrode and island adjusts its spin orientation in an atomically thin interfacial layer [7, 8]. 

Thus some angular momentum is transferred to the local magnetization of the island and 

also to the magnetic moment of the left electrode, giving rise to the corresponding spin 

transfer torques. The torques can be then calculated as the difference between spin currents 

incoming and leaving the interfacial region [7]. 

The angular momentum absorbed by the island is equivalent to the torque. The abso-

lute value of angular momentum carried by a single electron is ћ/2, hence the total angu-

lar momentum transferred to the magnetic moment of the island can be calculated by 

counting the contributions from individual electrons. As a result, the torque τi acting on 

the island due to the tunnelling current flowing through the left barrier is given by 

 ( ) ( )
1
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2 sin

i l l i i
I I I I

e
τ ϕ

ϕ

< <

+ − + −

⎡ ⎤= − − −⎣ ⎦
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where ( )l
I
+ −

 and ( )i
I
<

+ −
 denote currents in the spin-majority (spin-minority) channel of 

the left electrode and island, respectively, taken at a certain atomic distance from the 

left barrier. ϕ is the angle between the spin moments of the left electrode and island, 

as defined in Fig. 1, whereas e denotes the electron charge (e > 0). According to our 

definition, the torque is positive when it tends to a clockwise rotation of the magnetic 

moment. A similar formula can be derived for the torque 
l

τ  exerted on the magnetic 

moment of the left electrode 
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The currents Il+(-), flowing when a bias voltage V is applied can be calculated from 

the formula 
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where ( ),

,
l i

n V
σ σ

Γ
′

→
 is the electron tunnelling rate from the spin channel σ in the left 

electrode to the spin channel σ′ on the island when there are already n excess electrons 

on the island. Similarly, ( ),

,
i l

n V
σ σ

Γ
′

→
 is the tunnelling rate from the island back to the 

left electrode. Apart from this, P(n,V) is the probability of having n excess electrons 

on the island, which can be calculated from the relevant master equation [6]. 

3. Numerical results and discussion 

The results of numerical calculations of the angular variation of the torque τi act-

ing on the magnetic moment of the island are shown in Fig. 2, for two values of spin 

polarization of the density of states at the Fermi level in the ferromagnetic compo-

nents of the device (we assume that the ferromagnetic electrode and island are made 

of the same material). The corresponding spin asymmetry of the resistance of the left 

barrier is then , , 2
/ 1/

p p

l lR R p
+ −

= , where , ( )p

lR
+ −  is the resistance of the left barrier in the 

parallel configuration for the spin-majority (spin-minority) channel. Similarly, the 

spin asymmetry of the resistance of the right barrier is / 1/
r r

R R p
+ −

= , where ( )

r
R

+ −  is the 

resistance of the right barrier for the spin-majority (spin-minority) channel. 

 

Fig. 2. Normalized torque acting on the island as a function of the angle ϕ, calculated for ,p

lR
+ = 25 MΩ 

(1 MΩ), ,p

lR
− = 1 MΩ (25 MΩ), 

r
R

+ = 0.5 MΩ (0.1 MΩ), and 
−

r
R =0.1 MΩ (0.5 MΩ), corresponding to 

p = 0.2 (p = 5). In the antiparallel configuration we used 
, , , ,ap ap p p

l l l lR R R R
+ − + −

= = .  

The other parameters were: Vl = 0.043 V, Vr = 0.043 V, Vg = 0, T = 4.3 K and Cl = Cg = Cr = 1 aF 

The torque shown in Fig. 2 is normalized to the electric current I0, and thus 

changes sign when the current I0 is reversed. For p > 1, the parallel configuration may 

become unstable for sufficiently large positive currents, I0 > 0, whereas the antiparal-

lel configuration is stable. The situation changes for p < 1, for which the parallel con-
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figuration is stable for I0 > 0 and the antiparallel configuration becomes unstable. For 

a negative current, I0 < 0, the torque changes sign and therefore all possible switching 

phenomena are also reversed. Similar curves also correspond to the torque acting on 

the magnetic electrode. 

The curves presenting the torque normalized to I0 are universal in the sense that 

they are independent of the gate and bias voltages. This means that the torque is pro-

portional to the current I0. Thus, to find the magnitude of the torque one needs to 

know the magnitude of the current flowing through the system due to the applied bias 

voltage V. In Figure 3, we show the current as a function of the bias and gate Vg volt-

ages. The curves show typical Coulomb steps and Coulomb oscillations. Thus, the 

torque τi exerted on the magnetic moment of the island reveals similar features as a 

function of bias and gate voltages. 

 

Fig. 3. Electric current as a function of the bias (a) and gate (b) voltages, calculated for p = 0.2 

and Vg = 0 (a), and Vl = 0.043 V, Vr = 0.043 V (b). The other parameters the same as in Fig. 2 

In conclusion, we have calculated the torque exerted by a spin-polarized current 

on the magnetic moment of the island in a ferromagnetic SET, with the island and one 

electrode being ferromagnetic. The results of numerical calculations show the possi-

bility of normal and inverse current-induced magnetic switching, similarly as in all-

metal layered structures [8]. Numerical calculations have been performed for the 

situation where the density of states in the ferromagnetic components for one spin 

orientation is 5 times larger than that for the opposite spin orientation, which is of the 

order of the corresponding values in ferromagnetic metals. The corresponding ratio 

may be even significantly larger in half-metallic ferromagnets, where the density of 

states for one spin orientation is negligibly small. 
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20 nm Fe/dZr Zr/20 nm Fe and 20 nm Fe/dTi Ti/20 nm Fe trilayers with wedged Zr and Ti sublayers 

were prepared at room temperature using UHV (5×10–10 mbar) RF/DC magnetron sputtering. The reesults 

showed that the Fe sublayers are ferromagnetically coupled up to a Zr or a Ti spacer thickness of about 

1.5 or 2 nm, respectively. Furthermore, a weak antiferromagnetic (ferromagnetic) coupling of the Fe 

sublayers was observed for a Zr (Ti) thickness range of 1.5–3 nm (2–3.4 nm). The Fe sublayers are very 

weakly exchange coupled or decoupled for dZr > 3 nm and dTi > 3.4 nm. The small decoupling Ti and Zr 

thickness can be explained by the spontaneous formation of a quasi-amorphous structure of paramagnetic 

spacer during the deposition process. 

Key words: magnetic film;, multilayers; exchange coupling 

1. Introduction 

In our previous papers, we have shown that polycrystalline Co sublayers are ferro-

magnetically (FM) coupled up to Ti [1] and Zr [1, 2] spacer thicknesses of about 2 and 

2.5 nm, respectively. Furthermore, a weak antiferromagnetic (AFM) coupling of the Co 

sublayers was observed for a Ti (Zr) thickness range of 2–2.7 nm (2.5–3.2 nm). The Co 

sublayers were very weakly exchange coupled or decoupled for dTi > 2.7 nm and dZr > 

3.2 nm. The rapid decrease of interlayer exchange coupling with Ti and Zr spacer 

thickness could be explained by its strong damping due to the spontaneous formation 

of a non-magnetic quasi-amorphous Ti–Co and Zr–Co alloy layer at the interface dur-

ing the deposition process. The above behaviour is also in agreement with experimen-

tal results for interlayer coupling studies across amorphous metallic Cu65Zr35 spacers [3]. 

_________  
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In this paper, we report on the magnetic exchange coupling of polycrystalline (dFe 

> dcrit) Fe sublayers across a paramagnetic noncrystalline spacer in Fe/Zr/Fe and 

Fe/Ti/Fe trilayers. Very recently we have shown that iron sublayers grow on suffi-

ciently thick zirconium [4, 5] (dZr > 0.7 nm) and titanium [6] (dTi > 0.6 nm) sublayers 

in the soft magnetic nanocrystalline phase up to a critical thickness of dcrit ∼ 2.3 nm. 

For thicknesses greater than dcrit, the Fe sublayers undergo a structural transition to the 

polycrystalline phase with a much higher coercivity. On the other hand, it is well 

known that suitable annealing of Fe/Zr and Fe/Ti MLs leads to the formation of an 

amorphous phase due to a solid state reaction [7, 8]. Therefore, the spontaneous for-

mation of an amorphous or nanocrystalline nonmagnetic Zr–Fe and Ti–Fe spacer be-

tween Fe sublayers is very likely to proceed during the deposition of the Fe/Zr(Ti)/Fe 

trilayer or Fe/Zr (Fe/Ti) multilayers. 

2. Experimental 

Fe/Zr/Fe and Fe/Ti/Fe trilayers with wedged Zr and Ti sublayers were prepared on 

glass substrates at room temperature using UHV (5×10–10 mbar) DC/RF magnetron 

sputtering [1]. The Fe layers (dFe = 20 nm) were deposited using a DC source. RF 

source was used to prepare the wedged Zr and Ti layers (0 < dZr(Ti) < 10 nm). Typical 

deposition rates for the Fe and Zr sublayers were 0.1 and 0.05 nm/s, respectively. 

After outgassing the glass substrate at 500 K for 30 minutes, we first deposited a Fe 

layer. A wedged Zr or Ti spacer layer was then grown immediately on the Fe layer. 

Finally, a 3 nm Au cap layer was deposited to prevent the oxidation of the top Fe 

sublayer. The chemical composition and the purity of all layers was checked in situ 

immediately after deposition, after transferring the samples to an UHV (4×10–11 mbar) 

analysis chamber equipped with X-ray photoelectron spectroscopy (XPS). The struc-

tures of the samples with step-like wedge forms (areas with Fe and Zr sublayers of 

constant thickness) was examined ex situ by standard θ–2θ X-ray diffraction using 

CuKα radiation. The magnetic characterisation of the wedged Fe/Zr MLs was carried 

out at room temperature using the magnetooptical Kerr effect and a vibrating sample 

magnetometer. 

3. Results and discussion 

Results of systematic high-angle X-ray diffraction studies as a function of Fe and 

Zr sublayer thickness for 20 nm Fe/dZr Zr/20 nm Fe, and 20 nm Fe/dTi Ti/20 nm Fe 

trilayers with dZr (dTi) greater than ~3 nm showed only (110) and (002) reflections of 

bcc Fe and hcp Zr (Ti) in the patterns, respectively. Only a broad peak related to Fe 

sublayers was observed for trilayers with dZr (dTi) < ~3 nm, in agreement with the  

X-ray diffraction studies for Co/Zr, Co/Ti, and Fe/Ti multilayers reported in Refs. 
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[4–6]. The absence of Zr and Ti reflections for dZr (dTi) < ~3 nm is consistent with 

UHV STM images [9] which showed randomly oriented nanocrystalline grains with 

an average size D  of ~3–5 nm. 

In situ XPS analyses of freshly deposited Fe and Zr layers revealed no contamina-

tion elements such as oxygen and carbon. In the XPS experiment, we have also stud-

ied Fe layer growth on a 10 nm Zr underlayer and Zr layer growth on a 10 nm Fe un-

derlayer. From the exponential variation of the XPS Fe-2p and Ti-2p and Zr-3d 

integral intensities with increasing layer thickness, we conclude that the Fe, Ti, and Zr 

sublayers grow homogeneously during the deposition of the trilayers [9, 10]. 

In the case of wedged trilayers, the bottom Fe layer was deposited on a rather 

rough glass substrate. Such a layer showed a greater coercivity compared to the top Fe 

layer, which was deposited on a quasi-amorphous Zr–Fe (Ti–Fe) interlayer, formed 

spontaneously during the deposition process [1, 2]. For a sufficiently small Zr–Fe  

(Ti–Fe) thickness, however, the FM exchange coupling energy of the Fe layers across 

the paramagnetic spacer is large enough for the simultaneous magnetisation reversal 

process of the bottom and top sublayers. On the other hand, for a weaker interlayer 

exchange coupling (dZr > ~1.5 nm, dTi > ~2 nm), we have observed step-like hysteresis 

loops due to different coercivities of the bottom and top Fe layers.  

 

Fig. 1. A hysteresis loop of the 20 nm –Fe/2 nm – Zr/20 nm – Fe trilayer 

Figure 1 shows an example of a step-like hysteresis loop measured for the 

Fe/Zr/Fe trilayer with dZr = 2 nm. In the intermediate case between fully coupled and 

independent (i.e. fully decoupled) Fe layers, the exchange field felt by each layer due 

to the presence of the second layer decreases (increases) the observed switching field 

of the soft (hard) magnetic layer in the case of AFM coupling, and vice versa for FM 
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coupling [1]. The two observed significantly different coercive fields in Fig. 1, Hc1 

and Hc2, originate from the soft and hard magnetic Fe layers, respectively [1, 2].  

 

Fig. 2. Two different coercive fields H
c1  and H

c2 as functions of Zr  

interlayer thickness for a wedged 20 nm Fe/dZr Zr/20 nm Fe trilayer 

 

Fig. 3. Two different coercive fields H
c1 and H

c2 as functions of Ti interlayer 

 thickness for a wedged 20 nm  Fe/dTi  Ti/20 nm Fe trilayer 

The results of systematic studies of coercivity as a function of Zr and Ti interlayer 

thickness are presented in Figs. 2 and 3, respectively. The spacer thickness depend-

ence of coercivity for wedged trilayers allows us to characterise the week interlayer 
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exchange coupling of Fe sublayers [1, 2]. For dZr ≈ 2 nm (Fig. 2), we observe a weak 

minimum and maximum for Hc1 and Hc2, respectively. The above behaviour possibly 

indicates weak AFM coupling between Fe layers, with a maximum near dZr ≈ 2 nm. 

The difference between Hc1 and Hc2 determined for the Fe/Ti/Fe trilayer (Fig. 3) is 

rather small for Ti layer thickness between ~2 and ~3.4 nm. The above behaviour could 

indicate a weak FM coupling between Fe layers for Ti spacer thickness ~2–3.4 nm. The 

absence of weak AFM coupling for the Fe/Ti/Fe trilayer could be associated with 

a low density of the ferromagnetic “bridges” between Fe sublayers. Furthermore, co-

ercivity measurements show that Fe layers are very weakly exchange coupled or de-

coupled for dZr > 3 nm (dTi > 3.4 nm). The small decoupling Zr and Ti thicknesses 

could be explained by a spontaneous formation of a quasi-amorphous structure in the 

paramagnetic spacer during deposition [1–3]. In the case of the Fe/Zr/Fe (Fe/Ti/Fe) 

trilayer, the spacer interlayer consists of a FexZr1–x (FexTi1–x) alloy and pure Zr (Ti) 

layer. For the ultrathin spacer (dZr < 2nm), the FexZr1–x (FexTi1–x) alloy layer remains 

practically quasi-amorphous, with a variable concentration (x) in the direction per-

pendicular to the substrate. This is consistent with the results of our XRD and mag-

netisation studies for Fe/Zr and Fe/Ti [4–6] MLs. In the case of such a quasi-amorphous 

structure of the spacer, a strong damping of the interlayer exchange coupling is to be 

expected from the theory based on the RKKY interaction [3]. The above effect could 

explain our results of the studies of coercivity as a function of Zr and Ti spacer thick-

ness, shown in Figs. 2 and 3. Furthermore, amorphous Fe–Ti and Fe–Zr alloys ap-

proximately fulfil the Nagel–Tauc criterion [1–3] (2kF = kp), where kF and kp denote 

the Fermi k-vector and ion correlation radius, respectively. Therefore, for Fe 

–Zr alloy spacers the location of the first weak AFM maximum was detected at  

dZr ≈ 2 nm, in agreement with the large oscillation period of the exchange coupling 

(λ ≈ 1/⎜2kF – kp⎜) expected from the theory [3]. 

In summary, the planar growth of Fe and Zr (Ti) sublayers was confirmed in situ by X-

ray photoelectron spectroscopy. Furthermore, a weak AFM (FM) coupling of the Fe 

sublayers was observed for Zr (Ti) thickness between 1.5 and 3 nm (2 and 3.4 nm). The Fe 

layers are very weakly exchange coupled or decoupled for dZr > 3 nm (dTi > 3.4 nm). The 

rapid decrease in exchange coupling could be explained by its strong damping due to the 

formation of a non-magnetic quasi-amorphous alloy layer at the interfaces. 
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Fe/Ti multilayers (MLs) were prepared on glass substrates using UHV RF/DC magnetron sputtering. 

The results showed a significant drop in coercivity measured for the Fe/Ti MLs with decreasing Fe layer 

thickness, typically from H
c
 ≈ 2.2 kA/m to H

c
 ≈ 0.2 kA/m, observed at a critical Fe thickness of  

dcrit ≈ 2.3 nm. Structural studies showed that the deposition of a 0.18 nm Fe/0.22 nm Ti ML at 285 K 

leads to the formation of a uniform amorphous Fe–Ti alloy thin film due to strong interdiffusion during 

growth. On the other hand, in situ annealing of this ML at 750 K for 2 h resulted in the creation of 

a nanocrystalline phase. Furthermore, in situ XPS studies showed that the valence band of the nanocrys-

talline Fe–Ti alloy film is broader than that measured for the amorphous phase with the same average 

composition. 

Key words: magnetic multilayers; electronic structure 

1. Introduction 

Metallic multilayers (MLs) composed of alternating sublayers of ferromagnetic and 

non-magnetic metals exhibit interesting magnetic properties which can be tailored by 

varying the compositions and thicknesses of the sublayers. In previous papers [1–4], we 

have shown that below the critical Co or Fe thickness (dcrit), Co/Zr (dcrit ≈ 2.8 nm) [1], 

Co/Ti (dcrit ≈ 3 nm) [2, 3], and Fe/Zr (dcrit ≈ 2.3 nm) [4] MLs are magnetically soft and 

exhibit a saturation magnetisation higher than that observed in conventional soft mag-

netic films. It has been found that Co (Fe) sublayers grow in the soft magnetic 

nanocrystalline structure up to dcrit [1–4]. Above dcrit, Co (Fe) sublayers grow in the 

polycrystalline structure with an average grain size greater than the magnetic ex-

change length [5]. On the other hand, it is well known that a suitable annealing of 

_________  
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Fe/Ti MLs leads to the formation of an amorphous phase due to a solid-state reaction 

[6]. Therefore, the spontaneous formation of a quasi-amorphous or nanocrystalline 

interface Fe–Ti alloy layer is very likely to proceed during the deposition of the 

Fe/Ti/Fe trilayer and especially Fe/Ti MLs. This is also consistent with the results of 

our structural and magnetisation studies for very similar systems Co/Ti, Co/Zr, and 

Fe/Zr MLs [1–4]. In this paper, we study the stability range of the polycrystalline and 

soft magnetic nanocrystalline iron phase as a function of the sublayer thickness. Fur-

thermore, we study the valence band of in situ prepared amorphous and nanocrystal-

line Fe–Ti alloy thin films. 

2. Experimental 

Fe/Ti MLs were prepared on glass substrates at 285 K using computer-controlled 

ultra high vacuum (UHV) magnetron co-sputtering. Fe and Ti targets were sputtered 

using the DC and RF modes, respectively. The base pressure before deposition was 

lower than 5×10–10 mbar. The chemical composition and the purity of all layers was 

checked in situ, immediately after deposition, after transferring the samples to an 

UHV (4×10–11 mbar) analysis chamber equipped with X-ray photoelectron spectros-

copy (XPS). The XPS spectra were recorded with AlKα radiation (1486.6 eV) at room 

temperature using a SPECS EA 10 PLUS energy spectrometer. All emission spectra 

were recorded immediately after in situ sample transfer to a vacuum of 8x10-11 mbar. 

The deposition rates of Fe and Ti were checked individually with a quartz thickness 

monitor. The thicknesses of individual sublayers were controlled mainly by varying 

their deposition times. The number of repetitions was increased with decreasing Fe 

and Ti sublayer thicknesses, so as to keep the total thickness of the samples at about 

50 nm and 500 nm for magnetooptical measurements and X-ray diffraction studies, 

respectively.  

The Fe/Ti MLs were prepared with either wedged Fe or wedged Ti sublayers. 

Wedge-shaped Fe or Ti sublayers with a slope of 0.05–0.125 nm/mm were grown by 

moving a shutter linearly or step-wise in front of the substrate during deposition. The 

structures of the samples with step-like wedge forms (areas with Fe and Ti sublayers 

of constant thickness) were examined ex-situ by standard θ–2θ X-ray diffraction 

(XRD) using CuKα radiation. The modulation wavelength was determined from the 

spacing between satellite peaks in low-angle XRD patterns. The results were consis-

tent with the values obtained by dividing the total thickness by the number of repeti-

tions. The thicknesses of the individual Fe and Ti sublayers were also determined 

using X-ray fluorescence analysis (XRF). The magnetic characterisation of the 

wedged Fe/Ti MLs was carried out utilizing the magnetooptical Kerr effect at room 

temperature. The coercive fields (Hc) were determined from in-plane hysteresis loop 

measurements. 
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3. Results and discussion 

The composition modulation of Fe/Ti MLs was confirmed in low-angle XRD 

measurements. We have observed from two to six satellite peaks for MLs with the 

thinner and the thicker sublayers, respectively. The wavelengths of modulation calcu-

lated from these peaks were in agreement with values determined from XRF meas-

urements. Figure 1a shows an example of a low-angle XRD pattern for the 

1.8 nm Fe/2.2 nm Ti ML. The intense satellite peaks up to the 4th order revealed the 

good quality of the multilayered sample. For the Fe/Ti MLs with dFe > 2.3 nm and 

dTi > 2.3 nm, high-angle X-ray diffraction patterns show the (110) and (002) reflec-

tions of bcc Fe and hcp Ti, respectively. The average Fe and Ti crystallite sizes in 

directions perpendicular to the substrates, as determined from the Scherer equation, 

are comparable to their respective sublayer thicknesses. Only very weak and broad 

peaks related to Fe and Ti sublayers were observed for MLs with dFe < 2.3 nm and 

dTi = 2.2 nm, in agreement with the X-ray diffraction studies reported in Ref. [3]. We 

have previously observed a very similar growth mode for Co sublayers in Co/Zr MLs 

[1]. The very broad and weak Fe and Ti reflections observed for dFe < ~2.3 nm can be 

explained by the nanocrystalline growth of the sublayers (average grain size D 

<< 10 nm), similar to that observed earlier for Co [1–3] and Fe [4] sublayers.  

  

Fig. 1. Low-angle X-ray diffraction patterns (CuK
α
) for the 2.2 nm Ti/1.8 nm Fe 

 multilayer (a) and high-angle X-ray diffraction patterns (CuK
α
) for the as deposited  

and annealed 0.18 nm Fe/0.22 nm Ti multilayer (b) 

The above behaviour was revealed by UHV STM measurements of the average in-

plane grain sizes, similar to the effect observed earlier for Co/Ti MLs [3]. Further-

more, the deposition of a 0.18 nm Fe/0.22 nm Ti ML at 285 K leads to the formation 

of a uniform amorphous Fe–Ti alloy thin film due to strong interdiffusion during 

growth. On the other hand, in situ annealing of the 0.18 nm Fe/0.22 nm Ti ML at 

700 K for 1 h resulted in the creation of a nanocrystalline phase. The corresponding 

XRD patterns are shown in Fig. 1a. The average crystallite size of the FeTi alloy film, 
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as determined from the FWHM of the peak shown in Fig. 1b using the Scherer equa-

tion, was about 8 nm. 

  

Fig. 2. Coercive field (H
c
) as a function of the Fe sublayer thickness for wedged Fe/Ti  

multilayers with dTi = 2.2 nm (a) and XPS spectra of the as deposited (broken line) and in situ annealed,  

at 700 K for 1 h (solid line), 0.18 nm Fe/0.22 nm Ti multilayer (b) 

Figure 2a shows the Hc values measured at room temperature as function of Fe 

sublayer thickness for wedged Fe/Ti MLs with dTi = 2.2 nm. A significant drop in coerciv-

ity with decreasing Fe layer thickness – typically from Hc ≈ 2.2 kA/m to Hc ≈ 0.2 kA/m 

– can be observed at a critical Fe thickness of dcrit ≈ 2.3 nm. The behaviour of coerciv-

ity shown in Fig. 2a can be associated with structural properties of the Fe layer grown 

on Ti, similarly to the transition observed earlier for Co/Zr [2] and Co/Ti [3] MLs. 

According to the above interpretation, iron sublayers grow in the soft magnetic 

nanocrystalline phase (D << 10 nm) for thicknesses lower than the critical one. In this 

case, the average Fe grain size is significantly smaller than the magnetic exchange 

length [5] for the iron layer (Lex ≈ 15 nm) [5]. For thicknesses larger than dcrit, Fe 

sublayers undergo a structural transition to the polycrystalline phase with an average 

grains size D > 15 nm [5]. 

Figure 2b shows the XPS valence bands of the as prepared (amorphous phase) and 

annealed (nanocrystalline phase) 0.18 nm Fe/0.22 nm Ti MLs. XPS measurements 

were performed in situ on freshly prepared samples with thicknesses of about 500 nm. 

The results showed that the valence band of the “as prepared” amorphous Fe–Ti alloy 

film (broken line) is broader than that measured for the polycrystalline bulk material 

[7]. On the other hand, the valence band of the nanocrystalline Fe–Ti alloy (solid line) 

is even broader than the valence band of the amorphous alloy (broken line). This is 

probably due to a strong deformation of the nanocrystals. Normally, the interior of the 

nanocrystal is constrained and the distances between atoms located at grain bounda-

ries expanded [1, 7]. Strong modifications of the electronic structure of nanocrystal-

line Fe–Ti alloy films could also significantly influence their hydrogenation proper-

ties [7]. According to existing semi-empirical models [8, 9] which can explain the 
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maximum hydrogen absorption capacity of the metallic matrices, the significant 

broadening of their valence bands is a very important factor, leading to an increase in 

hydrogen absorption. Such behaviour has already been observed in the case of me-

chanically alloyed nanocrystalline FeTi- [7] and LaNi5-type[10] bulk alloys. 

In the XPS experiment, we have also studied the growth of a Fe layer on 

a 10 nm Ti underlayer and the growth of a Ti layer on a 10 nm Fe underlayer. The 

freshly deposited 10 nm Ti/d0 Fe or 10 nm Fe/d0 Ti bilayer was transferred in situ 

from the preparation chamber to the analysis chamber, where the XPS Fe-2p3/2 and Ti-

3d5/2 core level spectra were immediately recorded in a vacuum of 8×10–11 mbar. The 

bilayer was then transferred back to the preparation chamber and the deposition proc-

ess of the overlayer was continued. From the exponential variation of the XPS Fe-2p 

and Ti-3d integral intensities with increasing layer thickness, we conclude that the Fe 

and Ti sublayers grow homogeneously [11, 12]. 

In conclusion, the planar growth of Fe and Ti sublayers was confirmed in situ by 

XPS. Iron sublayers grow on sufficiently thick titanium sublayers in the soft magnetic 

nanocrystalline phase up to a critical thickness of dcrit ≈ 2.3 nm. In situ XPS studies 

showed that the valence band of the Fe–Ti alloy thin film strongly depends on its mi-

crostructure. 
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Ni80Fe20/Au/Co/Au multilayers as magnetic field sensors 

F. STOBIECKI*, M. URBANIAK, B. SZYMAŃSKI,  

T. LUCIŃSKI, M. SCHMIDT, J. ALEKSIEJEW 

Institute of Molecular Physics, Polish Academy of Sciences, 60-179 Poznań, Poland 

Sputter-deposited (Ni80Fe20/Au/Co/Au)N multilayers characterized by alternating easy-plane (Per-
malloy) and perpendicular (cobalt) anisotropy were investigated. Such films can be used as giant magne-
toresistance (GMR) sensors with linear R(H) dependences in a broad range of magnetic fields. The influ-
ence of the thicknesses of the NiFe, Au and Co layers, and of the repetition number N on the GMR effect 
is discussed. We have optimised the multilayer parameters for application purposes. 

Key words: magnetic multilayers; alternating anisotropy; GMR sensors 

1. Introduction 

Magnetic field sensors based on the giant magnetoresistance effect (GMR) are 

widely used in computer hard drives as reading heads. This application requires large 

changes of electrical resistance ΔR/R with small changes of the magnetic field H. 

Magnetic field measurements in industrial applications, on the other hand, often re-

quire sensors capable of measuring fields of up to several kOe. Magnetoresistive sen-

sors used for such applications should exhibit linear R(H) characteristics in a broad 

field range as well as high values of ΔR/R. It has been previously shown [1, 2] that 

these requirements are fulfilled in layered structures of the F||/S/F⊥ type, where F|| and 

F⊥ are ferromagnetic layers with in-plane and perpendicular anisotropy, respectively. 

F|| and F⊥ are separated by a nonmagnetic metallic spacer S. In this new kind of GMR 

-based spin valves (SV), the external magnetic field H perpendicular to the layer ro-

tates the magnetization of the F|| layer and leaves the magnetization of the F⊥ layer 

unchanged. If we neglect anisotropic magnetoresistance (AMR), the R(H) dependence 

can be expressed as R(ϕ) = RP + (RAP – RP)(1 – cosϕ)/2, where RP and RAP are the elec-

trical resistances of the system with parallel and antiparallel magnetization configura-

tions, respectively, and ϕ is the angle between the magnetizations of the ferromagnetic 

_________  
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layers. For F||/S/F⊥ structures with no coupling between ferromagnetic layers, changes in 

cosϕ(H) are related only to the rotation of magnetization in F|| layers and can be de-

scribed by: cos(H⊥) ∝ H⊥ for |H| < HS. This assures a linear R(H⊥) dependence. 

Spin valves reported by Mancoff [1] used a magnetically hard Pt/Co/Pt/Pd multi-

layer (HC = 5 kOe) as F⊥. As a result, the magnetoresistance R(H⊥) was an odd func-

tion and linear for H⊥ in the ±5 kOe range. These valves, however, exhibit a small 

change in resistance of ΔR/R = 1.5% and a hysteresis of R(H⊥) for H⊥ > HC. 

We propose multilayer sensors with the (Ni80Fe20/Au/Co/Au)N structure, where N 

is the number of repetitions, F⊥ = Co (Co layers with thickness tCo < 1.2 nm sand-

wiched between Au have perpendicular anisotropy), and F|| = Ni80Fe20 (Permalloy). 

Such structures display high changes of resistance (ΔR/R = 9% at room temperature) 

and linear, non-hysteretic R(H) characteristics even in H for the Co

S
H  < |H⊥| < NiFe

S
H  

field range. Co

S
H  and NiFe

S
H  are the saturation fields (in perpendicular configurations) 

of the Co and NiFe layers respectively. It is worth noting that it is possible to obtain 

an odd dependence for R(H) by applying a bias field [3]. 

In this paper, we discuss the influence of the thicknesses of constituent layers of 

the NiFe/Au/Co/Au multilayer sensor on its properties, important from the application 

point of view. 

2. Experimental 

(Ni80Fe20/Au/Co/Au)N multilayers (MLs) were deposited on Si(100) wafers using 

UHV magnetron sputtering [2, 4]. The periodic structure of MLs was controlled using 

LAXRD. Magnetoresistance (four-point measurements with current in the plane con-

figuration) and magnetization reversal (vibrating sample magnetometer – VSM) were 

studied at room temperature for a magnetic field applied perpendicular to the sample 

plane (|H⊥| ≤ 2 T) (from this point we will refer to H⊥ simply as H). The ΔR/R(H) 

dependence was calculated using the formula 

( )
( ) ( )

( )

2 TΔ
100%

2 T

R H R HR
H

R R H

− =

= ×

=

 

where ΔR/R denotes the maximum value determined from the ΔR/R(H) dependence. 

3. Results and discussion 

Figure 1 shows the magnetization reversal M(H) and the magnetoresistance R(H) 

curves typical of the (Ni80Fe20/Au/Co/Au)N system. There are three distinctive field 

ranges in the magnetization curves: (i) |H| > NiFe

S
H  = 0.6 T = NiFe

S
4π ,M  corresponding 

to a parallel magnetization configuration of Co and Ni80Fe20 layers, (ii) Co

N
H  
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( Co

S
H ) < |H| < NiFe

S
H  ( Co

N
H  and Co

S
H  are the domain nucleation and annihilation 

fields of Co, respectively), which is related to the coherent rotation of magnetization 

in Ni80Fe20 layers, and (iii) |H| < Co

N
H  ( Co

S
H ), related mainly to magnetization reversal 

in Co layers. Magnetic structure in the third range is dominated by strong ferromag-

netic dipolar magnetostatic coupling (caused by a dense stripe domain structure) be-

tween NiFe and Co layers [5]. From the application point of view, the second field 

range, in which for Co

S
H  < |H| < NiFe

S
H  a linear and non-hysteretic R(H) dependence 

can be obtained, is the most interesting. 

Fig. 1. Magnetoresistance and hysteresis loop of the  

(NiFe 2 nm/Au 1.5 nm/Co 0.6 nm/Au 1.5 nm)15  

multilayer, measured with the magnetic field  

applied perpendicular to the sample surface. The 

characteristic magnetic fields Co

N
H , Co

S
H ,  

and NiFe

S
H  denote the nucleation, annihilation  

(saturation) of stripe domains of Co layers,  

and saturation of Permalloy layers, respectively  

The magnetization reversal and magnetoresistance of our structures are influenced 

by coupling between ferromagnetic layers and their magnetic properties (mainly ani-

sotropy). This behaviour is similar to other SVs [6]. In order to determine the influ-

ence of Au, Co, and NiFe layer thickness on the magnetoresistive properties of 

(Ni80Fe20/Au/Co/Au)N MLs, we investigated three series of samples: 

• (Ni80Fe20 2 nm/Au tAu/Co 0.6 nm/Au tAu)15 (0.5 ≤ tAu ≤ 3 nm), 

• (Ni80Fe20 2 nm/Au 3 nm/Co tCo/Au 3 nm)15 (0.2 ≤ tCo ≤ 1.5 nm), 

• (Ni80Fe20 tNiFe/Au 2 nm/Co 0.6 nm/Au 2 nm)15 (1 ≤ tNiFe ≤ 4 nm). 

The dependence of ΔR/R on tAu (Fig. 2a) is related to changes in effective coupling. 

The Co

S Au
( )H t dependence, with a kink at tAu ≈ 1.5 nm, suggests that two different 

mechanisms are responsible for the observed changes in interlayer coupling. The first 

one is the relatively weak magnetostatic coupling (Néel’s coupling), important in the 

whole range of tAu. The second one, dominating for tAu < 1.5 nm, is much stronger and 

probably originates from pinholes. The role of relatively weak (tAu > 1.5 nm) RKKY 

-like coupling can be neglected. As a consequence of such changes in coupling, a strong 

degradation of GMR for tAu < 1.5 nm is observed. The slow decrease of the magnetore-

sistance ΔR/R(tAu) for tAu > 1.5 nm can be attributed to the shunting effect [7]. 

The ΔR/R(tCo) dependence (Fig. 2b) exhibits a maximum at tCo = 0.6 nm, which cor-

responds to the transition from a discontinuous to continuous Co layer. In the 

0.6 < tCo < 1.2 nm range, magnetoresistance decreases slowly. This change can be attrib-
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uted to the diminishing influence of interface spin scattering compared to that within the 

Co layer [8]. The sudden drop in magnetoresistance at tCo > 1.2 nm is related to the tran-

sition from perpendicular to in-plane anisotropy in Co layers. The monotonic increase of 
Co

S
H  with tCo is typical of ferromagnetic layers with stripe domains [9]. 

  

 

Fig. 2. Changes in magnetoresistance as functions 

of tAu, tCo, and tNiFe determined for 

(NiFe 2 nm/Au tAu/Co 0.6 nm/Au tAu)15 (a),  

(NiFe 2 nm/Au 3 nm/Co tCo/Au 1.5 nm)15 (b), and 

(NiFe tNiFe/Au 2 nm/Co 0.6 nm/Au 2 nm)15 (c) MLs, 

respectively. The saturation fields of Co layers 

( Co

S
H ) and Permalloy ( NiFe

S
H ) are also plotted  

in panels a, b and c, respectively 

Magnetoresistance as a function of Permalloy layer thickness (Fig. 2c) exhibits 

a maximum at much higher values (tNiFe ≈ 3 nm) than that observed for Co. This can 

be explained by the predominant contribution of volume spin scattering in Ni80Fe20 to 

the magnetoresistance effect [8]. 

 

Fig. 3. The magnetoresistance of  

(NiFe 2 nm/Au 3 nm/Co 0.8 nm/Au 3 nm)N MLs  

vs. repetition number N. The insets show the field 

dependences of resistance for MLs with N = 3 and N = 7 

The increase of NiFe

S
H  with tNiFe is similar to that observed for NiFe/Cu multilayers 

[10] and in the first approximation can be interpreted as a result of a magnetically 

inactive NiFe/Au interface layer. The strong NiFe

S
H (tNiFe) dependence observed for 
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small values of tNiFe offers a simple way of tailoring the saturation fields of ΔR/R(H) 

in our structures. Larger values of tNiFe, however, lead to an increase of the anisotropic 

magnetoresistance effect (AMR) and deteriorates the linearity of R(H). 

Our investigation proved that (NiFe/Au/Co/Au)15 MLs with 1.5 ≤ tAu ≤ 0.8 nm, 

0.6 ≤ tCo ≤ 0.8 nm, and 2 ≤ tNiFe ≤ 3 nm can be used as sensors with linear R(H) char-

acteristics in a broad field range and for relatively large ΔR/R. 

The number of repetitions, N, is the next parameter that greatly influences the 

magnetoresistance of layered structures (Fig. 3). The increase of ΔR/R with N is 

mainly the result of the diminishing role of electron scattering at the sample surfaces. 

We believe that low magnetoresistance for low N is most likely caused by imperfec-

tions in the first period and subsequent lack of perpendicular anisotropy in Co. This 

interpretation is corroborated by the low ΔR/R value (0.5%) observed for N = 1 and 

the distinct kink in ΔR/R(H) for N = 3. For N ≥ 7, the dependence of ΔR/R(H) satu-

rates and the influence of the first layer becomes negligible. 

Fig. 4. The magnetoresistance of 

(Co 3.2 nm/Au 2 nm/Co 0.8 nm/Au 2 nm)3 MLs 

deposited on a Si(100) substrate with  

a (Au 2 nm/Si 1 nm)3 buffer layer  

In order to increase GMR, the NiFe layers were replaced by 3.2 nm thick Co layer. Co-

balt displays a higher spin polarization than NiFe, and for that tCo the effective anisotropy 

is in-plane and the saturation field Co

S
H (3.2 nm) ≈ 0.7 T. In (Co 3.2 nm/Au 2 nm/Co  

0.8 nm/Au 2 nm)3 structures deposited on high-resistance (Au 2 nm/Si 1 nm)3 buffer lay-

ers, the ΔR/R(H) dependences (Fig. 4) are similar to those observed for (NiFe/Au/Co/Au) 

MLs with N > 7 (Fig. 1). The low total thickness of Mls (N = 3) results in high R/� (sheet 

resistance), which is very desirable for sensor applications. 

4. Conclusions 

We have studied the magnetoresistance of (Ni80Fe20/Au/Co/Au)N multilayers as 

functions of the repetition number and Ni80Fe20, Au, and Co thickness. We have iden-

tified a set of parameters for which the R(H) dependence is linear and non-hysteretic 

in the range 0.2 ≤ |H| ≤ 0.6 T and displays ΔR/R ≈ 6% at RT. For structures in which 

Ni80Fe20 layers were replaced by 3.2 nm thick Co, a broader range of linearity 
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(0.1 ≤ |H| ≤ 0.6 T) and higher GMR values (ΔR/R ≈ 6.5%) were observed. The pre-

sented structures are promising candidates for magnetic field sensors. 
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Calculated magnetic moments 

and electronic structures of the compounds 

Rn+1Co3n+5B2n, R = Gd, Tb, n = 0, 1, 2, 3, and ∞ 

A. SZAJEK, J. A. MORKOWSKI
* 

Institute of Molecular Physics, Polish Academy of Sciences,  

 M. Smoluchowskiego 17, 60-179 Poznań, Poland 

The compounds of the R
n+1Co3n+ 5B2n family crystallize in a hexagonal structure with the P6/mmm 

space group. Ab initio spin-polarized band structure calculations have been performed based on the tight-

binding linear muffin-tin orbitals method (TB LMTO) for the following five representatives: RCo5, 

RCo4B, R3Co11B4, R2Co7B3, and RCo3B2, where R = Gd or Tb. The cobalt atoms in these compounds 

occupy distinct sites having different types and numbers of neighbouring atoms, and as a consequence 

their magnetic moments are different. The calculated values are compared with bulk measurements. 

Key words: rare earth compounds; electronic structure; magnetic moments 

1. Introduction 

Lanthanide compounds Rn+1Co3n+5B2n are interesting as they allow systematic stud-

ies of the dependence of magnetic moments on local environment, not to mention 

their relevance to the search for high performance permanent magnets. The com-

pounds crystallize in a hexagonal CaCu5-type structure, belonging to the P6/mmm 

space group. Their structure is generated from RCo5 (n = 0) by replacing Co atoms by 

B atoms, until saturation (n = ∞) is reached in RCo3B2 [1]. Systematic studies of elec-

tronic structure have been performed for the series Yn+1Co3n+5B2n [2–4]. Some calcula-

tions have been done for the representatives of the Gd series [5–11]. In the present 

paper, the results of systematic studies of the band structure for R = Gd and Tb are 

given. 

_________  
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2. Computational details 

Band structures and magnetic moments were calculated using the spin-polarized 

tight-binding linear muffin-tin orbital (TB LMTO) method in the atomic sphere ap-

proximation (ASA) [12, 13]. The overlap volumes of the muffin-tin spheres for both 

structures are in the range 7.7–8.7%. The standard [12] combined corrections for 

overlapping were used to compensate for errors due to the ASA. Spin-orbit interac-

tions were taken into account in the form proposed by Min and Jang [14]. The Per-

dew–Wang [15] exchange-correlation potential with non-local corrections was used. 

The input electronic configurations were taken as: core(Xe + 4f7) + 5d16s2 for Gd, 

core(Xe + 4f8) + 5d16s2 for Tb, core(Ar) + 3d74s2 for Co, and core (He) + 2s22p1 for 

the B atom. Due to difficulties related to the band structure treatment of the localized 

4f electrons of rare-earth metals and the itinerant magnetism of spd conduction elec-

trons, the scheme proposed by Brooks et al. [16] was used. In this approach, the 4f 

states of Gd and Tb are treated as open core states that do not hybridise with conduc-

tion electron states. The number of 4f electrons of Gd was fixed to seven and to eight 

for Tb, and experimental values of lattice constants [1] were used in the calculations. 

Self-consistent calculations were carried out for 259 k-points in the irreducible wedge 

(1/24) of the Brillouin zone. For integration over the Brillouin zone, the tetrahedron 

method was used [17]. Iterations were repeated until the total energies of the consecu-

tive iteration steps were the same within an error of 0.01 mRy. 

3. Results 

The results of the band structure calculations are summarized in Fig. 1 as the total 

densities of electronic states for up and down spins. The shift of the up valence band 

with respect to the down band is an indication of the ferromagnetic ground state of the 

studied compounds. The shift is the largest for n = 0 (i.e., for RCo5), decreases for 

increasing n, and at n = ∞ (i.e. for RCo3B2) is quite small. 

The calculated saturation magnetic moments are collected in Table 1. The large 

moments on Gd and Tb obviously come from the core 4f states. The calculated mo-

ments, however, are higher than the values from Hund’s rule for the free ions Gd3+ 

and Tb3+ – 7μB and 9μB, respectively. A plausible explanation of this difference can 

be the contribution of the valence d-electrons of Gd or Tb. The magnetic moments on 

Co atoms are sensitive to the number of cobalt ions in the local environment and vary 

from ~1.8μB to ~0.1μB. As is typical of rare earth compounds with transition metals, 

the calculated magnetic moments on Gd and Tb are antiparallel to the ones on Co. For 

the Tb compounds, the calculated magnetic moments can be compared with experi-

mental data available from neutron scattering [18], quoted (in the 5th and 10th col-

umns) in Table 1. Except for n = 3, at least qualitative agreement with measurements 

[18] can be claimed. 
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Fig. 1. The densities of states (DOS) of RCo5, RCo4B, R3Co11B4, R2Co7B3,  

and RCo3B2 compounds, where R = Gd (a) or Tb (b) 

Table 1. The calculated and measured [18] local magnetic moments of Rn+1Co3n+5B2n compounds,  

where n = 0, 1, 2, 3, and ∞, and R = Gd or Tb. For n = 3, only the “raw” data from [18] are quoted,  

not the ones from a specific refinement procedure 

m [μB/atom] m [μB/atom] 
Compound Atoms 

R = Gd R = Tb R = Tb [4] 
Compound Atoms 

R = Gd R = Tb R = Tb [4] 

n = 0 

RCo5 

R (1a) 

Co (2c) 

Co (3g) 

–7.580 

1.514 

1.517 

–9.530 

1.575 

1.519 

–8.35(55) 

1.55(20) 

1.7(1) 

n = 1 

RCo4B 

R (1a) 

R (1b) 

Co (2c) 

Co (6i) 

B (2d) 

–7.442 

–7.556 

1.521 

0.778 

–0.048 

–9.394 

–9.508 

1.619 

0.863 

–0.056 

–7(1) 

–7.3(7) 

1.6(3) 

0.6(1) 

0 

n = 3 

R2Co7B3 

R (1a) 

R (1b) 

R (2e) 

Co (2c) 

Co (6i1) 

Co (6i2) 

B (2d) 

B (4h) 

–7.457 

–7.236 

–7.366 

1.776 

0.795 

0.164 

–0.014 

–0.034 

–9.423 

–9.219 

–9.309 

1.760 

0.744 

0.184 

–0.016 

–0.031 

–11(4) 

–6(3) 

–10(3) 

–0.5(10) 

1.6(7) 

–0.4(8) 

0 

0 

n = 2 

R3Co11B4 

R (1a) 

R (2e) 

Co (2c) 

Co (3g) 

Co (6i) 

B (4h) 

–7.500 

–7.377 

1.648 

0.171 

0.792 

–0.035 

–9.439 

–9.349 

1.749 

0.126 

0.787 

–0.032 

–8.5(7) 

–7.9(7) 

1.3(5) 

0.5(4) 

0.5(2) 

0 

n = ∞ 

RCo3B2 

R (1a) 

Co (2c) 

B (3g) 

–7.227 

0.106 

–0.005 

–9.183 

0.086 

–0.003 

–5.4(2) 

–0.13(7) 

0 

The densities of states at the Fermi level are predominantly due to d-electrons, as 

is evident from Table 2. 
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Table 2. Spin projected (↑, ↓) densities of electronic states at the Fermi energy, DOS (EF) in states/(eV 
×spin formula unit). The numbers in parentheses are the partial contributions from d-electrons, DOSd (EF) 

R = Gd R = Tb 
Compound 

↑ ↓ ↑ ↓ 

RCo5 13.98 (13.63) 1.14 (1.10) 11.95 (11.57) 1.22 (0.76) 
RCo4B 3.38 (3.24) 0.46 (0.34) 3.53 (3.40) 0.52 (0.38) 
R3Co11B4 22.82 (21.76) 2.66 (2.04) 20.53 (19.53) 2.53 (1.96) 
R2Co7B3 5.05 (4.73) 1.09 (0.84) 5.90 (5.50) 1.32 (1.06) 
RCo3B2 1.86 (1.59) 1.76 (1.39) 1.84 (1.84) 1.70 (1.38) 

 

The following conclusions can be drawn from the calculations: the magnetic mo-

ments on Gd and Tb are antiparallel to Co moments, the moments on Co are sensitive 

to the type of the crystallographic site, i.e. to the symmetry of the environment, the 

band structure near the Fermi energy is dominated by d-electrons. 
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ul. Smoluchowskiego 17, 60-179 Poznań, Poland 

The compounds Nd5Co19B6 and Nd5Co21B4 were manufactured as promising systems suitable for the fabri-

cation of permanent magnets. They belong to the R
m+nCo5m+3nB2n family and have the P6/mmm space group. 

Band structure calculations are performed by the tight binding version of the linear muffin-tin orbital method in 

the atomic sphere approximation (TB-LMTO ASA). The calculated magnetic moments on Co atoms depend on 

their local environment. The calculated values are compared with bulk measurements. 

Key words: rare earth compounds; electronic structure; magnetic moment 

1. Introduction 

Boron substitution for Co in RCo5 Haucke compounds (R = rare earth element) 

leads to the formation of a series of systems expressed by the general formula 

R1+nCo5+3nB2n, n = 0, 1, 2, .., ∞ [1]. Unit cells of these systems have an interesting 

crystallographic regularity (see Fig. 1 in [2]); they are formed by the alternate stack-

ing of one layer of RCo5 and n layers of RCo3B2. A partial substitution of Co atoms 

by boron in the R1+nCo5+3nB2n system causes a decrease in the Curie temperature (TC), 

saturation magnetization (MS), and effective inter-sublattice exchange interaction 

([3] and references therein). Although the systems have uniaxial symmetry, their TC 

and MS are too low to be suitable for permanent magnet applications [4–6]. In order to 

overcome this drawback, a new series of compounds, Rm+1Co5m+3B2, with high Co 

content, was proposed [7–9]. The above-mentioned two homologous series can be 

expressed by the general formula Rm+nCo5m+3nB2n. 

It has been shown that the magnetic moments of Co atoms depend on their local 

environment in R1+nCo5+3nB2n. This observation was confirmed by ab initio calcula-

tions [2, 10–12] as well as by neutron diffraction measurements [13, 14]. In this pa-

_________  
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per, a study of the electronic structure of hexagonal Nd5Co19B6 and Nd5Co21B4 sys-

tems is presented. 

2. Method of calculations and results 

The electronic structures and magnetic moments were calculated using the spin-

polarized tight-binding linear muffin-tin orbital (TB LMTO) method in the atomic 

sphere approximation (ASA) [15, 16], where the unit cell is filled by Wigner–Seitz 

spheres with the same total volumes 

3

1

4π

3

AN

j

j

S V

=

=∑  

 where j is the index of the atom in the unit cell, NA is number of atoms in the cell, Sj 

is the Wigner–Seitz radius of the j-type atom, and V is the volume of the unit cell. In 

our case, the unit cells contain one formula unit each (NA = 30 for Nd5Co19B6 and 

Nd5Co21B4). The structures of the unit cells of the considered compounds are pre-

sented in Fig. 1. 

 

Fig. 1. Crystal structure of Nd5Co19B6 [Nd5Co21B4] 
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The overlap volumes of the muffin-tin spheres for both structures are about 7.3%. The 

standard combined corrections [15] for overlapping were used to compensate for errors 

due to the ASA. The experimental values of the lattice constants [8, 9] were used in the 

calculations. Spin-orbit interactions were taken into account in the form proposed by Min 

and Jang [17]. The Perdew–Wang [18] potential with non-local corrections was used. The 

input electronic configurations were taken as: core (Xe+4f3) + 5d16s2 for Nd, core(Ar)  

+ 3d74s2 for Co, and core(He) + 2s22p1 for B atom. Due to difficulties with the band struc-

ture treatment of the localized 4f electrons of rare-earth metal and the itinerant magnetism 

of spd conduction electrons, the scheme proposed by Brooks et al. [19] was used. 

 

Fig. 2. Total and local DOS functions for the Nd, Co, and B atoms of Nd5Co19B6  
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In this approach, the 4f states of Nd are treated as open core states that do not hy-

bridise with conduction electron states. The number of 4f electrons in Nd was fixed to 

three. Self-consistent calculations were carried out for 259 k-points in the irreducible 

wedge (1/24) of the Brillouin zone. The tetrahedron method was used to integrate 

over the Brillouin zone [20]. Iterations were repeated until the total energies of the 

consecutive iteration steps were the same within an error of 0.01 mRy. 

 

Fig. 3. Total and local DOS functions for the Nd, Co, and B atoms of Nd5Co21B4 

The densities of states (DOS) are presented in Fig. 2 for Nd5Co19B6 and in Fig. 3  

for Nd5Co21B4. In both cases, the widths of the valence bands are similar. The bottoms 
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of the valence bands are formed foremost by s-type electrons, localized mainly on B 

atoms and their neighbours: (1b), (2e2) for Nd and (6i1), (6i2) for Co in Nd5Co21B4, 

and (1b), (2e1) for Nd and (6i1), (6i2), (3f) for Co in Nd5Co19B6. The rest of the atoms 

provide essential contributions to the DOS above 3.5 eV from the bottom of the va-

lence band. The main contribution to the DOS at the Fermi level (EF) is provided by 

Co atoms, especially d-type electrons localized close to the EF (above 90% of the 

contributions to the total DOS on Co atoms, see Table I). The values of the total DOS 

at the Fermi level are 36.60 and 5.00 states/(eV·spin·f. u.) for Nd5Co19B6 with spin up 

and down, respectively. The corresponding values for Nd5Co21B4 are: 27.58 and 7.69 

states/(eV·spin·f. u.). 

Table 1. Spin projected (↑, ↓) densities of electronic states (DOS [states/(eV·spin·f. u.)]) 

at the Fermi level and calculated local magnetic moments (m [μB/atom]) for Nd5Co19B6 and Nd5Co21B4 

Compound Atoms DOS ↑ DOS ↓ m Compound Atoms DOS ↑ DOS ↓ m 

Nd5Co19B6 

Nd(1b) 

Nd(2e1) 

Nd(2e2) 

Co(6i1) 

Co(6i2) 

Co(4h1) 

Co(3f) 

B(2d) 

B(4h2) 

0.152 

0.550 

0.901 

5.288 

9.468 

16.647 

3.180 

0.177 

0.235 

0.070 

0.279 

0.184 

1.702 

0.908 

0.651 

0.956 

0.078 

0.175 

2.92 

3.07 

2.98 

0.40 

0.80 

1.65 

0.21 

–0.05 

–0.02 

Nd5Co21B4 

Nd(1b) 

Nd(2e1) 

Nd(2e2) 

Co(6i1) 

Co(6i2) 

Co(4h2) 

Co(3f) 

Co(2d) 

B(4h1) 

0.189 

0.431 

0.287 

7.198 

6.303 

5.488 

4.379 

2.877 

0.432 

0.212 

0.333 

0.321 

1.613 

2.632 

0.827 

0.570 

0.765 

0.412 

2.98 

2.84 

2.93 

0.88 

0.46 

1.18 

0.63 

1.17 

–0.08 

 

The magnetic moments of Co atoms are strongly dependent on local environment. 

Their values vary between 0.2 and 1.65μB/atom (Table 1). The mean magnetic mo-

ment calculated per Co atom is slightly larger for Nd5Co21B4 (0.81μB/Co atom) than 

for Nd5Co19B6 (0.79μB/Co atom). This results in a larger magnetic moment per for-

mula unit. The experimental values of saturation magnetization μs are 23.7μB/f. u. and 

31.1μB/f. u. for Nd5Co19B6 and Nd5Co21B4, respectively [13, 14]. The corresponding 

calculated values are equal to 29.46 and 31.53μB/f. u. 

3. Conclusions 

In this paper, the electronic structures of Nd5Co19B6 and Nd5Co21B4 have been cal-

culated by the TB-LMTO method. The results were compared with experimental bulk 

measurements of saturation magnetization. Electronic structure calculations showed 

that Nd5Co19B6 and Nd5Co21B4 are ferromagnetically ordered. The Co bands dominate 

the densities of states near the Fermi level. Nd and B atoms provide very small contri-

butions to the DOS at the Fermi level. The values of magnetic moments on Co atoms 

are strongly dependent on the local environment. The largest magnetic moments of Co 
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atoms were found for the (4h1) site of Nd5Co19B6 (1.65μB/atom) and for the (4h2) and 

(2d) sites of Nd5Co21B4 (1.18 and 1.17μB/atom, respectively). 
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Temperature dependence of magnetization reversal 

in Ni80Fe20/Au/Co/Au multilayers 
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The results are presented concerning the temperature changes of the magnetic properties of [Ni80Fe20 

(2 nm)/Au(tAu)/Co(tCo)/Au(tAu)]10 multilayers (MLs) with tAu = 1.5, 2.2 nm and tCo = 0.6, 0.8 nm. The hysteresis 
loops of the investigated MLs were measured using a vibrating sample magnetometer in the temperature 
range 175–423 K. The saturation field Co

S
H of Co layers, determined from loops taken with a field applied 

in-plane, increases with decreasing temperature. The Co

S
H  field is directly related to the perpendicular 

magnetic anisotropy of the Co layer. It was also found that the shape of the central parts of the hysteresis 
loops, taken with the magnetic field applied perpendicular to the sample plane, is characteristic of sam-
ples with large perpendicular anisotropy and a stripe domain structure. The shape of the hysteresis loops 
is preserved in the whole temperature range of measurements, indicating the presence of stable stripe 
domains. The magnetization reversal of Co layers can be described by nucleation (HN), annihilation (HA), 
and coercive fields (HC). The temperature dependences of these parameters are presented.  

Key words: magnetic multilayers; perpendicular magnetic anisotropy 

1. Introduction 

There is currently much interest in the investigation of multilayered structures 

composed of layers with alternating out-of-plane and in-plane magnetic anisotropy, 

because of their potential applications [1–3]. Examples of such structures are sputter 

-deposited [NiFe/Au/Co/Au]N MLs [3]. Ni80Fe20 (Permalloy = Py) layers exhibit dis-

tinct in-plane anisotropy, while ultrathin Co layers (tCo < 1.4 nm), sandwiched be-

tween Au, have strong perpendicular anisotropy [4]. A detailed study of magnetiza-

tion reversal and GMR effects enabled us to show that an Au spacer with a thickness 

of tAu ≥ 1.5 nm assures small interlayer coupling [5]. Therefore, we consider the mag-

netization reversal of Co and Py layers to be nearly independent. This allows us to 

_________  
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determine the magnetic properties of Co (separately of Py) layers from M(H) (as well 

as R(H)) curves taken with magnetic fields applied perpendicular (H⊥) and parallel 

(H||) to the layer plane. In this contribution, we have investigated the temperature de-

pendence of the magnetic properties of Py/Au/Co/Au MLs which are important from 

the point of view of possible applications. Our particular goal was to determine the 

temperature dependence of the magnetic anisotropy of ultrathin Co layers, sand-

wiched between Au. Despite the vast literature on the anisotropy of the Co layers, 

data on its temperature dependence are scarce [6]. 

2. Experimental 

A set of [Py(2 nm)/Au(tAu)/Co(tCo)/Au(tAu)]10 MLs with tCo = 0.6, 0.8 nm and tAu = 

1.5, 2.2 nm were deposited in an Ar atmosphere using UHV magnetron sputtering [5]. 

The samples were deposited at room temperature on a Si(100) substrate. A very good 

periodic structure of the MLs was confirmed by low- and high-angle  

X-ray diffraction. Magnetization reversal M(H) was measured in the temperature 

range 175–423 K, both in the perpendicular and parallel configurations (H⊥, 

H|| ≤ 1.5 T). The M(H) loops were recorded with a vibrating sample magnetometer. 

3. Results and discussion 

The measured hysteresis loops are characteristic of a system composed of weakly 

coupled layers with two mutually perpendicular easy axes (Fig. 1), as mentioned in 

the Introduction. Apart from the region of small magnetic fields (i.e. |H| smaller than 

the saturation field of layers magnetized along the easy direction), the magnetization 

of NiFe (Co) layers is always parallel to H|| (H⊥), but the magnetization of Co (NiFe) 

rotates from perpendicular (in-plane) to the field direction.  

 

Fig. 1. Exemplary hysteresis loops of MLs with tCo = 0.8 nm and tAu = 2.2 nm,  

at room temperature in perpendicular (a) and parallel (b) configurations of the applied field 
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The shape of the central parts of loops, taken with H⊥ (Fig. 1a), which is related to 

the magnetization reversal of Co layers, strongly suggests the existence of a stripe 

domain structure. The latter was confirmed by magnetic force microscopy [7]. We 

characterize the M(H⊥) loops by the nucleation (HN), annihilation (HA), and coercive 

(HC) fields (Fig.1a and its inset), which are related to the stripe domain structure in 

the Co layer and saturation field Py

S
H  of the Permalloy layers. The most important 

parameter of the loop shown in Fig.1b is Co

S
H , which is directly related to the effective 

perpendicular anisotropy of Co layers, HS = 2Keff/MS. In further discussion, we will 

concentrate on the temperature changes of Co layer magnetic properties because they 

are crucial for applications. 

  

Fig. 2. Temperature dependence of the Co

S
H  and HA fields in the MLs:  

a) with constant tAu = 1.5 nm and various Co thicknesses: 0.6 nm (squares) and 0.8 nm (circles),  

b) with constant tCo = 0.8 nm and various Au thicknesses: 1.5 nm (circles) and 2.2 nm (triangles) 

Figure 2 presents the temperature dependences of the saturation and annihilation 

fields of Co layers, measured in both configurations. Co

S
H  values clearly diminish 

when the temperature increases. The values determined for the thinner Co layer, with 

tCo = 0.6 nm, are systematically higher than for tCo = 0.8 nm, which reflects the en-

hanced role of surface anisotropy in the former Co layer (Fig. 2a). Moreover, Co

S
H  

has exactly the same value and temperature dependence for samples with different 

values of tAu and the same tCo (Fig. 2b). This confirms our assumption of weak cou-

pling between ferromagnetic layers, and additionally indicates a very good reproduci-

bility of the parameters of our sputtered MLs. A slight decrease in HA with tempera-

ture is negligible in comparison to Co

S
H  changes. It should be stressed that, despite 

perpendicular anisotropy diminishing with T, the difference between Co

S
H  and HA is 

large enough to preserve the Co easy axis perpendicular to the sample plane over the 

whole T range. 

Figure 3 shows the temperature dependence of HN and HC for MLs, (i) with differ-

ent tCo (Fig. 3a) and constant tAu = 1.5 nm, and (ii) with different tAu (Fig. 3b) and 
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constant tCo = 0.8nm. In all cases, HN slightly increases with T. Thus, considering the 

weak decrease of HA(T) (Fig. 2), the difference ΔH between these fields, at which the 

nucleation (HN) and annihilation (HA) of stripe domains in Co layers takes place (ΔH 

= HA – HN), diminishes with increasing temperature.  

  

Fig. 3. Temperature dependences of the HN and HC fields in the same MLs as in Fig. 2 

For instance, ΔH decreases from 1000 to 700 Oe when T increases from 175 to 

425 K for MLs with tCo = 0.6 nm and tAu = 1.5 nm. This tendency (as well as the de-

crease of HC(T)) is related mainly to the temperature dependence of Co perpendicular 

anisotropy. The influence of other effects, however, such as the diminishing role of 

domain wall pinning centres at higher T, can also be substantial. It should also be 

noted that both the decrease of Co thickness (compare results for MLs with tAu = 

1.5 nm and tCo = 0.8, 0.6 nm) and increase of Au spacer thickness (compare MLs with 

tCo = 0.8 nm and different values of tAu: 1.5 and 2.2 nm) leads to diminishing HN val-

ues in the entire T range. This effect, in our opinion, is related mainly to magne-

tostatic (dipolar) coupling originating from the dense domain structure [8]. For the 

studied MLs, the values of HN and HA indicate the presence of stable stripe domains 

up to 425 K, which is important from the application point of view. 

4. Conclusions 

The temperature dependences of magnetic properties in sputtered [Ni80Fe20(2nm) 

/Au(tAu)/Co(tCo)/Au(tAu)]10 MLs with tAu = 1.5, 2.2 nm and tCo = 0.6 and 0.8 nm was 

investigated in the range 175–425 K. It was shown that the effective perpendicular 

anisotropy of Co layers, which is the most important parameter for applications, di-

minishes almost linearly with increasing T. It remains sufficiently high in the investi-

gated T range, however, to ensure that the easy axis of Co is perpendicular to the 

sample plane. This implies a good stability of stripe domain structure. Thus the stud-

ied MLs are promising candidates for applications such as magnetic storage media 

with perpendicular arrangements of bit cells. 
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Nanostructured soft magnets are examples of materials that are made by the partial crystallization of 

amorphous precursors. Fe22(Pt,Pd)B6 compounds, which crystallize in the Cr23C6-type structure and have 

four inequivalent sites (4a, 8c, 48h, 32f) for Fe, Pd, and Pt atoms, can form grains of several nanometers 

in diameter in a residual amorphous matrix. Band structure calculations show that the local magnetic 

moments of Fe atoms depend on their local environments, and for 4a and 8c sites the resultant moments 

are enhanced up to about 2.5–3μB/atom. Pd and Pt atoms prefer to be located in the 4a and 8c positions, 

respectively. Magnetic moments induced on the substituted atoms are equal to 0.45μB/atom on the Pt 

atom and 0.39μB/atom on Pd. 

Key words: amorphous alloy; electronic structure; magnetic moment 

1. Introduction 

Amorphous Fe-based alloys are subject to intensive investigations, because of 

their interesting properties. Many of them exhibit excellent soft magnetic properties 

[1] and are very promising materials from the practical point of view. High saturation 

induction and low coercivity combined with good corrosion resistance [2] make 

amorphous Ni-based alloys (or with Ni additions) very attractive for a variety of ap-

plications. For instance, melt-spun (Fe100–xNix)93–yZr7By alloys can be used as shape 

memory materials [3] based on the martensitic transformation from γ-austenite to  

α-martensite recently studied in this system. 

Annealing Ni-based amorphous precursors, e.g. with a chemical composition of 

Ni64Fe16Zr7B12Au, favours the emergence of cubic FexNi23–xB6 nanocrystalline grains, 

the metastable phase of which does not exists as a bulk material. The grains are 

isostructural with Cr23C6 (space group 3 ),Fm m  revealing rather high values of satura-

tion magnetization in the amorphous as well as nanocrystalline states [4]. 

_________  
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Nanocrystalline soft magnetic samples can be prepared from fully amorphous al-

loys with special compositions. As a general rule, introducing a so-called inhibitor of 

grain growth into the alloy is necessary. Controlled annealing in a protective atmos-

phere favours the emergence of the nanocrystalline phase or phases. The phases can 

be identified by X-ray diffraction, transmission electron microscopy, or by Mössbauer 

spectrometry [4]. Various contents of nanocrystals are easily obtained by varying the 

temperature of isochronal annealing (usually 1 hour) or by special combinations of 

time/temperature annealing and heating rates. 

The temperature dependences of magnetic parameters corresponding to nanosized 

grains deviate from those of bulk alloys with the same composition. Two mechanisms 

responsible for the observed effects are proposed: (i) the influence of impurities in 

nanograins, and (ii) grain surface contribution. The latter plays a non-negligible role, 

especially when the grain size is of the order of tens of nanometres. The former effect 

seems to be of minute importance. Different magnetic behaviours may be observed for 

low, medium, and high volumetric fractions of crystallites. 

Band structure calculations showed that the local magnetic moments of Fe, Ni, and 

Co atoms in (FeNiCo)23B6 compounds depend on their local environments (see Ref. 

[6] and references therein). Investigations of Fe22(Pd,Pt)B6 alloys are a part of our 

studies of the magnetic properties of Fe23B6-type alloys. In this paper, we determine 

the magnetic behaviour of Pd and Pt additions and their site preference based on ab 

initio band structure calculations. 

2. Method of calculation 

Band structures and magnetic moments were calculated using the spin-polarized 

tight-binding linear muffin-tin orbital (TB LMTO) method in the atomic sphere ap-

proximation (ASA) [7, 8]. The overlap volumes of the muffin-tin spheres for both 

structures were equal to 9.8%. Standard combined corrections for overlapping [7] 

were used to compensate for errors due to the ASA. Spin-orbit interactions were taken 

into account in the form proposed by Min and Jang [9]. The von Barth–Hedin [10] 

potential and experimental values of the lattice constants were used in the calcula-

tions. Self-consistent calculations were carried out for 4096 k-points in the Brillouin 

zone. The tetrahedron method was used to integrate over the Brillouin zone [11]. It-

erations were repeated until the energy eigenvalues change for consecutive steps was 

below 0.01 mRy. 

3. Results and discussion 

The results of the band structure calculations are summarized in Fig. 1 as the total 

densities of electronic states (DOS) for up and down spins. The shapes of local DOS 

plots depend on the type of atom, its localization, and local environment. The values  
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Fig. 1. The total (calculated per f. u.) and local DOS functions for Fe22(Pt,Pd)B6 systems 
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of the total DOS at the Fermi level (EF) are equal to 14.99 and 22.76 states/(eV⋅f. u.) 
for Fe22PdB6 and Fe22PtB6, respectively. Fe(3d), Pd(4d), and Pt(5d) electrons provide 
the main contribution to the DOS(E = EF), about 90%. The site and spin projected 
values are collected in Table 1, which also contains the calculated saturation magnetic 
moments.  

Table 1. Spin projected (↑, ↓) DOS [states/(eV·spin·atom)] at the Fermi level  

and calculated local magnetic moments m for Fe, Pd, Pt, and B atoms [μB/atom] in Fe22(Pt,Pd)B6 

Compound Atoms DOS ↑ DOS ↓ m  Compound Atoms DOS ↑ DOS ↓ m  

Fe(4a) 

Fe(8c) 

Pt(8c) 

Fe(48h) 

Fe(32f-1) 

Fe(32f-2) 

B(24e) 

0.340 

0.294 

0.285 

0.394 

0.351 

0.365 

0.093 

1.466 

0.500 

0.262 

0.501 

0.743 

0.543 

0.051 

3.02 

2.53 

0.45 

2.27 

2.00 

1.95 

-0.17 

Pd(4a) 

Fe(8c) 

Fe(48h) 

Fe(32f) 

B(24e) 

0.262 

0.183 

0.215 

0.204 

0.048 

0.459 

0.407 

0.414 

0.422 

0.041 

0.39 

2.53 

2.23 

1.91 

-0.17 Fe22PtB6 

Total 

(per f. u.) 
9.069 13.690 48.02 

Fe22PdB6 

Total 

(per f. u.) 
5.128 9.863 46.47 

Note that since Pd atoms are located in the 8c site, broken symmetry causes the appearance of additional inequivalent atoms in 

the 32f position, marked as 32f-1 and 32f-2. 

Especially high values of magnetic moments are located on Fe(4a) and Fe(8c) 
atoms, higher than for bulk bcc-Fe. The magnetic moments depend on local envi-
ronment, namely (i) the types of neighbours and (ii) interatomic distances. In the 
case of the 4a and 8c positions, interatomic distances are larger than for bcc–Fe and 
lead to larger Wigner–Seitz (WS) radii and consequently larger magnetic moments. 
These data can be interpreted qualitatively as showing a tendency toward the local-
ization of d electrons [12]. With increasing WS radii, the magnetic moments ap-
proach values closer to the moment of an isolated Fe atom. An increasing number 
of neighbouring boron atoms reduces the magnetic moment of iron. Band structure 
calculations were performed for all possible configurations of Pd and Pt impurities 
in the unit cell. A direct comparison of the calculated total energies gave the site 
preference of impurities. Table 1 contains values for the positions of the impurities 
that minimize the total energies. Pd and Pt atoms prefer 4a and 8c positions, respec-
tively. Although metallic palladium and platinum are nonmagnetic, in this case 
quite large magnetic moments are induced on these additions, 0.45μB/atom on Pt 
atoms and 0.39μB/atom on Pd. The WS radius used in calculations for Pd in the 4a 
site was about 1.7 Å, 8.6% larger than for the Pd-fcc metallic system. The influence 
of the lattice constant on the magnetic moment of Pd has been considered by other 
researchers [13–15]. In their calculations, sudden phase transitions from a nonmag-
netic to a ferromagnetic state were observed for lattice constants larger than the 
equilibrium value by about 5.5–10%. 
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4. Conclusions 

Nanocrystalline Fe22(Pt,Pd)B6 grains created by devitrification in soft magnets 

could be the reason for the enhancement of their magnetic properties (e.g., saturation 

and/or remanence magnetization) which is useful in applications. Band structure cal-

culations showed that the local magnetic moments of Fe atoms in Fe22(Pt,Pd)B6 de-

pend on their local environments. In 4a and 8c sites, the resultant Fe moments are 

enhanced up to about 2.5–3μB/atom. Pd and Pt atoms prefer, in the Cr23C6type struc-

ture, the 4a and 8c positions, respectively. The magnetic moments induced on the 

substituted atoms are equal to 0.45μB/atom for Pt and 0.39μB/atom for Pd. 
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Magnetic and structural properties of sputtered Fe/Ge, Fe/Ge/Si/Ge and Fe/Si/Ge/Si multilayers were stud-
ied. Magnetization measurements revealed the absence of antiferromagnetic coupling for the Ge spacer. It was 
found that during multilayer deposition, a 0.5 nm thick Fe layer at each Fe/Ge interface became non-
ferromagnetic, leading to the formation of antiferromagnetic structures. Mössbauer spectra showed the existence 
of ferro- and/or antiferromagnetic structures at Fe/Ge interfaces, and ferromagnetic and paramagnetic structures 
at Fe/Si interfaces. We have found that the substitution of Si by at least 0.5 nm of Ge in the 1.1 nm thick Si 
spacer led to the disappearance of antiferromagnetic coupling in Fe/Si multilayers. 

Key words: magnetic multilayers; antiferromagnetic coupling; Mössbauer spectroscopy 

1. Introduction 

In recent years, a lot of scientific attention has been paid to ferromag-

net/semiconductor (FM/SC) layered structures, because of their potential application 

in spintronics [1–3]. One of the most interesting systems in this field seem to be Fe/Si 

multilayers (Mls), due to their strong antiferromagnetic (AF) interlayer coupling 

[1, 3]. Despite many efforts, the origin of AF coupling in this system has not been 

clarified. Another FM/SC system is Fe/Ge. One could expect that these very similar 

systems exhibit comparable properties, but experiments revealed no AF coupling at 

room temperature (RT) in the second structure [1]. In both systems, Fe diffuses into 

the spacer layer [1, 2]. Therefore, we can surmise that different magnetic and para-

magnetic Fe–Si and Fe–Ge phases can be formed. The formation of these phases may 

play a vital role in the presence or absence of the AF coupling. In this paper, we com-

pare the results of Fe/Si Mls reported previously [3, 4] with Fe/Ge Mls prepared by 

the same method, and the influence of substituting Si by Ge is discussed. 

_________  
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2. Experimental 

Four series of samples were deposited by magnetron sputtering at RT on oxidized Si 

substrates: (i) [Fe (3 nm)/Ge (dGe)]15 with the Ge layer thickness of 0.5 ≤ dGe ≤ 3 nm,  

(ii) [Fe (dFe)/Ge (2 nm)]15 with the Fe layer thickness of 0.5 ≤ dFe ≤ 4 nm, (iii)  

[Fe (3 nm)/(Ge/Si/Ge)(dS)]15, and (iv) [Fe (3 nm)/(Si/Ge/Si) (dS)]15 Mls. For series 

(iii) and (iv), dS denotes dGe + dSi + dGe and dSi + dGe + dSi, respectively. The total 

spacer thickness, dS = 1.1 nm, corresponding to strong AF coupling for Fe/Si Mls, 

 

 

Fig. 1. An example of SAXRD spectrum recorded  

at room temperature for [Fe(3 nm)/Ge(2 nm)]15 Mls 

was kept constant and the partial thicknesses of both components were varied. Magnetic 

and structural properties were investigated at RT by a vibrating sample magnetometer 

(VSM) and by conversion electron Mössbauer spectroscopy (CEMS), respectively. Well-

defined multilayered structures for the investigated Mls were confirmed by small-angle  

X-ray diffraction (SAXRD), an example spectrum of which is shown in Fig. 1. 

3. Results and discussion 

The dependence of the saturation field (HS) on the spacer thickness (dS), measured 

at RT for [Fe (3 nm)/Ge (dGe)]15 and [Fe (3 nm)/Si (dSi)]15 Mls is shown in Fig. 2. As 

can be seen, in contrast to Fe/Si Mls, Fe/Ge reveals no AF coupling in the entire range 

of examined Ge spacer thicknesses. Figure 3 shows the Fe thickness dependence of 

magnetic moment per surface area (m/S) for [Fe (dFe)/Ge (2 nm)]15 and [Fe (dFe)/Si 

(2.5 nm)]15 Mls (see also [3]). From the interception of the straight line with the dFe 

axis we conclude that about 1 nm (0.5 nm at each interface) of sputtered Fe intermixes 

with Ge and that non-ferromagnetic Fe–Ge structures are formed. As can be seen, this 

value is twice as large as that found in Fe/Si Mls.  
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Fig. 2. The saturation field (HS) of Fe(3 nm)/Si(dS) and Fe(3 nm)/Ge(dS)  

vs. the spacer thickness of Si and Ge, respectively, at room temperature 

 

Fig. 3. Magnetic moment per surface area (m/S) at room temperature  

for Fe(dFe)/Ge (2 nm) and Fe(dFe)/Si (2.5 nm) Mls as a function of Fe thickness 

Since, as was already shown, no AF coupling through the Ge spacer occurs, there-

fore in order to find the influence of Ge on AF coupling in Fe/Si Mls, Fe/(Ge/Si/Ge) 

and Fe/(Si/Ge/Si) Mls are studied. Magnetic measurements (Fig. 4) reveal that, inde-

pendently of the position of Ge in the Si spacer, the saturation field decreases with 

increasing Ge thickness. In the case of the Fe/(Ge/Si/Ge) Mls, due to interdiffussion, 

the Fe–Ge layer is progressively formed and prevents further diffusion of Fe into the 

Si layer, which, as we have shown [4, 5], plays a crucial role in the appearance of AF 

coupling in Fe/Si Mls. For the Fe/(Si/Ge/Si) system, the gradual formation of 

a continuous Ge layer may occur, leading to the reduction of AF coupling. This proc-

ess is complete for dGe > 0.5 nm and AF coupling disappears. This reasoning seems to 

be reflected in the CEMS spectra (Fig. 5). 
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Fig. 4. The influence of Ge sublayer thickness 

on the value of HS at room temperature 

All the recorded spectra contain two magnetic components:  

• The Zeeman sextet with a hyperfine field Hhf ≈ 32.8 T characteristic of the bcc–

Fe phase of Fe layers. This value is a little lower than that characteristic of α-Fe, and 

this reduction can be induced by stress in the Fe layers.  

• The magnetic broadened sextet with a hyperfine field Hhf ≈ 30 T and isomer shift  

δ = 0.05 mm/s, which can be assigned to ferro- or/and antiferromagnetic Fe–Ge 

phases.  

 

Fig. 5. Room temperature CEMS cpectra for: a) Fe/Ge, b) Fe/(Si/Ge/Si)  

and c) Fe/(Ge/Si/Ge) Mls. Sublayer thicknesses are indicated 

In contrast to Fe/Si Mls [3, 4], however, in Fe/Ge Mls no nonmagnetic quadrupole 

splitting (QS) doublet is found (Fig. 5a). This may suggest that Fe diffuses into the Ge 

spacer and only ferromagnetic and/or antiferromagnetic Fe–Ge phases can be formed. 
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Since all CEMS spectra for Fe/Si Mls contain a pronounced QS doublet due to the 

appearance of nonmagnetic Fe silicides at Fe/Si interfaces [3, 4], we expect that the 

introduction of Ge between Fe and Si will prevent the formation of paramagnetic Fe–

Si phases, which can be responsible for the observed AF coupling in this system. In-

deed, as can be seen from Fig. 5b, for Fe/(Ge/Si/Ge) Mls, a diffusive Fe/Ge interface 

gives rise to a broadened sextet and no QS doublets are observed. Since all existing 

Fe–Ge phases are ferro- and antiferromagnetic [6], they are represented by sextets. 

Our CEMS investigations, however, cannot determine which phases are present in the 

spacer, and cannot distinguish between ferro- and antiferromagnetic structures. There-

fore, the absence of the paramagnetic doublet in Fe/Ge and Fe/(Ge/Si/Ge) suggests 

that 0.5 nm of Fe diffuses into Ge (Fig. 3) and forms an antiferromagnetic interfacial 

layer. Thus antiferromagnetic structures similar to FeGe and FeGe2 phases may be 

formed. In the case of Fe/(Si/Ge/Si) Mls (Fig. 5c), however, both ferro- and paramag-

netic structures are present at Fe/Si interfaces. They are represented by a broadened 

sextet and paramagnetic QS doublet.  

4. Conclusions 

The absence of AF coupling in Fe/Ge Mls is established. It was shown that during 

multilayer deposition 0.5 nm of Fe intermixes with Ge and antiferromagnetic struc-

tures are formed. Independently of Ge position in the Si spacer, the progressive substi-

tution of Si by Ge leads to a gradual reduction of AF coupling. In Fe/(Si/Ge/Si) Mls, 

the formation of a continuous Ge layer is responsible for the absence of AF coupling, 

whereas in Fe/(Ge/Si/Ge) Mls the formation of antiferromagnetic and/or ferromag-

netic Fe-Ge structures disables further diffusion of Fe into the Si layer. 
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Measurements of the magnetic susceptibility, crystal and electronic structure for Y
x
Gd1–xNi5 (x = 0.0, 

0.2, 0.5, 0.8, 1.0) compounds with a CaCu5-type crystal structure are reported. The substitution of Y for 

Gd atoms results in a decrease of the unit cell volume and Curie temperature. In the paramagnetic range 

(300–650 K), the DC susceptibility follows the Curie–Weiss law for all investigated compounds. The 

effective moment deduced from the Curie constant decreases rapidly with Y concentration. The saturation 

magnetic moment for GdNi5 exhibits a negative polarization of the Ni3d band, induced by interactions 

with Gd5d states. Both valence band and core level X-ray photoelectron spectra are analysed. The pres-

ence of satellite structure in the Ni2p core level suggests that the magnetic polarisation of Ni3d states, 

which dominates the valence band in all investigated compositions. The experimental investigations were 

complemented by the band structure calculations. In all cases, the calculations were based on the KKR 

and KKR–CPA methods. Satisfactory agreement between the recorded spectra and those obtained from 

the calculated electronic structure was achieved. 

Key words: rare earth–nickel intermetallics; magnetic properties; XPS; electronic structure 

1. Introduction 

Intermetallic compounds RM5 show interesting magnetic properties associated 

with both the localized moments of rare earth (R) and the itinerant electrons of 3d 

atoms (M). These compounds crystallize in a hexagonal CaCu5-type crystal structure 

(space group P6/mmm) [1–4]. In this structure, the R atoms are located at 1a posi-

tions, and Ni atoms can occupy two positions, 2c and 3g [5]. Magnetic properties as 

studied by Gignoux [1] show that GdNi5 is a ferromagnet with TC = 32 K and a satura-

_________  
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tion magnetic moment of 6.2μB/f.u. This value is lowered with increasing yttrium 
concentration for GdxY1–xNi5, and the magnetic properties correlate with negative Ni 
d-band polarization which is induced by interactions with Gd atoms [1, 2]. It has been 
reported that YNi5 is a strong Pauli paramagnet exhibiting an effect of spin fluctua-
tions in the temperature variation of susceptibility [6, 7]. 

In this work, we focus on the influence of the partial substitution of Gd by Y at-
oms on the magnetic properties and electronic structure of the YxGd1–xNi5 system  
(x = 0.0, 0.2, 0.5, 0.8, 1.0). We report electronic structure analysis using experimental 
X-ray photoemission spectroscopy (XPS) and theoretical ab initio calculations. 

2. Experimental and computing method 

Polycrystalline samples of YxGd1–xNi5 with x = 0.0, 0.2, 0.5, 0.8, and 1.0 were pre-
pared by arc melting of high purity elements under an argon atmosphere. The purity of 
phases was checked by X-ray diffraction using a Siemens D5000 diffractometer. AC 
magnetic susceptibility measurements were done in the temperature range 4.2–300 K at 
the frequency of 1 kHz. The DC susceptibility was measured in the paramagnetic 
range 300–800 K using the Faraday method in the magnetic field of 0.38 T. 

XPS measurements were performed with a PHI 5700/660 Physical Electronics 
spectrometer. The spectra were analysed at room temperature using monochromatised 
AlKα radiation (1486.6 eV). The samples were fractured and measured in a vacuum of 
6×10–10 Torr. After breaking in high vacuum, we observe only small amounts of car-
bon and oxygen. Band structure calculations were carried out using the spin-polarized 
relativistic Korringa-Kohn-Rostoker (SPR-KKR) band structure program [8]. The 
Local Spin Density Approximation (LSDA) exchange-correlation potential (XC) was 
used in the form given by Vosko et al. [9]. The crystal volume is divided into overlap-
ping Wigner–Seitz (WS) spheres,, with the volume equal to the volume of a unit cell. 
The radii of the constituents were rGd = 1.798, rY = 1.798, rNi2c = 1.508, and rNi3g = 1.328 Å. 
XPS was simulated by convoluting the partial density of states with a Lorentzian 
(0.35 eV HW) and multiplying by the corresponding cross-section taken from [10]. 

3. Results and discussion 

The X-ray powder diffraction measurements show the presence of only a hexago-
nal CaCu5-type crystal structure for all the investigated YxGd1–xNi5 compounds. The 
decrease of both lattice parameters and the volume unit cell with increasing yttrium 
concentration (Fig. 1) was observed. The Curie temperatures Tc (Fig. 1) obtained from 
AC measurements decrease from 34 K (x = 0.0) to about 5.5 K (x = 0.8) as a function 
of Y concentration. 

The temperature dependence of reciprocal DC susceptibility exhibits the Curie 
–Weiss type behaviour in the paramagnetic range 300–650 K for all the investigated 
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compounds. The effective moments deduced from the Curie constant decrease rapidly 

with Y concentration from 8.35μB/f.u. (x = 0.0) to 3.90μB/f.u. (x = 1.0). As has been 

previously reported for GdNi5 [3] and YNi5 [7], the value of the effective moment is 

higher above the characteristic temperature T* in the paramagnetic range, where the 

system behaves as having local moments. Such behaviour was already analysed using 

the theory of spin fluctuations [3, 7]. For GdNi5, the effective magnetic moment ob-

tained up to 300 K is about 7.7μB/f.u., the same as that obtained by Gignoux [1]. The 

field dependence of magnetization for GdNi5 obtained at 4.2 K saturates at the field of 

9 T and the value of the saturation magnetic moment is equal to 6.77μB/f.u. [11]. 

 

Fig. 1. Volume unit cell V and Curie temperature TC for the YxGd1–xNi5 system 

 

Fig. 2. XPS valence bands for a broad range for YxGd1–xNi5 compounds 
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Fig. 3. Total density of states – thick 

solid lines (the highest density of states) 

and contributions coming from different 

types of atoms in the unit cell:  

Ni – solid lines (medium density of 

states), Y, Gd – solid lines (the smallest 

density of states). The vertical dashed 

line denotes the EF level 
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Fig. 4. Experimental (dotted lines) 

and simulated (solid lines) XPS valence 

bands. The vertical dashed line  

denotes the EF level  
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In the valence bands (Fig. 2), we have observed the contribution of Gd5p states lo-

cated at about 26 eV (Gd5p3/2) and 21 eV (Gd5p1/2). When replacing Gd by Y, 

a gradual vanishing of Gd5p peaks and appearance of Y4p peaks is observed. Y4p 

lines are located at about 23.7 eV (Y4p3/2) and 24.8 eV (Y4p1/2). The position of the 

Gd4f states is almost the same as in pure Gd. A gradual decrease of the Gd4f intensi-

ties with increasing Y content is observed. 

From the valence bands near the Fermi level (Fig. 4) we conclude that Ni3d are 

dominant at EF for all the investigated compounds. The main line located in the va-

lence band spectrum consists of two visible peaks at about 0.7 eV (peak A) and 1.8 

eV (peak B). One can also see a small contribution at 2.9 eV (peak C). When increas-

ing Y concentration, a small shift in those peaks by about 0.11 eV towards higher 

binding energies is observed. The separation between peaks A and B is larger for 

GdNi5 and YNi5 than for the other compounds. This behaviour may be related to hy-

bridization effects between Ni3d, Gd5d, and Y4d. About 6 eV below EF one can ob-

serve a small satellite structure related to two-hole nickel final states: 3d94s (main 

line) and 3d84s2 (satellite line). A similar satellite structure at about 6 eV below the 

main line is observed for the core level spectra of Ni2p (not shown here). The exis-

tence of these satellites is usually associated with an incompletely filled Ni3d band. In 

our compounds, we have not observed these satellites vanish with an increasing num-

ber of Y atoms, contrary to other Ni compounds [3]. Therefore, we conclude that the 

Ni d band in YxGd1–xNi5 is not completely filled. 

In Figure 3, the total density of states (DOS) and contributions coming from dif-

ferent crystallographic positions of each atom are shown. Their partial densities of 

states are multiplied by their number in the unit cell. The dominating features of the 

total DOS plots have their counterparts in the simulated XPS spectrum (Fig. 4). 

The contributions from Ni atoms in the inequivalent positions 2c and 3g are sig-

nificantly different due to different environments. The contribution from Ni atoms is 

dominant, and it originates mainly from 3d states. This is simply due to the fact that 

there are 5 times as many Ni atoms than Gd or Y atoms in the unit cell. EF is located 

at the top of the Ni3d band. The 4f bands of Gd give relatively high and unphysical 

peaks at –4 eV and 1.5 eV. Their binding energies are twice smaller than the meas-

ured binding energy, which is a well known deficiency of the local density approxi-

mation. This deficiency can be corrected by using the LDA + U or SIC (self interac-

tion corrected) method. The Gd4f states were removed for clarity and the remaining 

states were used to obtain the XPS spectra. 

These simulated and measured XPS spectra are very similar, except for the Gd4f 

bands positions noted above. The positions of other peaks are in a good agreement 

with the experimental ones. The slight shift of the peak at 1 eV in the direction of 

higher binding energies with increasing yttrium concentration is reflected in both 

experimental and simulated spectra. This peak originates from Ni3d bands and is 

caused mainly by Ni atoms in 2c positions. The next peaks, at 2 and 4 eV, also arise 

from Ni3d bands, but from Ni atoms in the 3g positions. The widths of the peaks are 

in good agreement with the experimental data.  
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The magnetic moments of Ni in 2c and 3g positions are oriented antiparallel to Gd 

and Y moments in all samples (Table 1). Quite interesting is the fact that the value of 

Gd5d moments, equal to 0.132μB/f.u. for GdNi5, is larger than Ni3d moments at both 

lattice positions. Ni polarization is very small due to its almost fully filled 3d band. 

The substitution of Gd atoms by Y is reflected in the slight growth of the Ni moment, 

which can be correlated with the arrangement of Gd5d moments, oriented parallel to 

Gd4f moments. Very small changes in Gd4f moments with Y concentration were also 

observed. The total magnetic moment decreases rapidly with increasing Y concentra-

tion, from 6.75μB for x = 0.0 to 0.181μB for x = 1.0. 

Table 1. Total and partial magnetic moments obtained from band structure calculations for YxGd1–xNi5 

x 
MY 

[μB/atom] 

MGd 

[μB/atom] 

MNi2c 

[μB/atom] 

MNi(3g) 

[μB/atom] 

Total M 

[μB/f.u.] 

0.0 – 6.97 –0.02 –0.06 6.75 

0.2 0.02 6.97 –0.02 –0.05 5.39 

0.5 0.01 6.98 –0.01 –0.02 3.42 

1.0 –0.01 –  0.03 0.04 0.17 

4. Conclusions 

From the results of our measurements for YxGd1–xNi5 compounds, the following 

conclusions can be drawn. The decrease of the Curie temperature and effective mag-

netic moment with increasing Y concentration were observed. From the analysis of 

XPS valence band spectra, the domination of Ni3d states at EF is observed. Hybridiza-

tion effects between Ni3d, Gd5d, and Y4d states are evident from the experimental 

spectra as well as from the band structure calculations. In addition, the Ni3d band 

remains almost unchanged for all YxGd1–xNi5 compounds. The observed satellite 

structure in Ni2p core level lines can be correlated with the incompletely filled Ni3d 

bands. The agreement found between the experimental and simulated XPS valence 

bands is quite good. The calculations have shown three visible contributions coming 

from Ni2c and Ni3g states near the Fermi level. The positions of these contributions 

are almost the same in the experimental spectra (peaks A, B, and C). The different 

values for Ni2c and Ni3g magnetic moments obtained from band structure calcula-

tions can be attributed to different local environments. 
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