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HETEROGENEITY IN MODELS OF PURCHASE 
FREQUENCY. A COMPARISON OF POISSON-GAMMA 

 MIXTURES WITH FINITE POISSON MIXTURES 

Poisson models are fundamental in the modelling of purchase frequencies. However, very often 
they are statistically incompatible with the data. This stems from the fact that the mean is assumed to 
be equal to the variance and, in consequence, this fails to capture heterogeneity. Thus Poisson mixture 
models are often considered instead. The most commonly used of these models is the Poisson-gamma 
mixture model, which is very often applied to problems in marketing. Hence, it would be advisable to 
discover its limitations. Using real marketing data sets, we point out the limitations of this approach. 
Furthermore, we compare it with finite Poisson mixtures. 

Keywords: Poisson mixture models, heterogeneity, purchase frequency 

1. Introduction 

A count refers to the number of times an event occurs and is treated as the realiza-
tion of a nonnegative integer-valued random variable. Examples of such variables are: 
visits to the doctor and other types of health care utilization, occupational injuries and 
illnesses, absenteeism in the workplace, recreational or shopping trips, claims on 
automobile insurance, labour mobility, entry and exits from an industry, takeover ac-
tivity in business, defaults on mortgage repayments and loans, bank failures, patent 
registration in connection with industrial research and development [2]. Dividing 
counts by the total sample size yields frequencies, e.g. the frequency of purchases by 
customers. 

As one may note, count data is common in many disciplines, therefore many sta-
tistical models have been proposed [4], [6], [7], [16]. The most commonly used count 
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models are based on the Poisson distribution. However, this leads to overdispersion, 
because the variability of the data, as measured by the variance, exceeds the mean. 
Violation of this mean-variance property may be due to unobserved heterogeneity. 
This implies that a more complex and reliable model is needed. 

As a remedy, mixtures of distributions have been widely used. Two categories of 
mixture distributions play a prominent role. First, when a certain distribution of the 
mean and the variance is imposed in the Poisson model. As a result one can obtain 
distributions such as the negative binomial distribution, Sichel’s distribution, the 
Neyman type A distribution, the Poisson–Pascal distribution or the Polya–Aeppli dis-
tribution [8]. Another category of model concerns the specification of a finite mixture 
in which the underlying distribution of counts is approximated by a finite number of 
Poisson distributions with different parameters. This stems from the assumption that 
each observed count can be viewed as arising from a subpopulation. 

BROCKETT et al. [1] considered a wide class of Poisson mixture models and con-
trasted them with the well known negative binomial distribution (NBD). In their em-
pirical study, they showed that the generalized compound Poisson–Pascal distribution 
(GCPP) strongly outperforms Poisson-gamma mixture distributions (NBD). The Pear-
son goodness-of-fit statistic indicated that the NBD never fitted their marketing data, 
in contrast to the GCPP. These findings are in contradiction with the commonly held 
belief about the robustness of NBD. Unfortunately, they did not take finite mixtures of 
Poisson distributions into account. It might be argued that this category of mixture 
distribution is very flexible and allows a researcher to estimate the parameters of such 
a model in a very simple way. Thus the aim of this paper is to compare these two 
categories of models – Poisson-gamma mixtures and finite Poisson mixtures – in the 
context of an application to data on purchase frequency. 

2. Poisson-gamma mixture model 

Let N  be the number of purchases of a product during the observed period. The 
conditional probability mass function of N given that the purchase rate Λ = λ is the 
Poisson distribution defined by 
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Heterogeneity can be captured by setting a distribution for .Λ  Therefore, different 
Poisson mixture models can be defined depending on the assumptions made regarding 
the distribution of Λ One can assume: the gamma distribution, the inverse Gaussian 
distribution, and the log-normal distribution [17]. The first of these distributions is 
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most commonly used, because the Poisson-gamma mixture model has a closed form 
that leads to the well-known negative binomial distribution. To see this, let g be the 
gamma density function with parameters (α, β ) [13]: 
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The unconditional probability distribution can be found by integrating with respect 
to λ: 
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This is Ehrenberg’s NBD model. Ehrenberg confirmed the usefulness of this 
model many times over 50 years of research: the NBD was found to fit the data, re-
gardless of whether big, medium or small brands of very varied grocery-type products 
from soap to soup were considered. This was examined for various countries, means 
of analysis, points of time, shorter and longer periods of analysis, younger and older 
consumers [5]. The NBD gave a very close fit to the observed purchasing data. What 
is clear, then, is that the NBD serves as a reference point or benchmark for comparison 
to other models. 

The parameters can be estimated using the method of maximum likelihood. In or-
der to derive estimators, we formulate the likelihood: 
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where ni is the number of purchases of the product and ki is a count. Maximizing ex-
pression (1) with respect to α, β is equivalent to maximizing the log likelihood. After 
some manipulation, we obtain: 
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Equating the first order partial derivatives to zero, we obtain: 
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and the second equation needs to be solved numerically. 
Inference concerning the estimated parameters requires computing their variances. 

For this purpose, we use the observed Fisher information matrix (see [11]). Thus the 
variance-covariance matrix takes the form: 
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3. Finite mixture Poisson model 

An alternative approach to modelling heterogeneity is to assume that each indi-
vidual belongs to one class or subpopulation Cs (s = 1, …, S). Unfortunately, we do 
not know in advance which class each individual belongs to. Thus we presume that 
a randomly selected individual in the sample belongs to class Cs with the probability 
πs, satisfying the following constraints [10]: 
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The conditional probability mass function of N, given that N comes from class Cs, 
is: 



Models of purchase frequency 45 

 exp( )Pr( | ; ) , 0,1,
!

n
s s

s sN n i C n
n

λ λλ −= ∈ = = …   

Hence, the unconditional probability mass function of N has the following mixture 
form: 
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A variety of algorithms can be used to estimate the parameters via the method of 
maximum likelihood such as gradient methods like Fisher’s scoring, Newton–Raphson 
or quasi Newton–Raphson. In the context of finite mixture models, it is advisable to 
use the EM algorithm [3], [9]. In accordance with the EM algorithm, we introduce 
non-observed data zis that are independent and identically distributed with a multino-
mial distribution. It is further assumed that the Ni are conditionally independent given 
zis. Hence, the complete log-likelihood function can be written as: 
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where 1 1( , , , , , ).S Sπ π λ λ=Ψ … …  To obtain ML estimates from the EM algorithm, 
two steps are required. In the first, the E-step, in the (r + 1)-th iteration the conditional 
expectation of the complete log likelihood function (3) is calculated using some 
known set of values Ψ(r): 
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In the M-step, the maximum value of the function (4) is found with respect to Ψ: 
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Following this procedure, from (3)–(5) we obtain the estimates: 
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where the posterior probability that observation i belongs to class Cs is given by: 
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The E and M steps are alternated repeatedly until a convergence criterion is met, 
e.g. no further major improvements in the value of the log likelihood function can be 
obtained. One important fundamental property of this algorithm is that the sequence of 
EM iterates will converge to a local maximizer of the log likelihood function. On the 
other hand, the EM algorithm can be very slow to converge and several extensions 
have been proposed to speed up convergence [3], [9], [18]. Fortunately, we did not 
observe this problem for the finite Poisson mixture models considered. 

In contrast to the Poisson-gamma mixture model, calculation of the incomplete 
data information matrix would be algebraically tedious. Hence, numerical approxima-
tion will be used, in order to compute the standard errors of ML estimates. 

4. Empirical comparison of PFM and PGM 

In this section we compare the Poisson-gamma mixture (PGM) model to the finite 
Poisson mixture (PFM) model using four data sets adopted from the paper [1]. The 
data was supplied to the authors by the MRCA Information Services from their Na-
tional Panel of Household Customers. The data set includes purchase frequencies for 
four products: salty snacks, potato chip brand 1, potato chip brand 2 and potato chip 
brand 3 (all other potato chip brands). For the last three products, many very small 
(including zero) purchase counts were observed. Hence, we truncated them at counts 
of 48, 24 and 25 getting 4313, 4069 and 4182 purchases, respectively. In this way, 1% 
of purchases were discarded but such an approach is justifiable in the context of 
a comparative study. As a result, estimation of the parameters is stable. In the instance 
of salty snacks, the data consist of purchase counts up to 65 and a total of 3852 pur-
chases. 

Prior to utilizing the estimation procedure for the finite Poisson mixture, described 
in the previous section, one needs to define the number of classes*. Unfortunately, the 
actual number of classes is not known and must be inferred from the data. In addition, 
the likelihood ratio statistic, allowing the comparison of two models with s  and 1s +  
classes, does not asymptotically have a chi-squared distribution (under the null hy-
pothesis, some parameters are on the boundary of the parameter space and hence the 
regularity conditions fail) and therefore cannot be used [10], [14]. To resolve this 
problem, several approaches have been proposed, among which the use of information 
criteria is the most common. Thus we use Akaike’s information criterion (AIC), 
Akaike’s consistent information criterion (CAIC) and the Bayesian information crite-
rion (BIC). The EM algorithm is repeated 1000 times (for each data set and for each 

 __________________________  
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number of components) with random initialization and the constraints 
λ1 < λ2 < … < λS, in order to find the global optimum* and verify identifiability. It is 
worth noting that mixtures of Poisson distributions are generically identifiable 
[15], [19]. Thus these constraints force a unique labelling and unequal parameters. 

Comparing several models (from 1 to 8 classes) with respect to the minimum val-
ues for these criteria, we conclude that salty snacks and the potato chip brands from 
1 to 3 should have 7, 6, 4 and 4 classes, respectively. The estimated parameters are 
statistically significant given the error estimate (see the appendix). Additionally, the 
goodness-of-fit of the models to the data based on the Pearson chi-squared test are 
given in Table 1**. Although for the first two products, the p values are too small to 
accept the hypothesis that the models fit the data well, we decided not to increase the 
number of classes. The motivation behind such an approach came from additional 
analysis showing that there was little improvement when we increased the number of 
classes. It is worth also noting that taking the significance level to be equal to 0.001, 
one should not reject the hypothesis that the models fit the data well. Evaluating the 
models of the purchase patterns for the other two products, we find them closely re-
lated to the observed purchase frequencies in the data. This is confirmed by the Pear-
son chi-squared test. 

Table 1. Estimates for the finite Poisson mixture and the Poisson-gamma mixture models 

Parameter 
Salty snacks Potato chip brand 1 Potato chip brand 2 Potato chip brand 3 

PFM PGM PFM PGM PFM PGM PFM PGM 
logL –15227 –15540 –12167 –12203 –6921 –6939 –7224 –7244 
chi-square 80.0 441.9 66.0 102.4 23.2 53.2 18.9 59.2 
d.f. 52 63 37 46 17 22 18 23 
#parameters 13 2 11 2 7 2 7 2 
p value 0.008 0 0.002 0 0.14 0.0002 0.4 0.0001 
#classes 7 – 6 – 4 – 4 – 
AIC 30 480 31 085 24 356 24 410 13 855 13 881 14 461 14 492 
CAIC 30 575 31 099 24 437 24 425 13 907 13 896 14 512 14 507 
BIC 30 562 31 097 24 426 24 423 13 900 13 894 14 505 14 505 

 
In turn, the Poisson-gamma mixture models do not reproduce the data well, as can 

be seen from the Pearson statistic, although the estimated parameters are statistically 
significant (see appendix). Based on this, we can safely reject the PGM models for 
each product in favour of the PFM. In this instance, making an indirect comparison is 
conclusive. 

 __________________________  
*Local identification was established from the matrix of the second derivatives of the log-likelihood, 

which was negative definite.  
**The sources for all tables are calculations of the author. 
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Fig. 1. Expected counts divided by the observed counts with the reference line at 1 indicating a perfect fit 

But it is not rare that, according to the Pearson statistic, two different models fit 
the data well. Therefore, the question remains as to which of them to choose. Since 
PGM and PFM are not nested, a direct comparison based on a likelihood ratio test is 
not appropriate. Hence, one can use information criteria. To strengthen our conclusion 
based on the Pearson statistic, information criteria were estimated (see Table 1). The 
conclusions given above were confirmed only for the salty snacks data. For the re-
maining data, AIC favors the PFM models, whereas CAIC and BIC favor the PGM 
models. This suggests ambiguity but, as a rule, BIC and CAIC tend to select less com-
plex models (with fewer parameters) than Akaike’s information criterion does. Since 
the differences between the values of the information criteria are often minor, it is 
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credible that although one model gives a smaller value of the information criteria, the 
other model fits the data better (this is confirmed by Table 1). It is often stated that in 
the first place a researcher should rely on statistical tests and only then on information 
criteria. 

 
Fig. 2. Residuals and smoothed curves for the PGM and PFM models 

To facilitate further comparison, we divided the fitted value by the observed 
counts for each product. As can be seen in Figure 1, the previous comparison based on 
the Pearson test confirms the superiority of the finite Poisson mixture models. The 
largest difference between models concerns the salty snacks data, which exhibit a rela-
tively long right tail. Some patterns and behaviour of the ratio show why the PGM 
fails to capture heterogeneity. For the lowest number of purchases, apart from zero, the 
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PGM overestimates these counts, while for above 20 purchases underestimates them. Thus 
the PGM appears to lack flexibility and, in consequence, an unexplained pattern exists in 
the residuals. To substantiate this observation, standardized residuals were plotted (see 
Figure 2). We also fitted a non-parametric smoothed curve through the residuals. The 
graph of salty snacks for the PGM model clearly shows the relationship between the num-
ber of purchases and the residuals, which means that the model is deficient. In contrast, the 
residuals for the PFM model do not display any particular pattern. 

The differences between the models for the second data set (chip brand 1) are not 
so large in contrast to the salty snacks data. The counts for small numbers of purchases 
are predicted with almost the same level of accuracy. A disparity becomes noticeable 
for the numbers of customers who purchased potato chips brand 1 at least 29 times 
(see Figure 1). The PFM model outperforms its rival and fits worse for only a few 
numbers of purchases. The residuals for both models do not exhibit any particular 
pattern (Figure 2). This confirms the previous finding that a relatively long tail might 
not be captured by the PGM model. 

Although the potato chip brand 2 and 3 data do not have such a long tail, Figure 1 
highlights the behaviour of the PGM models that was highlighted above. The pre-
dicted counts for low numbers of purchases are overestimated, while for high numbers 
of purchases they are underestimated. This tendency is not as strong as for the salty 
snacks data, but is distinct, as can be seen in Figure 2. This evidence indicates that 
besides a limited possibility for capturing a long tail, the PGM models lacks flexibil-
ity. Examining the data, one notices that there is a large discrepancy between the fre-
quencies. The first few counts constitute the vast majority of the observations. Almost 
85% of customers bought potato chips of brand 2 or 3 no more than 3 times. In con-
trast, for salty snacks and potato chip brand 1, these figures were 21% and 55%, re-
spectively. This appears to be the main reason for why the PGM models fail. 

The PFM models based on the potato chip brand 2 and 3 data outperform their ri-
vals at least in predicting counts of small numbers of purchases (see Figure 1). For 
larger numbers of purchases, the differences between these two kinds of models be-
come smaller. Moreover, it sometimes happens that the predictive accuracy of the 
PGM models is better. Unfortunately, this is not very important, because the relative 
frequencies are very small and thus they do not greatly influence performance. Taking 
into account the undesirable property mentioned above (over- and underestimated 
predicted values), PFM models should be preferred. 

5. Conclusions 

In the paper, a Poisson-gamma mixture model with a finite Poisson mixture model 
have been compared. Since both models offer alternative ways of capturing heteroge-
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neity in the data and the former, known as the negative binomial model, is very popu-
lar in modelling marketing data, we highlight some differences between them. To 
achieve this goal, we have used four real sets of data on the frequency of purchases. 

Despite our empirical findings being conditioned on the data sets used, some under-
standing of the merits of both models emerges. Based on the first data set, we find that the 
Poisson-gamma model fails to capture a long tail, as opposed to the finite Poisson mixture. 
Analyzing the residuals, an undesirable pattern is observed for the Poisson-gamma model: 
counts of low numbers of purchases are overestimated, whereas those of large numbers are 
underestimated. Moreover, the smoothed curve clearly shows a trend in the residuals, 
which indicates that the model does not fit the data well. 

The residuals behave similarly, although the trend is not so distinct, when the vast 
majority of counts are linked to very small numbers of purchases (e.g. the data sets for 
potato chips brand 2 and 3). This evidence indicates that a Poisson-gamma mixture 
model lacks flexibility as well. 

What emerges from this empirical investigation is that finite Poisson mixture models 
do not have these shortcomings and under such circumstances should be used instead. 

Appendix 

Table A1. Maximum-likelihood estimates for the parameters of the finite 
Poisson mixture models (data: salty snacks and potato chip brand 1) 

Class
Salty snacks Potato chip brand 1 

ˆ
sλ  ˆsπ  ˆ( )ssd λ ˆ( )ssd π  ˆ

sλ  ˆsπ  ˆ( )ssd λ ˆ( )ssd π

1 0.2 0.09 0.14 0.024 0.4 0.39 0.03 0.015 
2 2.0 0.12 0.50 0.015 3.4 0.28 0.21 0.014 
3 6.8 0.16 0.65 0.013 9.0 0.17 0.55 0.012 
4 14.4 0.18 0.90 0.014 16.8 0.09 0.96 0.011 
5 24.4 0.17 1.24 0.015 27.4 0.04 1.63 0.007 
6 35.9 0.14 1.22 0.017 38.7 0.03 1.35 0.006 
7 52.9 0.14 0.55 0.009 – – – – 

Table A2. Maximum-likelihood estimates for the parameters  
of the finite Poisson mixture models (data: potato chips brand 2 and 3) 

Class
Potato chip brand 2 Potato chip brand 3 

ˆ
sλ  ˆsπ  ˆsd( )sλ ˆsd( )sπ  ˆ

sλ  ˆsπ  ˆsd( )sλ ˆsd( )sπ
1 0.2 0.60 0.03 0.04 0.2 0.59 0.03 0.032 
2 1.9 0.26 0.26 0.03 2.0 0.26 0.25 0.022 
3 6.2 0.11 0.41 0.01 6.0 0.11 0.43 0.016 
4 15.4 0.03 0.55 0.00 15.6 0.04 0.49 0.004 
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Table A3. Maximum-likelihood estimates for the parameters  
of the Poisson-gamma mixture models (all data sets) 

Snack α̂  β̂  ˆ( )sd α ˆ( )sd β

Salty snacks 0.90 0.04 0.013 0.0002

Potato chip brand 1 0.51 0.08 0.009 0.0005

Potato chip brand 2 0.35 0.19 0.008 0.0022

Potato chip brand 3 0.35 0.19 0.008 0.0021

References 

[1] BROCKETT P.L., GOLDEN L.L., PANJER H.H., Flexible purchase frequency modeling, Journal of Mar-
keting Research, 1996, 33, 94–107. 

[2] CAMERON A.C., TRIVEDI P.K., Regression analysis of count data. Cambridge University Press, 1998. 
[3] DEMPSTER A.P., LAIRD N.M., RUBIN D.B., Maximum likelihood from incomplete data via EM algo-

rithm, Journal of the Royal Statistical Society Series B-Methodological, 1977, 39, 1–38. 
[4] DILLON W., KUMAR A. (1994), Advanced methods of marketing research, [In:] R.P. Bagozzi Ed.), 

Latent structure and other mixture models in marketing: An integrative survey and overview, Ox-
ford, Blackwell, 1994, 295–351. 

[5] EHRENBERG A, My research in marketing: how it happened, Marketing Research, 2004, 16, 36–41. 
[6] GREENE W., Functional forms for the negative binomial model for count data, Economics Letters, 

2008, 99, 585–590. 
[7] GUO J.Q., TRIVEDI P., Flexible parametric models for long-tailed patent count distributions, Oxford 

Bulletin of Economics and Statistics, 2002, 64, 63–82. 
[8] JOHNSON N.L., KEMP A.W., KOTZ S., Univariate discrete distributions, Hoboken, Wiley, 2005. 
[9] MCLACHLAN G.J., KRISHNAN T., The EM algorithm and extensions, Wiley, New York, 2008. 

[10] MCLACHLAN G.J., PEEL D., Finite mixture models, Wiley, New York, 2000. 
[11] PAWITAN Y., In all likelihood: statistical modelling and inference using likelihood. Oxford Univer-

sity Press, Oxford, 2001. 
[12] R Development Core Team. R: A language and environment for statistical computing, R Foundation 

for Statistical Computing, Vienna, 2009. URL http://www.R-project.org. 
[13] ROSS S.M., Introduction to probability models, Academic Press, Amsterdam, 2007. 
[14] SELF S.G., LIANG K.Y., Asymptotic properties of maximum likelihood estimators and likelihood ratio tests 

under nonstandard conditions, Journal of the American Statistical Association, 1987, 82, 604–610. 
[15] TEICHER H., On the mixture of distributions, The Annals of Mathematical Statistics, 31, 1960, 55–73. 
[16] WEDEL M., DESARBO W.S., BULT J.R., RAMASWAMY V., Latent class Poisson regression model for 

heterogeneous count data, Journal of Applied Econometrics, 8, 1993, 397–411. 
[17] WINKELMANN R., Econometric analysis of count data, Springer, Berlin, 2008. 
[18] WU C.F.J., On the Convergence properties of the EM Algorithm, The Annals of Statistics, 1983, 11, 

95–103. 
[19] YAKOWITZ S.J., SPRAGINS J.D., On the identifiability of finite mixtures, The Annals of Mathematical 

Statistics, 1968, 39, 209–214. 
 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [481.890 680.315]
>> setpagedevice


