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Optimized CGH-based pattern recognizer
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A pattern recognition system with the computer-generated hologram used as feature extractor, 
useful in many applications, is considered in the paper. The method of optimization of such 
extractors, based on modified evolutionary algorithm with elements of rough set theory used to 
define a proper objectve function, is also presented. The theoretical investigations are supported 
with experimental works for two different applications of optimized system. The applications are 
examples of a wide area of pattern recognition problems where proper characteristic features are 
not easy to determine. The results obtained confirm the enhancement of system optimized with 
proposed method compared to systems with standard computer-generated hologram.

1. Introduction
The rapid development of hybrid, optical-digital pattern recognition systems can be 
observed in the last decades [1] — [3], In such systems, usually the optical part 
implements the fast feature extraction, while digital part performs the classification of 
features. An example of this strategy is a hybrid system in which the lens and 
a ring-wedge detector (RWD) have been used as the feature extractor [4]. The 
classification of features extracted by it was done using artificial neural network 
(ANN).

However, the utilization of RWD in many applications is very questionable, due 
to its poor flexibility [3], Therefore, a computer-generated hologram (CGH) has 
been suggested as a cheaper and more flexible element compared to RWD [5]. 
Although this suggestion does not consider directly the problem of classification, the 
promising classification results obtained with RWD [4] are obviously valid also for 
CGH-based systems. The CGH-based feature extractor is also suitable for use with 
optical implementations of neural networks. This technology, dynamically growing 
nowadays, opens up the gate for extremely fast, real time applications [6]. Moreover, 
easy modification of the CGH size makes it possible to optimize such feature 
extractor for a given recognition task. This was the motivation the design of an 
optimized CGH-based pattern recognizer.

The general idea and first experiment concerning the original method of CGH 
optimization were reported in [7]. A detailed optical-arrangement of the system used
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for this early experiment has been reported in [8], whereas the paper [9] focused on 
aspects of rough sets applied to this optimization method. The latter paper has 
shown that one of the coefficients defined by rough set theory (RST) could be used as 
a good objective function for stochastic evolutionary search in the space of possible 
solutions. The development of the proposed method (concerning especially the 
problem of constraints in evolutionary optimizing search) has been observed since 
then. Also the range of experiments has grown. The CGH-based system optimized 
with the present method seems to be useful in many pattern recognition problems.

The purpose of this paper is to summarize previously partially reported efforts 
and results by presenting the optimized CGH-based recognizer, as well as to give 
current experimental results. The following section based on the foundations of 
pattern recognition systems provides the description of hybrid optical-digital pattern 
recognizers. It also emphasizes and explains the advantages of computer-generated 
hologram in comparison with ring-wedge detectors. The section ends with the 
description of software simulated CGH-ANN system and its properties. In the next 
section, the general explanation of the optimization method, as well as the discussion 
on dealing with the constraints in evolutionary algorithms, are provided. Finally, the 
experimental work concerning two different applications using optimized system is 
presented.

2. CGH-based pattern recognition system

Pattern recognition is the special, and at the same time, very important case of 
general recognition problem. The recognition can be expressed as a concatenation of 
two subsequent operations. The first is the extraction of characteristic features from 
input data (from image space, when image pattern recognition is considered). The 
second operation is a classification of previously extracted characteristic features 
[10]. By recognition, the capability of classification is often meant In this way 
recognition problems are formalized as feature extraction and classification con­
taining additional “unknown” class, indicating the situation when none of normal 
classes is recognized with required certainty [11].

Fig. 1. Mappings of pattern recognition problem [10].
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Mappings that occur in pattern recognition are shown in Fig. 1. Objects C; 
from class space C are transformed by mapping G into image space I  consisting of 
images 11. Next mapping F transforms objects from image space into feature space V. 
Theoretically, the recognition of images from space I can be expressed without 
considering mapping F as looking for mapping G 1. However, the size of data 
describing objects in space /  is so large that obtaining direct mapping G~l is very 
difficult. Therefore, the indirect approach is applied. First, the mapping F is found. It 
transforms objects from space I  into objects from space V with reduced dimen­
sionality.

It is important to assure that objects from space V after this transformation 
preserve the information required for classification. The purpose of mapping 
<5 (representing the classification) is to transform objects from Finto objects from C. 
It is evident that

5 = (GoF)~l . (1)

The system implementing this idea and recognizing image as belonging to the class 
C,· according to

C, =  <5(F(/,)) (2)

is presented in Fig. 2.

Input image Characteristic
features

Class

Fig. 2. Pattern recognizer scheme [9].

Equation (2) indicates that, for good overall operation of the system, the proper 
definition of the mapping F : I  -* V is required. However, it is not easy to find such 
mapping that reduces dimensionality of the space and at the same time does not lose 
information essential for classification. Mappings that utilize Fourier transformation 
in the first stage of feature extraction are very promising. One of them uses 
ring-wedge detector extracting features from frequency domain images. Hence, some 
technical applications of this approach are described below.

2.1. Ring-wedge detector as feature extractor
The ring-wedge detector is a circular element consisting of special detection regions 
in the form of rings RING(i) and wedges WEDGE(i), as shown schematically in 
Fig. 3 [1], Ring-wedge detector is placed in Fourier plane of the optical system.



320 L. R. Jaroszewicz, K. A. C yran, T. P odeszwa

Fig. 3. Scheme of ring-wedge detector [1].

Therefore, the intensity of light on the surface of RWD is the intensity of the 
Fourier transform F(u,v) of input image function /(x,y). Each of RWD regions 
performs two operations. The first operation is an integration of the intensity of light 
passing through the given region. Let us denote the integrated light intensity of ring 
RING(z') by R i and integrated light intensity of the wedge WEDGE(i) by Wt. Then

R l = i iu ,v eRING(i)F 2 (U>V) d u d V  <3>

and

^  =  Ji«,veWEDGE(i)^2 (U,V) (*U<*V· ^

The important feature is that intensity Rt is shift and rotation invariant, as well as 
intensity Wt is shift and scale invariant [1].

The second operation performed by RWD is a conversion of the integrated light 
intensities Wt and R 1 into electronic signals. This is done by planar photodetectors 
that cover rings and wedges of the RWD element.

After both operations (performed in parallel) on the output of RWD a vector of 
shift, rotation and scale invariant characteristic features is available as a set of 
electric signals. Therefore, such a device can be easily applied to recognize the same 
patterns shifted, rotated or resized as belonging to the same class [4], [12].

2.2. Hybrid optical-digital system
Despite the fact that features obtained from RWD are invariant with respect to 
typical transformations of input image, the utilization of RWDs is very difficult in 
applications. This is due to fixed size of rings and wedges in RWD. This fixed size is 
the reason of a very poor flexibility of RWD-based feature extractors. The second 
disadvantage is connected with the high cost of RWD elements. Both of them can be 
overcome with the use of computer-generated hologram [5]. The main idea of 
a system with CGH was to separate in space (but not in time) the two operations 
performed by RWD. The operation of the hybrid CGH-based pattern recognizer is 
shown in Fig. 4.

The CGH itself performs only light integration and diffracts integrated light 
beams into different angles and orientations. A conversion to electric signal is
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Fig. 4. Hybrid CGH-based pattern recognition system [7].

done by cheap quasi-point photodetectors placed in plane P3 (Fig. 4). Moreover, the 
CGH system can be simulated and processed in the digital equipment Digital 
processing is discrete. Therefore, continuous variables (like integrated light inten­
sities) have to be represented as discrete variables. This always leads to the loss of 
information. However, the way of sampling should minimize this loss.

Let us take into consideration independent, scalar continuous variable x  such 
that X Y <  x  <  X 2. This continuum range X  = (X1,X 2) has to be replaced by a set of 
points by dividing the range X  into N — 1 elements Ax„. These elements define the 
vector x = [xlsx2,. . . ,x w] °f size N  such that [13]

» . - X i + E A *  (5)
i= 1

The function f(x) of continuous variable x  can be represented by a vector 
f = t / i , / 2, ···,/*] such that

f„ =/(*„)· (6)
The function /  can be approximated using the vector f in any point by interpolation. 
Let us denote by x' a continuous variable such that

x* 1· (7)
Then / (,) is the approximation of the continuous function /  if

/ W =  e/.+i +  ( l -« ) /. (8)
where

£ = (9)

These considerations can be extended to two-dimensional independent variables 
and two-dimensional functions. Let us divide the domain of the continuous image 
function f(x,y)  into M intervals of the length Ax in x  direction and into N  intervals
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of the length Ay in y direction. Then matrix f = f(mAx,nAy) for m = 
n = 1,..., N  is a sampled image of the continuous image /(x,y). Sampled image with 
amplitude represented by discrete numbers (process of quantization) is a discrete 
image.

The new image F  is a discrete Fourier transform of the image f if [14]

F  = *UMf*NN (10)
where matrix of the Fourier transform $ of the size J x J  is given by

* u ( M  = je x p

Therefore

k,l = 0, ( 11)

F(u, v) =
1

M N

M-l N-l
Z  Z  /(m,n)exp

m  — 0 m = 0
(12)

where: u = 0, 1, . . . , M  — 1, v =  0, 1. Function fc:R4 -> C is a kernel of the
Fourier transform if

Y (mu nv\

Matrix of the discrete inverse Fourier transform <Pj/ is then defined by

* 7 / (k,0 =  e x p ( i y k iy  k,l = 0, 1...... J - 1.

Therefore

(13)

(14)

/( m ,n ) = .?ov?o HU’V)eXT 2n{ M  + N).
(15)

where: m = 0, 1, n = 0, 1...... N — 1. The properties of continuous Fourier
transform concerning shifting, rotating and resizing remain the same also for the 
discrete one. However, the discrete Fourier transform given by (12) is a periodic 
function and implicitly presumes periodicity of the function /(m,n). This is not the 
case for the continuous transform obtained by optical methods. Periodicity of 
discrete Fourier transform manifests itself in equations:

F(u, — v) =  F(u,N — v),

F(—u,v) = F{M—u,v), (16)
F(u,v) =  F(aM+u,bN  +  v) (17)

where: a and b are integer numbers. For the same reasons similar equations hold for 
periodic discrete image function f(m,n)

/(m, -n )  = f(m, N  — n),

/ ( - m , n) — n), (18)
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and

/(m, n) =  f{aM + m,bN + n). (19)

Formulae (16) and (17) indicate that discrete Fourier transform is a sum of 
periodically repeated continuous transforms. This can cause a decrease of image 
quality connected with phenomenon called aliasing (superposition of continuous 
transforms). To avoid it, the sampling of the image with finite spatial frequency 
bandwidth should be done satisfying the Shannon’s theorem. This theorem states 
that spatial frequency of sampling should be at least twice as large as maximum 
bandwidth of the image.

It is also necessary to center the spatial frequencies coordinates (u, v) =  (0, 0) in 
the matrix F, in order to apply it into simulated CGH system. This leads to 
expression of periodical discrete Fourier transform in new coordinates (u\ v') such 
that

, M —1
« =  u+ —y ~ ’ (20)

=  v + N - 1 
2 ‘ (21)

When above requirements are fulfilled, the simulated CGH performs discrete 
integration of function F(u',v') for rings and wedges. Formulae describing this 
discrete process correspond to continuous integration expressed by formulae (3) and 
(4) and are given by

R, =  £  I '  F \u', v') S i(u', vO, (22)
«' = 0 V = 0

= *£ J?V ,v ')«P1(u',v')
«' = 0 v = o

where functions: £ :R2 -> {0, 1} and !P:R2 -* {0,1} are defined as

0 «=> (u\ v’) £ RINGj 
> (u'./JeRINGj,

w y )  =

Vi(uW) =  |0  o=> (u', v')^ WEDGE;
(u', v') g WEDGEj.

(23)

(24)

(25)

Outputs from simulated CGH form a feature vector consisting of elements R( 
for i =  l , . . . ,J r and of elements Wt for i = 1,...,JW. The size of the vector is determined 
by the number of rings and wedges I  = Ir+ Iw. With the above assumptions, the process 
of feature extraction performed by simulated CGH can be formally described as 
a function (:RMN -> R*, where certainly MN  » I  and the dimensionality reduction 
p = M N /I. The feature vector of size I is the input for ANN-based classifier. For this 
purpose three-layered feed-forward neural network is used.
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3. Rough sets in evolutionary optimization of the simulated CGH

The simulated CGH-ANN pattern recognition system described in the previous 
section can be optimized. The optimization can be done for CGH-based feature 
extractor and for ANN-based classifier. Since methods for optimization of neural 
networks are thoroughly described in [15] —[18], in this paper only the problem of 
the CGH mask optimization is discussed. This method performs stochastic search in 
the space of possible solutions.

3.1. Objective function
The proper definition of an objective function in optimization of feature extractor is 
not trivial, since feature extraction is an intermediate stage of the recognition, and 
expected values of features are unknown. Therefore the quality of features cannot be 
measured directly by some kind of error function indicating the deviation of actual 
features from expected ones. However, although expected features are unknown, 
there is a possibility of measuring the consistence of decision table built on the base 
of these features and the class to be recognized. The rough set theory introduced by 
PAWLAK [19] and extended by M RÓZEK [20] to deal with decision tables, is 
a mathematical formalism that is able to determine such dependences.

CYRAN and M r ó z e k  [21] showed that a rough set based coefficient ■yc(D‘), 
called the quality of approximation of classification D* with respect to indiscernibility 
relation 1(C) generated by the set of decision attributes C, can be used as objective 
function in the CGH optimization. To apply it, one needs to associate the set of 
features generated by CGH (set of ring and wedge values Rt and Wt) with the set of 
conditional attributes C of the decision table. The class to be recognized should be 
associated with the only element in the set of decision attributes D. Besides, since 
rough sets are defined for discrete values of conditional attributes, it is necessary to 
discretize the values of features from CGH.

Let us denote by Vc a domain for attributes from set C. Furthermore, let f be the 
discretization factor such that: £ =  card(l^) and Vc = {0,...,<f — 1}. Then the 
discretization of features can be expressed as AiR1-* Vq. Certainly, the process of 
generating by CGH the discretized conditions of decision rule, denoted by 
X:RMJV —» Vc is given by

X = C o A. (26)
It is easy to see that the discretization factor £ =  2 makes the most restrictive 
conditions for the function x to generate a consistent decision table (i.e., such that
ycm  = 1).

3.2. Modifications of evolutionary algorithm
Evolutionary algorithms process chromosomes. To apply evolutionary approach to 
optimization of CGH, besides the definition of objective function (equal to fitness of 
the chromosome), it is necessary to define the chromosome representation. Obvious­
ly, the chromosome has to describe uniquely the CGH. It is evident that for defining
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Ir rings 1 genes are required (each gene represents the outer radius of the ring). 
Similarly, for Iw wedges Iw— 1 genes are needed (each gene represents the angle of the 
second arm of the wedge with horizontal axis). Therefore the structure of CGH (of 
a constant size) can be uniquely defined by a chromosome with Ir+ Iw—2 real-valued 
elements. However, it should be pointed out that elements of chromosome 
corresponding to rings must be sorted to define Ir rings. If they are not, the actual 
number of rings that they define l rA is different from presumed number Ir (IrA < Ir). 
The same can be said about the genes corresponding to wedges.

To obtain sorted genes of rings and wedges the repair algorithm should be 
applied. The repair algorithms as techniques for handling the constraints in 
evolutionary algorithms have been described in [22]. The aim of repair algorithm is 
to convert infeasible solutions into feasible ones. Such a situation can occur after 
performing genetic operation on chromosomes. Certainly for the above mentioned 
representation of rings and wedges in a chromosome, the repair algorithm is just 
a sorting procedure applied separately for genes of rings and for genes of wedges. The 
above is true if the aim is to obtain optimized CGH with prefixed number of rings 
and wedges I — Ir+ Iw. However, such constraints are not obligatory. If sorting is 
not applied, then evolutionary process searches for the solution with actual number 
of rings and wedges = / M+ / Wi4, where IrA^ I r, and IwA ^  Iw. It causes the 
evolutionary search to be much longer, but can be motivated by looking for 
a solution with less number of characteristic features. Optimization with sorting only 
rings or sorting only wedges is also possible.

The dependence of the objective function yc(D*) on the discretization factor 
? requires also a slight modification of typical evolutionary algorithm. This 
modification has to be introducd to resolve the problem when yc(D*) =  1 for 
£ > 2. Such a situation means that objective function is unable to grow (since 
yc(D‘) 6 [0,1]), and at the same time that conditions for the function x are not the 
most restricting. Then the search should be continued with the *=NEW — ÔLd/2 [21]. 
The optimization in pseudo-code is shown below:

t * -1;
£  2 trunc0og2(card(l/))).

while ({ ^ 2) and (i <  MaxGenNum) do 
Select;
Crossover;
Mutate;
Repair;
for i =  1 to card (U) do 

C [i]« -x  (Image;) 
d[n*~cj 

od
Evaluate (yC(D*)); 
if yc(D*) =  1 then

fl

od.
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In the above code U denotes the set of all images used for optimization of CGH, 
C[i] denotes discretized conditions and d [i] denotes a decision for Image;, 
belonging to class Cj.

4. Experiments
The CGH-based pattern recognition system described can be applied to a wide area 
of recognition problems where characteristic features are not easy to obtain from 
geometrical or topological properties of the image. Below, the experiments with two 
examples of such applications are given.

4.1. Classfier of optical fiber distortions
The classifier of the distortion of optical fiber is the first example. The idea of optical 
arrangement for this experiment is presented in Fig. 5.

HiBi fiber 
SM-600

Special
Laser splice

Fig. 5. Optical setup of the optical fiber distortion recognizer [8].

The coherent light passes through a few-mode optical fiber. The distortion of the 
fiber changes the conditions of inter-modal interference. Therefore, intensity speckle 
patterns on the output of the fiber are dependent on that distortion. Such images 
(presented in right upper comers in Fig. 6) are placed in the input plane PI of the 
system presented in Fig. 4 or they are input images for software simulation of the 
system. Figure 6 presents also three-dimensional diagrams of Fourier transform 
intensities for corresponding speckle images.

360 m

Few-mode 
fiber 

40 m

HU Transducer 
optical fiber

(Ü) Speckle
pattern

Fig. 6, continued
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continued

Fig. 6. Input and Fourier images of speckle structures.

The simulated system was optimized with rough-evolutionary algorithm for 128 
images belonging to 8 distortion classes. When rings and wedges were sorted, the 
algorithm found optimal CGH in 29 generation. The mask for optimal CGH in this 
case is presented in Fig. 7a. I f  only rings were sorted, the optimal CGH was found in
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Fig. 7. Optimal CGH masks for 16 features (a) and 13 features (b).

300 generation. This CGH mask is given in Fig. 7 b. It can be seen that the 
evolutionary search was longer without sorting of wedges, however, found optimal 
CGH performed feature extraction with larger dimensionality reduction p = 315 
(compared to p = 256 for CGH obtained with the use of full repair algorithm). 
Both CGHs generated consistent decision table with discretization factor £ =  2.

The optimization proposed was confirmed using the ANN-based classifiers. 
Classifiers of features extracted by optimal CGH gave answers with normalized 
decision error (for testing set) ranging from 2.8% to 3.8%. At th same time, 
classifiers of features extracted by standard CGH answered with the error equal to 
4.8% [21].

42. Engine and gear condition estimator
The method described in Sections 2 and 3 is universal, thus can be used in solving 
several problems. The classifier of optical fiber distortion was described earlier; here 
the description of the automatic system for estimation of engine and gear condition 
is given. This is the most important problem that appears during its lifetime. There 
are many methods of performing this task. Some of them are based on analysis of 
rub products gathered in lubricating oil. These methods use a dependence of engine 
condition on quantity and kind of products. Two of them recognize these parameters 
by analyzing radiation of excited atoms. These are X-ray fluorescence spectrometry 
(XRF) method and atomic emission spectrometry (AES) method. Both of them are 
very accurate, but also complicated, because they require special measuring devices 
and staff. W OLSKI [23] proposed another method based on comparison of 
microscope pictures of sample oil with prepared pattern collection. This pattern 
collection must contain a set of characteristic pictures for each device being tested. In 
the mthod, before comparison samples are put into magnetic field for initial sorting 
of ferromagnetic particles. Thus this method is called ferrographic. The method 
presented below is based on it. However, contrary to classical ferrographic method, it 
requires minimum human activity during measuring process.

A scheme of measuring system is shown in Fig. 8. An image of oil sample placed 
into electromagnet is transferred to CCD camera by optical fiber (fiberscope).
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Fig. 8. Scheme of measuring system [24].

During this operation, image magnification is also needed because the diameter of 
the region of interest is usually less than 400 pm.

Although image from CCD camera contains sufficient information for proper 
classification, it must be preprocessed to extract interesting features and decrease the 
number of data transmitted into classifier. Those functions are realized by

Fig. 9. Examples of engine gear images for each group of wear: normal (a), increased (b), intensive (c) 
and corrosive (d).
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optimized CGH-based pattern recognition system described above. Then features 
obtained in this step are used in classifier to determine actual condition of an engine 
(or gear). In the experiment, images of lubricating oil of engine bearing and gear have 
been used. All source images are of size 600 x 400 pm. Since resolution is not critical, 
each image is taken at 600 x 400 pixels size and then truncated into square region 
and resized into 256 x 256 pixels in order to optimize discrete fast Fourier 
transformation (FFT) operation. All images are split into four classes: normal, 
increased, intensive and corrosive wear. The dependence between images and classes 
is determined by the amount of products gathered in oil. The greater elements are 
more important because the fact of their amount being increased is caused by more 
serious wear.

Pictures shown in Fig. 9 present examples of each of the above classes taken from 
the gear. Picture a represents normal wear. There are many small ferromagnetic wear 
products and rare greater elements. Picture b presents image of increased wear. It 
contains several products of larger diameter (size 30x20 pm) and many small 
products lying along magnetic field lines. Next image (c) is an example of intensive 
wear containing many large (20 x 60 pm in size) products and several small products. 
The last picture (d) presents an image of corrosive wear with rust gathered in 
lubricating oil that indicates considerable waste.

Every image was prepared for feature extraction in several steps. First, each 
picture was truncated and scaled into 256 x 256 points. This operation reduced 
picture size (and, of course, the amount of data) without significant loss of 
information. Pictures presented in Fig. 9 had to be brightened because most of them 
were dark. This was done only for illumination purposes. Next, the noise was 
removed from pictures using a simple smoothing filter that can be presented as 
a matrix

1 1 1
1 1 1

. 1 1 1.
(27)

Theoretically, matrix of a greater size could also be used but then the loss of 
information would be too serious. After smoothing, images were processed by 
discrete FFT to obtain data for simulated CGH-based system.

Pictures shown in Fig. 10 present images in frequency domain (after discrete 
FFT) with drawn rings and wedges, whereas proportions between intensities of rings 
and wedges are shown in Fig. 11. The data shown in Fig. 11 contain values of Rt and 
Wt calculated relatively to max(P;) and max(VF;), respectively.

It follows from the data presented that normal wear images contain more diffused 
power spectrum. This also results in more power in higher rings (P4, Rs, etc.). Many 
small products gathered in oil and appearing in images cause this. On the contrary, 
intensive and corrosive wear images contain power mainly in lower rings (closer to 
DC component). Images in these cases contain many large products. Moreover,
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Fig. 10. Image from Fig. 9 (a— normal, b — increased, c — intensive, d — corrosive wear) after processing.

£  1.0000 
H 0,8000 
> 0.6000 
I  0.4000 
«  0.2000 
a 0.0000

Wear condition

|PR1 M R2 □ R3 ffiR4 BR5 DR6 ■ R7 H R8 |

„ 1.0000 
J  0.8000 
> 0.6000 
|  0.4000 
|  0.2000 
^ 0.0000

Wear condition

|DW1 ■  W2 3W 3  E3W4~BW5 □  W6 1 W 7  BW8~|

Fig. 11. Relative power of rings and wedges drawn in Fig. 10.

analyzing graphs presented in Fig. 11, one can notice that for classification purposes 
the dependence between wedges is not so good as between rings. Data preprocessed 
in such a way can be used for the above presented evolutionary optimization of 
CGH mask to obtain automatic optimal CGH-based recognizer of gear (or engine) 
condition.
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5. Summary and conclusions

The theory of optimized pattern recognizer based on computer-generated hologram 
and artificial neural networks has been presented in this paper. The CGH was used 
as a feature extractor of frequency domain images (continuous and discrete), whereas 
neural network classified features obtained from CGH. The original rough-set 
evolutionary optimization of simulated CGH was also given. The modifications of 
typical evolutionary algorithm caused by requirements of rough set based objective 
function were explained and modified algorithm was supplied. Also, the need of 
applying the repair algorithm to deal with the constraints concerning the structure of 
genes (sorted, unsorted) was discussed.

The theoretical investigations presented have many practical applications in 
a wide range of problems connected with automatic recognition and classification of 
images in technical science and medicine. Two examples of an application of 
optimized recognizer have been presented. The first was classifier of optical 
distortion. The experimental results confirmed good overall quality of the system 
(normalized decision error less than 3%), as well as a decrease of this error after 
optimization (from 4.8% to 2.8%). The usage of restricting repair algorithm (applied 
to rings and wedges) caused optimization to be very fast. When this algorithm was 
not applied to genes corresponding to wedges, the evolutionary search was longer, 
however the optimized simulated CGH extracted features with greater dimen­
sionality reduction p =  315 (compared to p — 256) since the number of wedges had 
been reduced during optimization. Possible applications of such a classifier include 
automatic recognizers of distortion in flying airplanes (with optical fiber placed in 
wings) or controlling the traffic (with optical fiber placed across the road).

The second experiment concerned automatic estimation of engine condition on 
the basis of lubricating oil images. The initial results presented in the paper are very 
promising. There are considerable dependences between power spectrum after 
discrete FFT and condition of the device being tested. This suggests that the 
transformation proposed provides for proper extraction of features. But, of course, 
there can be better way of obtaining similar results. First observation suggests to 
remove electromagnet. This part was necessary only for recognition made by human 
to decrease the region containing interesting particles. After that the power spectrum 
would be more uniform (in all directions). The second observation is that in order to 
increase correctness of classification many images from several regions must be taken 
during measuring process. This work is still continued and further research is needed 
before presenting more detailed results (decision errors, comparison with other 
methods, etc.).
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